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PROLOGO

Las mateméticas discretas, € estudio de los sistemas finitos, han adquirido cada vez més importanciaen lamedidaen
gue haavanzado la era de las computadoras. Basicamente, lacomputadoradigital esunaestructurafinita, y muchas de
sus propiedades pueden comprenderse e interpretarse en €l marco de referencia de los sistemas mateméticos finitos.
Estelibro, a presentar el material esencial, cumplelosrequisitos de un curso formal de mateméticas discretas, 0 como
complemento de cualquier texto actual.

Lostres primeros capitul os cubren el material normal sobre conjuntos, relacionesy funcionesy algoritmos. L uego,
siguen capitulos sobre légica, conteo y probabilidad. A continuacion hay tres capitul os sobre teoria de gréficas,
gréficasdirigidasy érbolesbinarios. Por Ultimo, hay capitulosindividual es sobre propiedades de los enteros, lenguajes,
maquinas, conjuntos ordenados y reticulas, y dgebra booleana, asi como apéndices sobre vectores y matrices, y
sistemas algebraicos. El capitulo sobre funcionesy algoritmos incluye un andlisis de cardinalidad y conjuntos nume-
rables, y complejidad. L os capitul os sobre teoria de graficas incluyen andlisis sobre planaridad, recorribilidad (traver-
sabhility), rutasminimasy los algoritmos de Warshall y Huffman. Se recal ca que | os capitul os han sido escritos de modo
gue sea posible modificar su orden sin dificultad ni pérdida de continuidad.

Cada capitul o empieza con un planteamiento claro de las definiciones, principiosy teoremas pertinentes, con mate-
ria ilustrativo y de otros material es descriptivos. Después, se plantean conjuntos de problemas resueltosy complemen-
tarios. Los problemasresueltos sirven parailustrar y ampliar el material, y también incluye demostraci ones de teoremas.
Los problemas complementarios proporcionan una revision completa del material del capitulo. Se ha incluido més
material, el cua puede cubrirse en lamayor parte de los primeros cursos. Lo anterior se ha hecho con laintencién de
que €l libro sea mésflexible, afin de ofrecer un libro de referencia més (til, y para estimular un mayor interés en los
temas presentados.

SEYMOUR LipscHUTZ
MARc LARs Lipson
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Teoria de
conjuntos

CAPITULO

1.1 INTRODUCCION

El concepto de conjunto aparece en todas las matematicas. Por ello es que conviene iniciar este capitulo con la notacién
y la terminologia basicas de la teoria de conjuntos, las cuales se utilizan en todo el texto; el capitulo termina con la
definicion formal, y ejemplos, de la induccién matematica.

1.2 CONJUNTOS, ELEMENTOSY SUBCONJUNTOS

Un conjunto es una coleccién bien definida de objetos, que se denominan elementos o miembros del conjunto. Las
letras mayusculas A, B, X, Y, ..., denotan conjuntos y las mindsculas a, b, x, y, ..., denotan elementos de conjuntos.

Algunos sindnimos de “conjunto” son “clase”, “coleccion” y “familia”.
La pertenencia a un conjunto se denota:
a € S denota que a pertenece al conjunto S.
a, b € S denota que a 'y b pertenecen al conjunto S.
Aqui € es el simbolo para indicar “es un elementos de” y ¢ significa “no es un elemento de”.

Especificacion de conjuntos

Hay dos formas para especificar un conjunto particular. Una forma, de ser posible, consiste en enumerar sus elementos
separados por comas y escritos entre llaves { }. La segunda es escribir las propiedades que caracterizan a los elemen-
tos del conjunto. Dos ejemplos de lo anterior son:

A={1,357,9} y B={x]xesunentero par, x>0}
Es decir, A consta de los elementos 1, 3, 5, 7, 9. El segundo conjunto se lee:
B es el conjunto de x tal que x es un entero par y x es mayor que 0,

denota el conjunto B, cuyos elementos son los enteros pares positivos. Observe que para denotar un miembro del con-

junto se usa una letra, casi siempre x; la recta vertical | se lee “tal que” y la coma “y”.

EJEMPLO 1.1

a) El conjunto A anterior también se escribe como A = {x | x es un entero positivo impar, x < 10}.
b) Aunque no es posible listar todos los elementos del conjunto B anterior, a este conjunto se le especifica como
B=1{24,6,...}

donde se supone que todo mundo lo entiende. Observe que 8 € B, pero 3 ¢ B.
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2 CapituLo 1 TEORIA DE CONJUNTOS

) SeanE={x|x2—3x+2=0},F={21}yG={1,2,2,1}. Entonces E = F = G.

Aqui es preciso sefialar que un conjunto no depende de la forma en que se muestren sus elementos. Un conjunto es el mismo
aun si sus elementos se repiten o estan en desorden.

Incluso si es posible enumerar los elementos de un conjunto, hacerlo tal vez no sea préctico. Es por esto que los elementos de
un conjunto se enumeran sélo si son pocos; en caso contrario, un conjunto se describe con la indicacion de la propiedad que carac-
teriza a sus elementos.

Subconjuntos

Suponga que todo elemento de un conjunto A también es un elemento de un conjunto B; es decir, si a € A implica que
a € B. Entonces se dice que A es un subconjunto de B. También se dice que A esta contenido en B o que B contiene a
A. Esta relacidn se escribe

ACB o BDA

Dos conjuntos son iguales si ambos tienen los mismos elementos o, equivalentemente, si cada uno estéa contenido en
el otro. Es decir:

A=BsiysolosiACBYyBCA

Si A no es un subconjunto de B —porque al menos un elemento de A no pertenece a B— se escribe A Z B.

EJEMPLO 1.2 Considere los conjuntos:

A=1{1,34728"9}, B={1,23,45}, C={13}
Entonces C C Ay C C B, yaque 1y 3, los elementos de C, también son miembros de Ay B. Pero B Z A, puesto que algunos ele-
mentos de B, por ejemplo, 2 y 5, no pertenecen a A. En forma semejante, A Z B.

Propiedad 1: En matematicas es una practica comun cruzar un simbolo con una linea vertical “|” o una diagonal “/”
para indicar el significado opuesto o negativo del simbolo.

Propiedad 2: La declaracién A € B no excluye la posibilidad de que A = B. De hecho, para todo conjunto A se tiene
A C A, ya que todo elemento de A pertenece a A. No obstante, si A C By A £ B, entonces se dice que A es un subcon-
junto propio de B (lo que algunas veces se escribe A C B).

Propiedad 3: Suponga que todo elemento de un conjunto A pertenece a un conjunto B y que todo elemento de B
pertenece a un conjunto C. Entonces resulta evidente que todo elemento de A también pertenece a C. En otras palabras,
SiACByB CC,entoncesA C C.

Las propiedades anteriores llevan al siguiente teorema:
Teorema 1.1: Sean A, By C tres conjuntos cualesquiera. Entonces:
i) ACA
ii) SIACByB CA, entoncesA =B
iii) SIACByA CB,entoncesACB

Simbolos especiales

En el texto aparecen muy a menudo algunos conjuntos, para los que se usan simbolos especiales. Algunos de estos
simbolos son:

N = conjunto de nimeros naturales o enteros positivos: 1, 2, 3,...
Z = conjunto de todos los enteros: ..., —2, —-1,0,1, 2,...

Q = conjunto de nimeros racionales

R = conjunto de ndmeros reales

C = conjunto de ndmeros complejos

ObservequeNCZC QCRCC.
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1.3 DiaGramas DE VENN 3

Conjunto universo y conjunto vacio

Todos los conjuntos que se estudian en cualquier aplicacion de la teoria de conjuntos pertenecen a un gran conjunto
fijo denominado universo, que se denota por

U

a menos que se establezca o implique otra cosa.
Dados un conjunto universo U y una propiedad P, en U puede no haber elementos que tengan la propiedad P. Por
ejemplo, el siguiente conjunto no tiene elementos:

S = {x | X es un entero positivo, x> = 3}
Un conjunto que no tiene elementos se denomina conjunto vacio o conjunto nulo y se denota por
%)

So6lo hay un conjunto vacio. Es decir, si Sy T son vacios, entonces S = T, ya que tienen exactamente los mismos ele-
mentos, a saber, ninguno.

El conjunto vacio (J también se considera como un subconjunto de cualquier otro conjunto. Asi, el planteamiento
formal de este sencillo resultado es:

Teorema 1.2: Para cualquier conjunto A, se tiene &J C A C U.

Conjuntos ajenos o disjuntos

Dos conjuntos Ay B son ajenos o disjuntos, si no tienen elementos en comun. Por ejemplo, suponga
A={1,2}, B=1{4,56 y C=({56,7,8}.

Entonces Ay B son ajenos, y Ay C son ajenos. Pero B y C no son ajenos porque B y C tienen elementos en comun, 5
y 6. Observe que si A'y B son ajenos, entonces ninguno es un subconjunto del otro (a menos que uno sea el conjunto
vacio).

1.3 DIAGRAMAS DE VENN

Un diagrama de Venn es un gréafico donde los conjuntos se representan con regiones encerradas en un plano. Aqui el
conjunto universo U es el interior de un rectangulo y los otros conjuntos se representan por circulos dentro del rectan-
gulo. Si A C B, entonces el circulo que representa a A esta dentro del circulo que representa a B, como se muestra en
la figura 1-1a). Si A 'y B son ajenos, entonces el circulo que representa a A esta separado del circulo que representa a
B, como se muestra en la figura 1-1b).

a) ACB b) Ay B son ajenos c)

Figura 1-1
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4 CapiTuLo 1 TEORIA DE CONJUNTOS

No obstante, si A'y B son dos conjuntos arbitrarios, es posible que algunos elementos estén en A pero no en B, que
otros estén en B pero no en A, que algunos estén tanto en A como en B, y que otros no estén ni en A ni en B; por tanto,
en general Ay B se representan como en la figura 1-1c).

Argumentos y diagramas de Venn

Muchas declaraciones verbales son, en esencia, sobre conjuntos y, en consecuencia, se les puede describir mediante
diagramas de Venn; por tanto, éstos sirven para determinar si un argumento es valido o no.

EJEMPLO 1.3 Demuestre que el siguiente argumento (una adaptacién de un libro de l6gica de Lewis Carroll, autor de Alicia en
el pais de las maravillas) es valido:

S,: Todos mis objetos de estaio son cazos.
S,: Encuentro muy Utiles todos tus regalos.
S3: Ninguno de mis cazos es Util.

S : Tus regalos no son de estafio.

Las declaraciones S;, S, y S, arriba de la linea horizontal, son los supuestos o las hipétesis y la declaracion S, abajo de la linea
horizontal, es la conclusion. El argumento es valido si la conclusion S se obtiene en forma ldgica a partir de las hipotesis S;, S,
ySs.

Si S, son todos los objetos de estafio que contiene el conjunto de los cazos, entonces S, el conjunto de los cazos, y el conjunto
de los objetos Utiles son ajenos. Ademas, por S,, el conjunto de “tus regalos” es un subconjunto del conjunto de los objetos Utiles.
En consecuencia, es posible dibujar el diagrama de Venn que se muestra en la figura 1-2.

Resulta evidente que la conclusion es valida por el diagrama de Venn, porque el conjunto “tus regalos” es ajeno al conjunto de
los objetos de estafio.

objetos de estafio

cazos

tus regalos

objetos Utiles

Figura 1-2

1.4 OPERACIONES CON CONJUNTOS

En esta seccion se presentan varias operaciones con conjuntos, como son las operaciones basicas de union, interseccion
y complemento.

Uniodn e interseccion
La unién de dos conjuntos A y B, que se denota por A U B, es el conjunto de todos los elementos que pertenecena A o
a B; es decir,

AUB={|xeAoxeB}

Aqui “0” se usa en el sentido incluyente de y/o. La figura 1-3a) es un diagrama de Venn en el que A U B esta som-
breada.

La interseccién de dos conjuntos A 'y B, que se denota por AN B, es el conjunto de los elementos que pertenecen
tanto a A como a B; es decir,

ANB={x|xeAyxeB}

La figura 1-3b) es un diagrama de Venn en el que A N B esta sombreada.
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1.4 OPERACIONES CON CONJUNTOS 5

a) A U B esta sombreada b) A N B esta sombreada

Figura 1-3

Recuerde que los conjuntos Ay B son disjuntos o ajenos si no tienen elementos en comdn o, al aplicar la definicion
de interseccion, si AN B = ¢, el conjunto vacio. Suponga que

S=AUB y ANB=U

Entonces S se denomina unidn disjunta, o ajena, de Ay B.

EJEMPLO 1.4

a) SeanA=1{1,2,3,4},B=(3,4,5,6,7}, C={2, 3, 8, 9}. Entonces

AUB={1,2,34,56,7, AUC={1,234,809}, BUC={23,4,5678,9}
ANB= (3,4}, ANC={2 3}, BNC={3}.

b) Sean U el conjunto de estudiantes en una universidad, M el conjunto de estudiantes varones y F el conjunto de estudiantes
mujeres. U es la unién disjunta de M y F; es decir,

U=MUF y MNF={

Esto se debe a que cualquier estudiante en U estd en M o en F, y resulta evidente que ningln estudiante pertenece tanto a M
como a F; es decir, M y F son disjuntos.
Es necesario observar las siguientes propiedades de la unién y la interseccion.

Propiedad 1: Todo elemento x en A N B pertenece tanto a A como a B; asi, x pertenece a A y x pertenece a B. Entonces,
AN B es un subconjunto de Ay de B; a saber,

ANBCA y ANBCB

Propiedad 2: Un elemento x pertenece a la unién A U B si x pertenece a A o x pertenece a B; asi, cualquier elemento
en A pertenece a A U B, y cualquier elemento en B pertenece a A U B. Es decir,

ACAUB y BCAUB
El planteamiento formal de los resultados anteriores es:
Teorema 1.3: Para dos conjuntos Ay B arbitrarios, se tiene:

) ANBCACAUB vy
i) ANBCBCAUB.

La operacidn de inclusion de conjuntos se relaciona estrechamente con las operaciones de union e interseccion,
como se muestra en el siguiente teorema.

Teorema 1.4: Las siguientes expresiones son equivalentes: ACB, ANB=A, AUB=B.

Este teorema se demuestra en el problema 1.8. Otras condiciones equivalentes también se proporcionan en el pro-
blema 1.31.
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6 CapiTuLo 1 TEORIA DE CONJUNTOS

a) AC esta sombreado b) A\B esta sombreada c) A @ B estd sombreada

Figura 1.4

Complementos, diferencias y diferencias simétricas

Recuerde que todos los conjuntos a considerar en un momento particular son subconjuntos de un conjunto universo
fijo U. EI complemento absoluto o, simplemente, el complemento de un conjunto A, denotado por AS, es el conjunto
de elementos que pertenecen a U, pero que no pertenecen a A. Es decir,

A®={x|xeU, x¢gA}

En algunos textos el complemento de A se denota por A’ 0 A. La figura 1-4a) es un diagrama de Venn en el que A est&
sombreado.

El complemento relativo de un conjunto B respecto de un conjunto A o, simplemente, la diferencia de A y B, deno-
tada por A\B, es el conjunto de elementos que pertenecen a A pero que no pertenecen a B; es decir,

A\B={x|xeA x¢&B}

El conjunto A\B se lee “A menos B”. En muchos textos la expresion A\B aparece como A — B 0 como A ~ B. La
figura 1-4b) es un diagrama de \Venn en el que A\B est4 sombreada.

La diferencia simétrica de los conjuntos A y B, denotada por A & B, consta de los elementos que pertenecen a A 0
a B pero no a ambos. Es decir,

A®B=(AUB)\MANB) 0o A®B=(A\B)U(B\A)

La figura 1-4c) es un diagrama de Venn en el que A & B estd sombreada.

EJEMPLO 1.5 Supongaque U= N = {1, 2, 3,...} es el conjunto universo. Sean
A=1{1,234}, B={3,456,7,, C=({2,38,9}, E={246,...}
(Aqui E es el conjunto de enteros pares.) Entonces:
A®=1{56,7,...}, B°={1,2,8,910,...), Ec={1,3,57,...}
Es decir, EC es el conjunto de enteros positivos impares. También:

A\B = {1, 2}, A\C ={1,4}, B\C=1{4,5,6,7}, A\E ={1,3},
B\A =1{5,6,7}, C\A={8,9}, C\B=1{238,09}, E\A =1{6,8,10,12,...}.

Ademas:

A®B=(A\B)U(B\A)={1,2,5,6,7}, B®C ={
A®C=(A\C)UB\C) ={1,4,8,9}, A®E={l,

Productos fundamentales

Considere n conjuntos distintos A;, A,, ..., A,. Un producto fundamental de los conjuntos es un conjunto de la forma
ATNASN...NA: donde A=A o AF=AC
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1.5 ALGEBRA DE CONJUNTOS, DUALIDAD 7

Observe lo siguiente:

i) Hay m = 2" de estos productos fundamentales.
ii) Cualesquiera dos productos fundamentales arbitrarios son ajenos.
iii) El conjunto universo U es la unién de todos los productos fundamentales.

Asi, U es la union disjunta de los productos fundamentales (problema 1.60). Abajo se ilustra una descripcién
geomeétrica de estos conjuntos.

EJEMPLO 1.6 La figura 1-5a) es el diagrama de Venn de tres conjuntos A, B, C. A continuacion se enumeran los m = 2% = 8
productos fundamentales de los conjuntos A, By C:

P;=ANB°NC,
Py =ANB°NCE,

P; = AN BCNC,
Py = AN B¢ N CC.

Ps=A“NBNC,
Ps= AN BNCS

PL=ANBNC,
P,=ANBNCE,

Los ocho productos corresponden precisamente a las ocho regiones disjuntas en el diagrama de \enn de los conjuntos A, B, C como
se indica con la identificacion de las regiones en la figura 1-5b).

AN
N

a)

Figura 1-5

1.5 ALGEBRA DE CONJUNTOS, DUALIDAD

Los conjuntos bajo las operaciones de unién, interseccion y complemento satisfacen varias leyes (identidades) que se

presentan en la tabla 1-1. El planteamiento formal es:

Teorema 1.5: Los conjuntos cumplen las leyes de la tabla 1-1.

Tabla 1-1 Leyes del algebra de conjuntos

Leyes idempotentes:

(la)AUA=A

(1b)ANA=A

Leyes asociativas:

(2a) (AUB)UC =AU (BUC)

(2b) (ANB)NC=AN(BNC)

Leyes conmutativas:

(38) AUB=BUA

(Bb)ANB=BNA

Leyes distributivas:

(4a)AU(BNC)=(AUB)N(AUC)

(4b)AN(BUC)=(ANB)U(ANC)

(5a) AU @ =A (Bb)ANU=A
Leyes de identidad:

(6a) AUU=U BLYAN T =
Leyes de involucién: (7a) (A9 = A

(8a) AUA® =U (8h) ANAC = &
Leyes de complementos:

(%) U° = (9b) €=U

Leyes de De Morgan:

(10a) (AU B)® = AN BC

(10b) (AN B)® = A®U B
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8 CapriTuLo 1 TEORIA DE CONJUNTOS

Observacion: Cada ley en la tabla 1-1 se deduce a partir de una ley légica equivalente. Considere, por ejemplo, la
demostracién de la ley de De Morgan (10a):

(AUBC ={x|x¢(AoB)={x|x¢ Ay x ¢ B} = A°NB°
Aqui se usa la ley I6gica equivalente (de De Morgan):
—~(pVqg)=—-pnr—q
donde — significa “no”, v significa “0” y A significa “y”. (Algunas veces se usan diagramas de Venn para ilustrar las
leyes de la tabla 1-1, como en el problema 1.17.)

Dualidad

Las identidades en la tabla 1-1 estan dispuestas por pares, por ejemplo (2a) y (2b). A continuacion se abordara el prin-
cipio que estéa detrés de esta disposicion. Suponga que E es una ecuacion de algebra de conjuntos. El dual E” de E es
la ecuacion que se obtiene al sustituir cada aparicion de U, N, Uy ¥ en E por N, U, Jy U, respectivamente. Por
ejemplo, el dual de

UNAUMBNA)=A es (UAYN(BUA)=A

Observe que los pares de leyes en la tabla 1-1 son duales entre si. Se trata de un hecho del algebra de conjuntos que se
denomina principio de dualidad: si cualquier ecuacion E es una identidad, entonces su dual E* también es una identi-
dad.

1.6 CONJUNTOS FINITOSY PRINCIPIO DE CONTEO

Los conjuntos son finitos o infinitos. Se dice que un conjunto S es finito si S es vacio o contiene exactamente m ele-
mentos, donde m es un entero positivo; en caso contrario, S es infinito.

EJEMPLO 1.7

a) El conjunto A de las letras del alfabeto espafiol y el conjunto D de los dias de la semana son conjuntos finitos. En especifico, A
tiene 29 elementos y D tiene 7 elementos.

b) Sea E el conjunto de enteros positivos pares, y sea | el intervalo unitario; es decir,

E={2,4,6,..) e 1=[01={x|0<x<1}

Asi, tanto E como | son infinitos.

Un conjunto Ses numerable si Ses finito o si es posible disponer los elementos de S como una sucesion, en cuyo caso se dice
que Ses infinito numerable; en caso contrario, se dice que Ses no numerable. El conjunto E anterior de enteros positivos pares es
infinito numerable, mientras es posible demostrar que el intervalo unitario 1 = [0, 1] es no numerable.

Conteo de elementos en conjuntos finitos

La notacién n(S) o | S| denota el nimero de elementos en un conjunto S. (En algunos textos se usa #(S) o card(S) en
lugar de n(S).) Asi, n(A) = 26, donde A es el conjunto de letras del alfabeto espafiol, y n(D) = 7, donde D es el con-
junto de dias de la semana. También, n(Z) = 0, ya que el conjunto vacio no tiene elementos.

El siguiente lema es vélido.

Lema 1.6: Suponga que Ay B son conjuntos finitos ajenos. Entonces A U B es finito y
n(A U B) =n(A) + n(B)
Este lema se replantea como:
Lema 1.6: Suponga que S es la unién disjunta de los conjuntos finitos A y B. Entonces S es finito y
n(S) = n(A) + n(B)
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1.6 CONJUNTOS FINITOS Y PRINCIPIO DE CONTEO 9

Demostracion. Al contar los elementos de A U B, primero se cuentan los que estdn en A. De éstos hay n(A). Los Unicos
elementos por contar de A U B son los que estan en B pero no en A. Pero como A 'y B son ajenos, ningln elemento de
B estd en A, de modo que hay n(B) elementos que estan en B pero no en A. En consecuencia, n(A U B) = n(A) +
n(B).

Para dos conjuntos arbitrarios A y B, el conjunto A es la unién disjunta de A\B y A N B. Asi, el lema 1.6 proporcio-
na el siguiente resultado util.

Corolario 1.7: Sean Ay B conjuntos finitos. Entonces
n(A\B) = n(A) —n(AN B)

Por ejemplo, suponga que en un curso de arte A hay 25 estudiantes, de los cuales 10 Ilevan un curso B de biologia.
Entonces el nimero de estudiantes en el curso A que no estan en el curso B es:

n(A\B) =n(A) —n(ANB)=25-10=15

Dado cualquier conjunto A, recuerde que el conjunto universo U es la unién disjunta de A y A®. En consecuencia,
el lema 1.6 también proporciona el siguiente resultado.

Corolario 1.8: Sea A un subconjunto de un conjunto universo U. Entonces

n(A%) = n(U) — n(A)

Por ejemplo, suponga que en un curso U con 30 estudiantes hay 18 estudiantes de tiempo completo. Entonces en el
curso U hay 30 — 18 = 12 estudiantes de tiempo parcial.

Principio de inclusion-exclusion
Hay una férmula para n(A U B) aun cuando A y B no son disjuntos, la cual se denomina principio de inclusién-exclu-
sion. A saber:

Teorema (principio de inclusién-exclusion) 1.9: Suponga que Ay B son conjuntos finitos. Entonces AUBYANB
son finitos y

n(AU B) = n(A) +n(B) —n(AN B)

Es decir, el nimero de elementos en A 0 en B (0 en ambos) se encuentra, primero, al sumar n(A) y n(B) (inclusion) y
luego al restar n(A N B) (exclusidn), ya que sus elementos se contaron dos veces.
Este resultado se aplica con el fin de obtener una formula semejante para tres conjuntos:

Corolario 1.10: Suponga que A, B y C son conjuntos finitos. Entonces A U B U C es finito y
n(AUBUC) =n(A) +n(B)+n(C)—n(ANB)—n(ANC)—n(BNC)+n(ANBNC)
Para generalizar alin més este resultado a cualquier nimero de conjuntos finitos se aplica la induccion matematica

(seccion 1.8).

EJEMPLO 1.8 Suponga que una lista A contiene los 30 estudiantes de un curso de mateméticas, y otra lista B contiene los 35
estudiantes de un curso de inglés, y que en ambas listas hay 20 nombres. Encuentre el nimero de estudiantes a) solo en la lista A
(es decir sdlo toman clase de matematicas), b) sdlo en la lista B (es decir, s6lo toman clase de inglés), c) en la lista A o en la lista B
(o en ambas), d) exactamente en una lista (es decir, s6lo estudian matematicas o sélo estudian inglés).

a) Lalista A contiene 30 nombres, 20 de ellos estan en la lista B; asi, 30 — 20 = 10 nombres estan sélo en la lista A.
b) De manera semejante, 35 — 20 = 15 nombres estan sélo en la lista B.
c) Se busca n(A U B). Por el principio de inclusién-exclusion,
n(AU B) = n(A) +n(B) —n(AN B) = 30+ 35 — 20 = 45.
En otras palabras, se combinan las dos listas y luego se eliminan los 20 nombres que aparecen dos veces.

d) Por los incisos a) y b), 10 + 15 = 25 nombres estan s6lo en una lista; es decir, n(A & B) = 25.
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10 CapituLo 1 TEORIA DE CONJUNTOS

1.7 CLASES DE CONJUNTOS, CONJUNTOS POTENCIA
Y PARTICIONES

Dado un conjunto S, quizéa considere conveniente decir algo sobre algunos de sus subconjuntos. Entonces S seria un
conjunto de conjuntos. Sin embargo, siempre que ocurra una situacion asi y para evitar confusion, se hablara de una
clase de conjuntos o una coleccidn de conjuntos, en lugar de un conjunto de conjuntos. Si se quiere considerar algunos
de los conjuntos en una clase de conjuntos dada, entonces se habla de una subclase o subcoleccién.

EJEMPLO 1.9 Supongaque S = {1, 2, 3, 4}.

a) SeaA la clase de subconjuntos de S que contiene exactamente tres elementos de S. Entonces
A=1[{1,2,3},{1,2,4},{1,3,4},{2,3,4}]
Es decir, los elementos de A son los conjuntos {1, 2, 3}, {1, 2, 4}, {1, 3, 4} y {2, 3, 4}.
b) Sea B la clase de subconjuntos de S, donde cada uno contiene al 2 y a otros dos elementos de S. Entonces
B =1[{1,2,3},{1, 2,4}, {2, 3,4}]

Los elementos de B son los conjuntos {1, 2, 3}, {1, 2, 4} y {2, 3, 4}. Asi, B es una subclase de A, ya que cada elemento de B
también es un elemento de A. (Para evitar confusiones, algunas veces los conjuntos de una clase se escriben entre corchetes, en
lugar de hacerlo entre llaves.)

Conjuntos potencia

Para un conjunto S dado, es posible hablar de la clase de todos los subconjuntos de S. Esta clase se denomina conjun-
to potencia de Sy se denota P(S). Si S es finito, entonces también P(S) lo es. De hecho, el nimero de elementos en
P(S) es igual a 2 elevado a la potencia n(S). Es decir,

n(P(S)) = 2"

(Debido a lo anterior, el conjunto potencia de S algunas veces se denota por 2°.)

EJEMPLO 1.10 Suponga que S = {1, 2, 3}. Entonces
P(S) = [, {1}, {2}, {3}, {1, 2}, {1, 3}, {2, 3}, S]

Observe que el conjunto vacio (7§ pertenece a P(S), ya que ¢ es un subconjunto de S. En forma semejante, S pertenece a P(S). Como
era de esperar, con base en la observacion anterior, P(S) tiene 2° = 8 elementos.

Particiones
Sea S un conjunto no vacio. Una particion de S es una subdivision de S en subconjuntos no vacios que no se traslapan.
Con maés precision, una particion de S es una coleccion {A;} de subconjuntos no vacios de S tal que:

i) Cadaaen S pertenece a uno de los A;.
ii) Los conjuntos {A;} son mutuamente ajenos; es decir, si

Aj# A entonces AN A = J

En una particidn los subconjuntos se denominan celdas. La figura 1-6 es un diagrama de Venn de una particion del
conjunto rectangular S en cinco celdas, A;, Ay, Ag, Ay, As.
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Figura 1-6

EJEMPLO 1.11 Considere las siguientes colecciones de subconjuntos de S = {1, 2,..., 8, 9}:

Entonces i) no es una particion de S puesto que 7 estd en Sy no pertenece a ninguno de los subconjuntos. Ademas, ii) no es una
particion de S puesto que {1, 3, 5} y {5, 7, 9} no son ajenos. Por otra parte, iii) es una particion de S.

Operaciones generalizadas con conjuntos

Las operaciones de union e interseccién de conjuntos ya se definieron para dos conjuntos. Estas operaciones se extien-
den a cualquier nimero de conjuntos, finitos o infinitos, como sigue.

Primero considere un nimero finito de conjuntos; por ejemplo, A;, A,, ..., A,. Launiény la interseccion de estos
conjuntos se denotan y definen, respectivamente, por

AlUAZU...UA,, =, A; = {x|x € A; paraalgin A}
AINAN...NA, = Ai = {x|x € A; paratodo A}

Es decir, la unién consta de los elementos que pertenecen, por lo menos, a uno de los conjuntos, y la interseccién
consta de los elementos que pertenecen a todos los conjuntos.

Ahora, sea .o cualquier coleccion de conjuntos. La union y la interseccion de los conjuntos en la coleccion A se
denotan y definen, respectivamente, por

U(AJA € &) = {x|x € A; paraalgln A; € &/}
(N (A|A € &) = {x|x € A; paratodo A; € o/}

Es decir, la unién consta de los elementos que pertenecen por lo menos a uno de los conjuntos en la coleccion <7 y la
interseccion consta de los elementos que pertenecen a cada uno de los conjuntos en la coleccion <.

EJEMPLO 1.12 Considere los conjuntos
A =1{1,2,3,..0=N, Ay =1{2,3,4,...}, A3={3,4,5,..}, Ap,={nn+1,n+2,...}.
Entonces la unién y la interseccion de los conjuntos son:
U@lkeN =Ny (AlkeN =g
Las leyes de De Morgan también se cumplen para las operaciones generalizadas con los conjuntos anteriores. Es decir:
Teorema 1.11: Sea 7una coleccion de conjuntos. Entonces:

) [UAlA e )] =N(AC|A € &)
i) [N(AlAe )] =UMUC|Aew)
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12 CapituLo 1 TEORIA DE CONJUNTOS

1.8 INDUCCION MATEMATICA

A continuacién se presenta una propiedad esencial del conjunto N = {1, 2, 3,...} de enteros positivos:

Principio de induccion matematica I: Sea P una proposicién definida acerca de los enteros positivos N; es decir,
P(n) es verdadera o falsa para cualquier n € N. Suponga que P tiene las dos propiedades siguientes:

i) P(1) es verdadera.
i) P(k + 1) es verdadera siempre que P(k) es verdadera.

Entonces P es verdadera para todo entero positivo n € N.

Aqui no se demostrara este principio. De hecho, este principio suele aparecer como uno de los axiomas cuando N
se desarrolla a partir de axiomas.

EJEMPLO 1.13 Sea P la proposicién de que la suma de los n primeros niimeros impares es igual a n%; es decir,
Pn):14+3+5+---+@Qn—1)=n?
(EIl k-ésimo nimero impar es 2k — 1, y el siguiente nimero impar es 2k + 1.) Observe que P(n) es verdadera para n = 1; a saber,
P(1) =1?
Si se considera que P(k) es verdadera, y se suma 2k + 1 a ambos miembros de P(k), se obtiene
I+34+54+Q@k—D+ Q@+ 1) -k + Qk+1) = (k+ 1)

que es P(k + 1). En otras palabras, P(k + 1) es verdadera siempre que P(k) es verdadera. Por el principio de induccion matematica,
P es verdadera para todo n.

Hay una forma del principio de induccion matematica que es mas conveniente utilizar algunas veces. Aunque parece diferente,
en realidad es equivalente al principio de induccion anterior.

Principio de induccion matematica I1: Sea P una proposicion definida sobre los enteros positivos N tal que:

i) P(1) es verdadera.
i) P(k) es verdadera siempre que P( ) sea verdadera paratodo 1 < j < k.

Entonces P es verdadera para todo entero positivo n € N.

Observacion: Algunas veces es necesario demostrar que una proposicién P es verdadera para el conjunto de enteros
{a,a+1,a+2,a+3,...}

donde a es cualquier entero, incluso cero. En este caso se reemplaza 1 por a en cualquiera de los principios de induccion
matematica anteriores.

PROBLEMAS RESUELTOS
CONJUNTOSY SUBCONJUNTOS

1.1 ;Cuales de los siguientes conjuntos son iguales {x, y, z}, {z, ¥, z, X}, {V, X, ¥, }, {Y, Z, X, ¥}?

Todos son iguales. El orden y la repeticion de los elementos no modifican un conjunto.

12 Enumere los elementos de cada conjunto donde N = {1, 2, 3,...}.
a) A={xeN|3<x<9}
b) B={xe N|xespar, x < 11}
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c) C={xeN|4+x=3}

a) A consta de los enteros positivos entre 3y 9; por tanto, A = {4, 5, 6, 7, 8}.
b) B consta de los enteros positivos pares menores que 11; por tanto, B = {2, 4, 6, 8, 10}.
c) Ningln entero positivo satisface 4 + x = 3; por tanto, C = ¢, el conjunto vacio.

SeaA=1{2,3,4,5}

a) Demuestre que A no es un subconjunto de B = {x € N |x es par}.
b) Demuestre que A es un subconjunto propio de C = {1, 2, 3,..., 8, 9}.

a) Esnecesario demostrar que por lo menos un elemento en A no pertenece a B. Luego, 3 € Ay, puesto que B consta de
los nimeros pares, 3 ¢ A; por tanto, A no es un subconjunto de B.

b) Cadaelemento de A pertenece a C, por lo que A C C. Por otra parte, 1 € C pero 1 ¢ A. Asi, A # C. En consecuencia,
A es un subconjunto propio de C.

OPERACIONES CON CONJUNTOS

14

15

1.6

1.7

SeaU = {1, 2,..., 9} el conjunto universo, y sea

Encuentre:a) AUBYANB;h)AUCYANC;c)DUFYyDNF.

Recuerde que la unién X U Y consta de los elementos que estdn en X o en Y (0 en ambos), y que la interseccion X N'Y
consta de los elementos que estan tanto en X comoen Y.

a) AUB=1{1,234567 yANB={45)
b) AUC={1,234,56,789 =UyANC={5)
¢) DUF={1,3,579=DyDNF={1,509 =F

Observe que F € D, de modo que por el teorema 1.4 debe tenerse DUF=DyDNF=F

Considere los conjuntos en el problema 1.4. Encuentre:
a) A, B¢, D E®; b)A\B,B\A,D\E; c¢)A@®B,C®D,E®F.

Recuerde que:

1) Los complementos X © constan de los elementos en U que no pertenecen a X.

2) Ladiferencia X \Y consta de los elementos en X que no pertenecen a Y.

3) Ladiferencia simétrica X & Y consta de los elementos que estan en X o en Y pero no en ambos.

En consecuencia:

a) A©={6,7,8,9}; B®=1{1,2,389); D°=(24,68=F EC=(135709 =D
b) A\B=1{1,2,3); B\A=1{6,7); D\E=1{1,3,57,9)=D; F\D= (.
¢c) A®B={1,2,3,6,7; C®D=1{13,6,8); E®F=1{2,4,6,8,1509=EUF.

Demuestre que puede cumplirse:a) ANB=ANCsinqueB=C; bh)AUB=AUCsinqueB=C.

a) SeaA={1,2},B=1{2,3},C={2,4}. EntoncesANB = {2} yAn C = {2}; pero B # C.
b) SeaA=1{1,2},B={1,3},C={2, 3}. EntoncesAUB={1,2,3}yAUC=1{1, 2, 3}; peroB # C.

Demuestre: B\A = B N A®. Asi, la operacion de la diferencia en conjuntos se escribe en términos de las opera-
ciones de interseccion y complemento.

B\A={x|xeB, x¢ A} ={x|x € B, x € A} = Bn A°.
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14 CapituLo 1 TEORIA DE CONJUNTOS

1.8

Demuestre el teorema 1.4. Las siguientes expresiones son equivalentes: AC B,ANB=A,AUB=B.

Suponga que A € By sea x € A. Entonces x € B, por tantox e ANBYA C AN B. Porel teorema 1.3, AN B) C A; en
consecuencia, A N B = A. Por otra parte, suponga A N B = Ay seax € A. Entonces x € (A N B), por tanto, x € Ay x € B.
En consecuencia, A € B. Ambos resultados muestran que A C B es equivalentea AN B = A.

Suponga de nuevo que A € B. Sea x € (A U B). Entoncesx € Ao x € B. Si x € A, entonces x € B, porque A C B. En cualquier
caso, x € B. Por consiguiente, AU B C B. Por el teorema 1.3, B € A U B. En consecuencia, A U B = B. Ahora suponga que
AUB =BYyquex e A. Entonces x € A U B por la definicion de union de conjuntos. Asi, x € B = A U B. Por consiguiente,
A C B. Ambos resultados muestran que A C B es equivalentea AU B = B.

Por tanto, AC B, AUB = Ay A UB = B son equivalentes.

DIAGRAMAS DE VENN, ALGEBRA DE CONJUNTOS Y DUALIDAD

1.9

1.10

111

1.12

llustre la ley de De Morgan (A U B)® = A® N B mediante diagramas de Venn.

En un diagrama de Venn de los conjuntos A a B se sombrea la region fuera de A U B. Esto se muestra en la figura 1-7a); por
tanto, la region sombreada representa (A U B)C. Luego, en un diagrama de Venn de A y B se sombrea la regién fuera de A
con lineas diagonales en un sentido (////) y luego se sombrea la region fuera de B con lineas diagonales en otro sentido
(\\\\)- Esto se muestra en la figura 1-7b); por tanto, la regién sombreada como cuadricula (regién donde estan presentes
ambos tipos de lineas diagonales) representa A® N BC. Tanto (A U B)® como A® N B estén representadas por la misma
region; asi, el diagrama de Venn indica (A U B)® = A® n BC. (Cabe sefialar que un diagrama de Venn no constituye una
demostracion formal, aunque indica relaciones entre conjuntos.)

a) b)

Figura 1-7

Demuestre la ley distributiva: AN (BUC) =(ANB)U (ANC).

ANBUC)={x|xe A, x e (BUC)}
={x|lxeA,xeBoxeAxeC}=(ANB)UANC)

Aqui se usa la ley l6gica andlogap A (Vv )= (p A Q) Vv (p A r)donde A denota “y” y v denota “0”.

Escriba el dual de: a) (UNA) U (BNA)=A; b)(AnU)N(ZUA") =g,
En cada ecuacidon de conjuntos se intercambian Uy N, asi como Uy (:

a) (JUAN(BUA)=A; b) (AUZ)UUNAS=U.

Demuestre: (A U B)\(A N B) = (A\B) U (B\A). (Asi, cualquiera puede usarse para definir B @ A.)
Al usar X\Y) = X N YCy las leyes en la tabla 1.1, junto con la ley de De Morgan, se obtiene

(AUBN\ANB)=(AUBN(ANBC =(AUB)N)A® U B®)
=AUASHYUUANBSYUBNAS U (BN B
=uUAnBS UBNASY U Y
= (AN B U BNAC) = (A\B) U (B\A)
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PROBLEMAS RESUELTOS 15

Determine la validez del siguiente argumento:

S;: Todos mis amigos son musicos.
S,: Juan es mi amigo.
S,: Ninguno de mis vecinos es musico.

S : Juan no es mi vecino.

Las premisas S; y S5 conducen al diagrama de Venn en la figura 1-8a). Por S, Juan pertenece al conjunto de amigos que es
ajeno del conjunto de vecinos. Por tanto, S es una conclusion valida y asi el argumento es valido.

musicos
@ 55

a) b)

>
w

Figura 1-8

CONJUNTOS FINITOSY PRINCIPIO DEL CONTEO

1.14

1.15

En una universidad cada estudiante de humanidades debe acreditar un curso A de matematicas y un curso B de
ciencias. En una muestra de 140 estudiantes de segundo afio se observé lo siguiente:

60 acreditaron A, 45 acreditaron B, 20 acreditaron tanto A como B.
Use un diagrama de Venn para determinar el nimero de estudiantes que acreditaron:

a) Por lo menos uno de Ay B; b) exactamente uno de A 0 B; ¢) ni A ni B.
Al escribir los datos anteriores en notacion de conjuntos se obtiene:
n(A) = 60, n(B) =45, n(AN B) =20, n(U) = 140

Se dibuja un diagrama de Venn de los conjuntos Ay B como en la figura 1-1c). Luego, como en la figura 1-8b), se asignan
nUmeros a las cuatro regiones:

20 acreditaron tanto A como B, de modo que n(A N B) = 20.

60 — 20 = 40 acreditaron A pero no B, por lo que n(A\B) = 40.

45 — 20 = 25 acreditaron B pero no A, por lo que n(B\A) = 25.

140 — 20 — 40 — 25 = 55 no acreditaron A ni B.

Por el diagrama de Venn:
a) 20+ 40 + 25 = 85 acreditaron A o B.Ahora, por el principio de inclusién-exclusion:
n(AUB)=n(A) +n(B) —n(ANB) =60+ 45 — 20 =85

b) 40 + 25 = 65 acreditaron exactamente uno de los cursos. Es decir, n(A & B) = 65.
¢) 55 no acreditaron ninguno de los cursos; es decir, n(A® N B®) = n[(A U B)°] = 140 — 85 = 55.

En una encuesta aplicada a 120 personas se encontré que:

65 leen Newsweek, 20 leen tanto Newsweek como Time,
45 leen Time, 25 leen tanto Newsweek como Fortune,
42 leen Fortune, 15 leen tanto Time como Fortune.

8 leen las tres publicaciones.
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16 CariTuLo 1 TEORIA DE CONJUNTOS

a) Encuentre el nimero de personas que leen por lo menos una de las tres publicaciones.

b) En cada una de las ocho regiones del diagrama de Venn de la figura 1-9a) se escribe el nimero correcto de
personas, donde N, T y F denotan el conjunto de personas que leen Newsweek, Time y Fortune, respecti-
vamente.

c) Encuentre el nimero de personas que leen exactamente una publicacion.

/)
\/
&

a) b)

20

Figura 1-9

a) Sequiere encontrar n(N U T U F). Por el corolario 1.10 (principio de inclusién-exclusion),
NNUTUF)=n(N)+n(T)+n(F)—n(NNT)—=n(NNF)—n(TNF)+n(NNTNF)
=65+4+45+42—-20—-25-15+8=100
b) El diagrama de Venn de la figura 1-9b) se obtiene como sigue:
8 leen las tres publicaciones,
20 — 8 = 12 leen Newsweek y Time pero no las tres publicaciones,
25 — 8 = 17 leen Newsweek y Fortune pero no las tres publicaciones,
15 — 8 = 7 leen Time y Fortune pero no las tres publicaciones,
65 — 12 — 8 — 17 = 28 sblo leen Newsweek,
45 — 12 — 8 — 7 = 18 s6lo leen Time,
42 — 17 — 8 — 7 =10 sdlo leen Fortune,
120 — 100 = 20 no leen ninguna publicacion.

c) 28+ 18 4 10 = 56 leen exactamente una publicacion.

1.16  Demuestre el teorema 1.9. Suponemos que A y B son conjuntos finitos. Entonces A U B'y A N B son finitos y
n(A U B) =n(A) + n(B) — n(A N B)
Si Ay B son finitos, entonces resulta evidente que A U B 'y A N B son finitos.
Suponemos que primero se cuentan los elementos en A 'y después los elementos en B.
Entonces cualquier elemento en A N B se contaria dos veces, una en A 'y otra en B. Asi,

n(A U B) =n(A) 4+ n(B) — n(A N B)
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PROBLEMAS RESUELTOS

CLASES DE CONJUNTOS

1.17

1.18

1.19

1.20

121

1.22

Sea A =[{1, 2, 3}, {4, 5}, {6, 7, 8}]. a) Enumere los elementos de A; b) encuentre n(A).
a) Atiene tres elementos; los conjuntos {1, 2, 3}, {4, 5} y {6, 7, 8}.
b) n(A)=3.
Determine el conjunto potencia P(A) de A = {a, b, c, d}.
Los elementos de P(A) son los subconjuntos de A. Asi,
P(A) =1[A,{a,b,c}, {a, b,d}, {a,c,d}, {b,c,d}, {a, b}, {a,c}, {a,d}, {b, c}, {b,d},
{c.d}, {a}, {b}, {c}, {d}, V]

Como era de esperar, P(A) tiene 2* = 16 elementos.

SeaS={a, b, c,d,e,f g}. Determine cuales de las siguientes particiones son de S:

a) Pr=[{a,c, e}, {b}.{d, g}, c) P3=1[{a, b, e, g} {c}. {d, f},
b) Po=[a,e g} {c.d}. {b,e, f}. d) Pa=[{a,b,c,d e, [, g}l

a) P, noesunaparticion de S, puesto que f € S no pertenece a ninguna de las celdas.

b) P, noesuna particion de S, puesto que e € S pertenece a dos de las celdas.

c) P5esuna particion de S, puesto que cada elemento en S pertenece exactamente a una celda.
d) P, esunaparticion de S en una celda, S mismo.

Encuentre todas las particiones de S = {a, b, ¢, d}.
Primero observe que cada particion de S contiene 1, 2, 3 0 4 celdas distintas. Las particiones son como sigue:
1) [{a b,c,d}]
2) [{a} {b, c, d}], [{b}. {a, c, d}], [{c} {a, b, d}], [{d}, {a b, c}],
[{a b}, {c, d}], [{a, c}, {b, d}], [{a, d}, {b, c}]
3) [{a}, {b}. {c, d}]. [{a}, {c}, {b. d}]. [{a}, {d}. {b, c}I,
[{b}. {c}. {a, d}], [{b}, {d} {a, c}]. [{c}, {d}, {a b}]
4) [{a} {b} {c}. {d}]
Hay 15 particiones distintas de S.

SeaN=1{1,2,3,...} y,paracadan € N. Sea A, = {n, 2n, 3n,...}. Encuentre:
a) A;nAs;b)A,NAsc)JicpAidonde Q=1{2,3,5,7 11,...,} es el conjunto de nlimeros primos.

a) Los nimeros que son multiplos tanto de 3 como de 5 son multiplos de 15; por tanto, A; N A = Ags.
b) Los elementos comunes a A, y Ag son los miltiplos de 12; por tanto, A, N Ag = Ay,.
c) Todo entero positivo excepto 1 es multiplo de por lo menos un nimero primo; por tanto,

UAi=@234.0=N\{1
ieQ

Sea {A; | i € 1} una clase indexada de conjuntos y sea i, € I. Demuestre

mAi C Ay EUAzw

iel iel

17

Seaxe€ ()¢ Aj, entonces x € A; paratodo i € I. En particular, x € A; . Por tanto, (1);; A; € Aj. Ahoraseay € A; . Puesto

queige I,y e();¢ Ai Entonces A;; € ;¢ A
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18 CariTuLo 1 TEORIA DE CONJUNTOS

1.23

Demuestre (ley de De Morgan): Para cualquier clase indexada {A; | i € 1}, se tiene (Ui A,-)C =) A,C.
Al usar las definiciones de union e interseccion de clases indexadas de conjuntos:
C —_— . —_— . i
(U, 4)" = txlx ¢ (U, Ai) = (x| x ¢ 4; paratoda i)
C ; C
= {x|x € AY paratoda i} = ﬂl_ AS

INDUCCION MATEMATICA

1.24

1.25

Demuestre la proposicidn P(n) de que la suma de los primeros n enteros positivos es igual a %n(n +1),es
decir

Pm)=1+4243+---4+n=3n(n+1)
La proposicion se cumple paran = 1, ya que:
P():1=3Mma+1
Si se acepta que P(k) es verdadera, y se suma k + 1 a ambos miembros de P(k) se obtiene
14243+ +k+k+1D)=3kk+ D)+ *k+1)
= Jlk(k + 1) +2(k + 1]
=Hk+ DKk +2)

que es P(k + 1). Es decir, P(k + 1) es verdadera siempre que P(k) es verdadera. Por el principio de induccion, P(n) es
verdadera para toda n.

Demuestre la siguiente proposicion (para n > 0):
P):1+2+22 423 ... pon =kl

P(0) es verdadera porque 1 = 2* — 1. Si se acepta que P(k) es verdadera, y se suma 2" a ambos miembros de P(k) se
obtiene

142422423 4. ok okl okl gy okt l _pokdly g —pk+2

que es P(k 4+ 1). Es decir, P(k + 1) es verdadera siempre que P(k) es verdadera. Por el principio de induccién, P(n) es
verdadera para toda n.

PROBLEMAS SUPLEMENTARIOS

CONJUNTOS Y SUBCONJUNTOS

1.26

1.27

1.28

¢ Cuadles de los siguientes conjuntos son iguales?

A={x]x2—4x+3=0}, C={x|xeNx <3}, E={1,2, G=(3, 1}
B={x|x?—3x+2=0}, D={x|xeN xesimpar,x <5}, F={1,2,1}, H={l,1,3}.

Enumere los elementos de los siguientes conjuntos si el conjunto universoes U = {a, b, c,..., Y, z}
Ademas, identifique cuales de los conjuntos, en caso de haber algunos, son iguales.

A = {x | x es una vocal}, C = {x| x precede a f en el alfabeto},
B = {x | x es una letra de la palabra “little”}, D = {x | x es una letra de la palabra “title”}.

SeaA=1{1,2,...,8,9}, B=1{2,4,6,8}, C=1{1,3,5,7,9}, D={3,4,5}, E={3,5}.
¢ Cudles de esos conjuntos pueden ser iguales a X bajo cada una de las siguientes condiciones?

a) Xy B son ajenos. c) X<Z AperoX ¢ C.
b) X € D pero X ¢ B. d) XS CperoX ¢ A.
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PROBLEMAS SUPLEMENTARIOS 19

OPERACIONES CON CONJUNTOS

1.29

1.30

131

1.32

1.33

Dados el conjunto universo U = {1, 2, 3,..., 8, 9} y los conjuntos A = {1, 2,5,6},B={2,5,7},C={(1, 3,5, 7, 9}.
Encuentre:

a) ANByANnC ¢) AyC® e) A@ByA®C
b) AUBYBUC d) A\BYA\C f) (AUC)\BY((B@®C)\A
Sean Ay B conjuntos arbitrarios. Demuestre lo siguiente:

a) Aeslaunion disjunta de A\By AN B.
b) A UBeslaunion disjunta de A\B, AN By B\A.

Demuestre lo siguiente:

a) ACBsiysolosiANB® =& c) A CBsiysolosi B¢ c A®
by ACBsiysolosiA°UB=U d) ACBsiysolosiA\B= g
(Compare los resultados con el teorema 1.4.)

Demuestre las leyes de absorcion: a) AU(ANB)=A; b)AN(AUB)=A.

La formula A\B = A N B define la operacion diferencia en términos de las operaciones interseccion y complemento.
Encuentre una férmula que defina la union A U B en términos de las operaciones interseccion y complemento.

DIAGRAMAS DE VENN

1.34

1.35

1.36

En el diagrama de Venn de la figura 1-5a) se muestran los conjuntos A, B'y C. Sombree los siguientes conjuntos:
a) A\(BUC); b) A°n(BUC); c) A°n (C\B).

Use el diagrama de Venn de la figura 1-5b) para escribir cada conjunto como la unién (disjunta) de productos fundamenta-
les:

a) AN(BUC); b) An(BUC); c) AU(B\C).

Considere las siguientes premisas:

S,: Todos los diccionarios son Utiles.
S,: Maria solo tiene novelas rosas.
S;: Ninguna novela rosa es (til.
Use un diagrama de Venn para determinar la validez de cada una de las siguientes conclusiones:
a) Las novelas rosas no son diccionarios.
b) Maria no tiene ningln diccionario.
¢) Todos los libros Utiles son diccionarios.

ALGEBRA DE CONJUNTOS Y DUALIDAD

1.37

1.38

Escriba el dual de cada ecuacion:

a) A=(B“NAUMNB)

b) (ANBYUMUNBYUMUANBE)UMUNBY =U

Use las leyes en la tabla 1-1 para demostrar cada identidad de conjuntos:

a) (ANB)UMANBS =4
by AUB=ANBSYUMUCNB)UMANB)
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20 CarituLo 1 TEORIA DE CONJUNTOS

CONJUNTOS FINITOSY PRINCIPIO DEL CONTEO

1.39

1.40

1.41

Determine cuales de los siguientes conjuntos son finitos:

a) Rectas paralelas al eje x. c) Enteros multiplos de 5.
b) Letras del alfabeto espafiol. d) Animales vivientes sobre la Tierra.

Use el teorema 1.9 para demostrar el corolario 1.10: Suponga que A, B y C son conjuntos finitos. Entonces AU B U C es
finitoy

n(AUBUC) =n(A)+n(B)+n(C)—n(ANB) —n(ANC)—n(BNC)+n(ANBNC)
Se aplico una encuesta acerca de 25 automoviles nuevos vendidos en una agencia para ver qué opciones de equipo: aire
acondicionado (A), radio (R) y ventanillas eléctricas (W), ya estaban instaladas. Se encontrd lo siguiente:

15 tenian aire acondicionado (A), 5tenian Ay P,
12 tenian radio (R), 9tenian Ay R, 3 tenian las tres opciones.
11 tenian ventanillas eléctricas (W), 4 tenianRy W,

Encuentre el nimero de automaviles que tenian: a) sélo W; b)séloA; c¢)s6loR; d)RyWperonoA; e)AyR pero
no W; f)sélo una de las opciones; g) por lo menos una opcion; h) ninguna de las opciones.

CLASES DE CONJUNTOS

1.42  Encuentre el conjunto potencia P(A) de A = {1, 2, 3, 4, 5}.
1.43 Dado A= [{a, b}, {c}, {d, e, f}].
a) Enumere los elementos de A. b) Encuentre n(A). c) Encuentre el conjunto potencia de A.
1.44  Suponga que A es finito y que n(A) = m. Demuestre que el conjunto potencia P(A) tiene 2™ elementos.
PARTICIONES
145 SeaS=1{1,2,...,8,9}. Determine si cada una de las siguientes expresiones es 0 no una particion de S:
a) [{1.3,6}.{2,8} {57 9}] c) [{2.4,5,8}{1,9},{3,6,7}]
b) [{1,5,7}{2,4,8,9}{3,5 6}] d) [{1, 2 7} {3, 5}, {4,6,8, 9} {3,5}]
146 SeaS=1{1,2,3,4,5,6}. Determine si cada una de las siguientes expresiones es 0 no una particion de S:
a) Pr=[{1,23}{1,45,6}] ¢) P3=[{1 3,5} {2 4} {6}]
b)y P, =[{1, 2}, {3,5, 6}] d) P4=1[{1,3,5}42 4,6, 7}
1.47  Determine si cada una de las siguientes expresiones es 0 no una particion del conjunto N de enteros positivos:
a) [{n|n>5}{n|n<b5}; b) [{n|n > 6}, {1, 3,5}, {2, 4}];
¢) [{n|n? > 11}, {n|n? < 11}].
148  Sean[A;, A, ..., ALl Y [By, By, ..., B,] particiones de un conjunto S.
Demuestre que la siguiente coleccién de conjuntos también es una particién (denominada particion que se cruza) de S:
P =[A; ﬂBj|i =1,....m, j=1,....n\QJ
Se observa que se elimind el conjunto vacio (.
149 SeaS=1{1,23,...,8,9}. Encontrar la particion que se cruza P de las siguientes particiones de S:

P =1{1,3,5,7,9},{2,4,6,8}] y P, =1[{1,2,3,4},{5,7},{6,8,9}]
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INDUCCION
150 Demuestre:2+446+---4+2n=nn+1)
151 Demuestre:14+4+7+---4+3n—-2= @
152 Demuestre: 12 4 22 4 32 4 ... 4 p2 = nlnD@nth)
.1 1 1 1 _
153 DemueStI’E. 13 + 35 + 5.7 +--- (2n—1)(2n+1) - 2Vln+l
.1 1 1 1 _
1.54 Demuestre: 15 + 59 + 9.13 +-- @n=3)@n+h = 4,[3_1
155  Demuestre: 7" — 2" es divisible entre 5 para todan € N
1.56  Demuestre: n® — 4n + 6 es divisible entre 3 para todan e N
157 Use laidentidad 1 4+ 2 + 3 +---4+ n=n(n + 1)/2 para demostrar que:
P+2+383 4+ 4 =04243++n)?
PROBLEMAS DIVERSOS
1.58 Supongaque N = {1, 2, 3,...} es el conjunto universo, y que
A={nln=<6}, B={nl4<n<9}, C={1,3,5709, D={2,3,5738}

Encuentre:a) A®B; b)Be&C; c)An(B@ D), d(AnB)® (AND).
159  Demuestre las siguientes propiedades de la diferencia simétrica:

a) (A®B)@®C=A® (B C)(Leyasociativa).

b) A @ B =B @ A (Ley conmutativa).

c) SiA®B=A® C,entonces B = C (Ley de cancelacion).

d) An(Ba&C)=(ANB)a& (AN C) (Leydistributiva).
1.60  Considere m conjuntos no vacios diferentes A;, A, ..., A, en un conjunto universo U. Demuestre lo siguiente:

a) Hay 2™ productos fundamentales de los m conjuntos.
b) Dos productos fundamentales cualesquiera son ajenos.
c) U eslaunion de todos los productos fundamentales.

Respuestas a los problemas suplementarios

1.26
1.27

1.28
1.29

1.33

B=C=E=F,A=D=G=H. 1.34  \ealafigura 1-10.

A={a e i,0,u},B=D={ite} 135 a) (ANBNC)UMANBNCSYUMANBENC)
C={abc.de} b) (ASNBNCcO UUCNBNC)UMACNBCNC)
a)CyE;b)DYyE;c)A, By D;d) ninguno. ) ANBNC)UMANBNCSHUMUNBCNC)

C C C C
) ANB = (2.5, ANC = (L5): UASNBNCcC U ANnBCNCS)

by AUB=1{1,2,5,6,7}, BUC ={1,2,3,5,7,9}; 1.36  Las tres premisas producen el diagrama de Venn en la

c) A€ ={3,4,7,8,9}, CC ={2,4,6,8}; figura 1-11a). a) y b) son validas, pero c) no es valida.
A®B={167,A0C=1{236709): 1.37 a) A=(B~UA)N(AUB)

f)(AUC)\B = {1,3,6,9}, (B® C)\A = (3,9} b) (AUB)N(ACUB)N(AUB®)N(ACUBC) = &
AUB=(A°NBYC. 1.39  a) Infinito; b) finito; c) infinito; d) finito.
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1.41

1.42

143

TEORIA DE CONJUNTOS

Figura 1-10

novelas
rosas

libros atiles

diccionarios

libros de Maria

a)

Figura 1-11

Use los datos para sustituir lo que corresponda en la
figura 1-11b). Entonces:

a)5:b)4;¢c)2;d)1;e)6;f)11; g) 23; h) 2.
P(A) tiene 2° = 32 elementos como sigue:

(D, {1}, {2}, {3}, {4}, {5}, {1, 2}, {1, 3}, {1
5312, 3}, {2, 4}, {2, 5}, {3, 4}, {3, 5}, {4, 5},
3} {1.2,4}.{1,2,5}, {2,3,4},{2,3,5},{3,4,5
{1,3,4},{1,3,5}, {1,4,5}, {2, 4,5}, {1, 2,3, 4
{1,2,3,5}, {1, 2,4,5}, {1, 3,4,5},{2, 3, 4,5}, A]

a) Tres elementos: [a, b], (c), y {d, e, f}. b) 3. ¢) P(A)
tiene 2% = 8 elementos como sigue:

P(A) ={A, [{a, b}. {c}]. l{a. b}, {d. e. f}].
e} {d. e, f11. [{a. BY1. [{c}]. {d. e, f1]. O}

4} {1,
{1, 2,
. 4,5}
3,4}

1.44

1.45
1.46
1.47
1.49
1.55

1.58

Sea X un elemento en P(A). Para cada a € A se tiene que
aec XoagA. Puesto que n(A) = m, hay 2™ conjuntos
distintos X. Es decir, |P(A)| = 2™.

a) No, b) no, ¢) si, d) si.

a) No, b) no, c) si, d) no.

a) No, b) no, c) si.

[{1,3}, {2, 4}, {5, 7}, {9}, {6, 8}]

Sugerencia; 7¢+1 — kL = 71 _ (2K 4 7(2k) — 2k+1
=T7(7% = 2 + (7 — 2)2¢

a){1,2,3,7,8,9};b) {1,3,4,6,8};¢c)

yd) {2, 3, 4, 6}.
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Relaciones

CAPITULO

2.1 INTRODUCCION

Puesto que el lector ya tiene familiaridad con muchas relaciones como “menor que”, “es paralela a”, “es un subcon-
junto de”, etc., percibe que estas relaciones consideran la existencia o inexistencia de cierta conexion entre pares de
objetos que se consideran en un orden definido. Formalmente, una relacion se define en términos de estos “pares orde-
nados”.

Un par ordenado de elementos a y b, donde a es el primer elemento y b es el segundo, se denota por (a, b). En
particular,

(a,b)=(c,d)

siysolosia=cyb=d.Asi, (a, b) # (b, a), a menos que a = b. Esto contrasta con los conjuntos donde el orden de
los elementos es irrelevante; por ejemplo, {3, 5} = {5, 3}.

2.2 PRODUCTO DE CONJUNTOS

Considere dos conjuntos arbitrarios A y B. El conjunto de todos los pares ordenados (a, b), dondea e Ay b € B se
denomina producto, o producto cartesiano, de A y B. Una notacion abreviada para indicar este producto es A x B, que
se lee “A cruz B”. Por definicion,

AxB={(@h)lacAybeB}

A menudo, en vez de A x A se escribe A%,

EJEMPLO 2.1 R denota el conjunto de nimeros reales, asi que R> = R x R es el conjunto de pares ordenados de niimeros
reales. El lector ya conoce la representacion geométrica de R? como puntos en el plano que se muestra en la figura 2-1. Aqui cada
punto P representa un par ordenado (a, b) de nimeros reales y viceversa; la recta vertical que pasa por P corta al eje x en a, y
la recta horizontal que pasa por P corta al eje y en b. R? a menudo se denomina plano cartesiano.

EJEMPLO 2.2 Sean A={1,2}yB = {a, b, c}. Entonces

Ax B={(,a), (1,b), (1,¢0), 2,a), 2,b), (2,0)}
BxA={(@,1), 1), (c,1), (a,2), b,2), (c,2)}

También, A x A={(1,1), (1, 2), (2,1), (2, 2)}.

23
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24 CarituLo 2 RELACIONES

!
~T

Figura 2-1

Hay dos cosas que vale la pena observar en los ejemplos presentados. En primer lugar, A x B # B x A. El produc-
to cartesiano tiene que ver con pares ordenados, de modo que, naturalmente, el orden en que se consideran los conjun-
tos es importante. En segundo lugar, si n(S) se usa para indicar el nimero de elementos que hay en un conjunto S, se
tiene:

n(A x B) =6=23) =n(A)n(B)

De hecho, para conjuntos A y B finitos arbitrarios se tiene n(A x B) = n(A)n(B). Lo anterior es una consecuencia de
la observacién de que, para un par ordenado (a, b) en A x B, para a hay n(A) posibilidades, y para cada una de éstas
hay n(B) posibilidades para b.

La idea de producto de conjuntos se extiende a cualquier nimero finito de conjuntos. Para conjuntos cualesquiera
A A, ..., A, el conjunto de todas las n-adas ordenadas (a;, a,,..., a,), donde a; € Ay, a, € A,, ..., a, € A, se deno-
mina producto de los conjuntos A, ..., A, Y se denota por

n
Al x Ay x--x A, O HAl
i=1

Asi como en lugar de A x A se escribe A?, también en lugar de A x A x --- x A, donde hay n factores iguales a A, se
escribe A". Por ejemplo, R® = R x R x R denota el espacio tridimensional usual.

2.3 RELACIONES

Aqui conviene iniciar con una definicion.

Definicion 2.1: Sean Ay B conjuntos. Una relacion binaria, o simplemente una relacién de A a B, es un subconjunto
de A x B.

Suponga que R es una relacion de A a B. Entonces R es un conjunto de pares ordenados donde el primer elemento
proviene de Ay el segundo proviene de B. Es decir, para cada par a € Ay b € B, es verdadera exactamente una de las
siguientes proposiciones:

i) (a, b) € R; entonces se dice “a esté relacionado con b”, lo que se escribe aRb.
ii) (a, b) €R; entonces se dice “a no esta relacionado con b”, lo que se escribe aRb.

Si R es una relacion del conjunto A en si mismo; es decir, si R es un subconjunto de A2 = A x A, entonces se dice que
R es una relacidn sobre A.

El dominio de una relacién R es el conjunto de todos los primeros elementos de los pares ordenados que pertenecen
aR,y el rango es el conjunto de los segundos elementos.

Aunque las relaciones n-arias, que implican n-adas ordenadas, se presentan en la seccidn 2.10, el término relacion
significara entonces relacion binaria, a menos que se indique o implique otra cosa.
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2.4 REPRESENTACION GRAFICA DE LAS RELACIONES 25

EJEMPLO 2.3

a)

b)

c)

d)

€)

f)

SeanA=(1,2,3)yB={x,y,z},yseaR = {(1,y), (1, 2), (3, y)}. Entonces R es una relacion de A a B, puesto que R es un
subconjunto de A x B. Con respecto a esta relacion,

1Ry, 1Rz,3Ry, pero 1Rx,2Rx,2Ry,2Rz, 3Rx, 3R

El dominio de R es {1, 3} y el rango es {y, z}.

La inclusion de conjuntos < es una relacion sobre cualquier coleccion de conjuntos, ya que, dado cualquier par de conjuntos A
y B, setiene ACBOA ¢ B.

Una relacion conocida sobre el conjunto Z de enteros es “m divide a n”. Una notacién comun para indicar esto consiste en
escribir m |n cuando m divide a n. Asi, 6 | 30 pero 7 4 25.

Considere el conjunto de L lineas rectas en el plano. La perpendicularidad, que se escribe “_L” es una relacion sobre L. Es decir,
dado cualquier par de lineas rectas a'y b, se cumple a L b o a £ b. En forma semejante, la relacion “es paralela a”, que se
escribe “||”, es una relacion sobre L, ya que se cumplea || boa |fb.

Sea A cualquier conjunto. Una relacién importante sobre A es la de igualdad,
{(a,a)|a € A}

que suele denotarse por “=". Esta relaciéon también se denomina relacién identidad o diagonal sobre A y del mismo modo se
denotara por A,, 0 simplemente por A.

Sea A cualquier conjunto. Entonces A x Ay (¢ son subconjuntos de A x Ay son relaciones sobre A denominadas relacion
universal y relacion vacia, respectivamente.

Relacién inversa

Sea R cualquier relacion de un conjunto A a un conjunto B. La inversa de R, denotada por R™2, es la relacion de B a A
que consta de los pares ordenados que, cuando se invierten, pertenecen a R; es decir,

RY={(b,a)|(a,b) € R}

Por ejemplo, sean A = {1, 2, 3} y B = {X, y, z}. Asi, la inversa de

R=1{(1,y),12,3»} e R1={11, (1,3}

Resulta evidente que si R es cualquier relacion, entonces (R™1)~* = R. También, el dominio y el rango de R~* son
iguales, respectivamente, al rango y al dominio de R. Ademas, si R es una relacion sobre A, entonces R~ también es
una relacién sobre A.

2.4 REPRESENTACION GRAFICA DE LAS RELACIONES

Hay varias formas de representar las relaciones.

Relaciones sobre R

Sea S una relacion sobre el conjunto R de nimeros reales; es decir, S es un subconjunto de R? = R x R. A menudo, S

consta de todos los pares ordenados de nimeros reales que satisfacen alguna ecuacion dada E(x, y) = 0 (como x? +
2

y- = 25).

Puesto que R? puede representarse mediante el conjunto de puntos en el plano, S se representa recalcando los pun-

tos en el plano que pertenecen a S. La representacion grafica de la relacion algunas veces se denomina grafica de la
relacion. Por ejemplo, la grafica de la relacion x? + y? = 25 es una circunferencia centrada en el origen con radio igual
a 5. Vea la figura 2-2a).
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26 CarituLo 2 RELACIONES

Y
5
= X
-5 0 5
-5
X2 4+y?2=125
a) b)
Figura 2-2

Gréficas dirigidas y relaciones sobre conjuntos

Hay una forma importante de representar una relacién R sobre un conjunto finito. Primero se escriben los elementos
del conjunto, y luego se traza una flecha desde cada elemento x hasta cada elemento y, siempre que x esté relacionado
con y. Este diagrama se denomina gréfica dirigida de la relacién. La figura 2-2b), por ejemplo, muestra la gréafica
dirigida de la siguiente relacion R sobre el conjunto A = {1, 2, 3, 4}:

R=1{(1,2),2,2).2,4,3.,2),3.,4), 4 1), 43)}

Observe que hay una flecha que va de 2 a si mismo, ya que 2 esta relacionado con 2 bajo R.
Estas gréaficas dirigidas se estudiaran en detalle como un tema por separado en el capitulo 8. Aqui se mencionan
para tener una panordmica mas completa.

Representaciones de relaciones sobre conjuntos finitos

Suponga que Ay B son conjuntos finitos. Hay dos formas de representar una relacion R de A a B.

i) Se forma un arreglo rectangular (matriz) cuyos renglones se identifican mediante los elementos de A y cuyas
columnas se identifican mediante los elementos de B. En cada posicion del arreglo se escribe 1 0 0 segin a € A
esté o no relacionado con b € B. Este arreglo se denomina matriz de la relacion.

ii) Los elementos de Ay de B se escriben en dos 6valos ajenos y luego se traza una flecha de a € A a b € B siempre
que a esté relacionado con b. Esta representacién se denomina diagrama sagital de la relacion.

En la figura 2-3 se muestra, en las dos formas mencionadas, la relacion R en el ejemplo 2.3a).

x ¥ z
A

R={(1,y), (1,2), 3,»)}

Figura 2-3
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2.5 COMPOSICION DE RELACIONES 27

2.5 COMPOSICION DE RELACIONES

Sean A, By C conjuntos, R una relacion de A a By S una relacion de B a C. Es decir, R es un subconjunto de A x By
S es un subconjunto de B x C. Entonces Ry S originan una relacion de A a C denotada por R o Sy definida por:

a(R o S)c si para alguna b € B se tiene aRb y bSc.
Es decir,
RoS={(a,c)|existeb € Bparalacual (a,b) e Ry (b, c) e S}

La relacion R o S se denomina composicion de Ry S; algunas veces se denota simplemente por RS.

Suponga que R es una relacion sobre un conjunto A; es decir, R es una relacion de un conjunto A en si mismo.
Entonces R o R, la composicion de R consigo mismo, siempre esta definida. También, R o R algunas veces se denota
por R2. En forma semejante, R*=R? o R = R o R o R, y asf sucesivamente. Por tanto, R" esta definida para todo n
positivo.

Advertencia: Muchos textos denotan la composicion de las relaciones Ry S con S o R, en lugar de R o S. Esto se hace
asi a fin de coincidir con el habito de usar g o f para denotar la composicion de fy g, donde fy g son funciones. Asi, el
lector quiza deba ajustarse a esta notacion cuando utilice este texto como complemento de otro texto. Sin embargo,
cuando una relacion R se compone consigo misma, entonces el significado de R o R es inequivoco.

EJEMPLO 2.4 SeaA=1{1,2,3,4},B={a,b,c,d},C={x,y,z} ysea
R= {(11 a-)v (21 d)v (31 a)v (31 b)v (31 d)} y S= {(b, X)! (b! Z)v (Cv y)v (dv Z)}

Considere los diagramas sagitales de R y S como en la figura 2-4. Observe que hay una flecha de 2 a d seguida por una flecha de d
a z. Estas dos flechas pueden considerarse como una “ruta” que “conecta” (o une) el elemento 2 € A con el elemento z € C. Asi,

2(RoS)z puestoque 2Rdy dSz
En forma semejante hay una ruta de 3 a X y una ruta de 3 a z. Entonces
3RoS)X y 3(RoS)z
Ningun otro elemento de A esta unido con un elemento de C. En consecuencia,
RoS=1{(272), (3 x), (3, 2)}

El primer teorema que se presenta establece que la composicion de relaciones es asociativa.

Teorema 2.1: Sean A, B, C y D conjuntos. Suponga que R es una relacion de Aa B, Ses unarelaciondeBaCy T es
una relacién de C a D. Entonces

(RoS)oT=Ro(SoT)

La demostracion de este teorema se proporciona en el problema 2.8.

Figura 2-4

www.FreelLibros.me



28 CarituLo 2 RELACIONES

Composicion de relaciones y matrices

Hay otra forma para encontrar R o S. Sean Mg y Mg que denotan, respectivamente, las representaciones matriciales de
las relaciones R y S. Entonces

c d X y z
1 1000 a 0 0O
Mgp= 2 0 001 y Msg= b 1 01
3 1101 ¢ 010
4 0 00O d 0 01
Al multiplicar Mg y Mg se obtiene la matriz
Xy z
1 0 0O
2 0 01
M=MrMs= 3| 1 ¢ 2
4 0 0O

Los elementos diferentes de cero en esta matriz indican cuéles elementos estan relacionados por R o S. Asi, M = MgMg
Y Mg, tienen los mismos elementos distintos de cero.

2.6 TIPOS DE RELACIONES

En esta seccidn se analizan varios tipos de relaciones importantes definidas sobre un conjunto A.

Relaciones reflexivas

Una relacién R sobre un conjunto es reflexiva si aRa para toda a € A; es decir, si (a, @) € R para toda a € A. Por tanto,
R no es reflexiva si existe a € A tal que (a, a) ¢ R.

EJEMPLO 2.5 Considere las cinco relaciones siguientes sobre el conjunto A = {1, 2, 3, 4}:

R1=1{(1,1),(1,2),(2,3), (1,3, 44}

R =1{(1,1)(1,2),(2,1),(2,2), (3,3), (4, 4)}
R3 =1{(1,3),(2,1)}

R4 = ¢, larelacion vacia

Rs = A x A, larelacién universal

Determine cudles de las relaciones son reflexivas.

Puesto que A contiene los cuatro elementos 1, 2, 3 y 4, una relacion sobre A es reflexiva si contiene los cuatro pares (1, 1),
(2,2), (3,3) y (4, 4). Asi, s6lo R, y la relacion universal R; = A x A son reflexivas. Observe que R, R3 y R, no son reflexivas
porque, por ejemplo, (2, 2) no pertenece a ninguna de ellas.

EJEMPLO 2.6 Considere las cinco relaciones siguientes:

1) Relacion < (menor que o igual a) sobre el conjunto Z de enteros.

2) Inclusién de conjuntos C sobre una coleccion C de conjuntos.

3) Relacion L (es perpendicular a) sobre el conjunto L de lineas rectas en el plano.

4) Relacion || (es paralela a) sobre el conjunto L de lineas rectas en el plano.

5) Relacion | de divisibilidad sobre el conjunto N de enteros positivos. (Recuerde que X | y si existe z tal que xz =.)

Determine cuales de las relaciones son reflexivas.
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2.6 TiPOS DE RELACIONES 29

La relacion 3) no es reflexiva porque ninguna linea recta es perpendicular a si misma. También la relacion 4) no es reflexiva
porque ninguna linea recta es paralela a si misma. Las otras relaciones son reflexivas; es decir, x < x para toda x € Z, A C A para
cualquier conjunto A € C, y n|n para todo entero positivo n € N.

Relaciones simétricas y antisimétricas

Una relacion R sobre un conjunto A es simétrica si siempre que aRb entonces bRa; es decir, siempre que (a, b) € R
entonces (b, a) € R. Por tanto, R no es simétrica si existen a, b € A, tales que (a, b) € R pero (b, a) ¢ R.

EJEMPLO 2.7
a) Determine cuales de las relaciones en el ejemplo 2.5 son simétricas.

R; no es simétrica porque (1, 2) € R, pero (2, 1) € R;. R; no es simétrica porque (1, 3) € R, pero (3, 1) € R;. Las otras relacio-
nes son simétricas.

b) Determine cudles de las relaciones en el ejemplo 2.6 son simétricas.

Larelacion L es simétrica porque si la linea recta a es perpendicular a la linea recta b, entonces b es perpendicular a a. También,
|| es simétrica porque si la linea recta a es paralela a la linea recta b, entonces b es paralela a la linea recta a. Las otras relaciones
no son simétricas. Por ejemplo:

3<4perod £3; {1,2}<{1,2,3}pero{l,2,3} Z2{1,2} y 2|6pero6)2.

Una relacion R sobre un conjunto A es antisimétrica siempre que aRb y bRa entonces a = b; es decir, si a # b y aRb, entonces bRRa.
Por tanto, R no es antisimétrica si existen elementos distintos a'y b en A tales que aRb y bRa.

EJEMPLO 2.8

a) Determine cuéles de las relaciones en el ejemplo 2.5 son antisimétricas.

R, no es antisimétrica porque (1, 2) y (2, 1) pertenecen a R,, pero 1 = 2. En forma semejante, la relacion universal R; no es
antisimétrica. Todas las otras relaciones son antisimétricas.

b) Determine cuéles de las relaciones en el ejemplo 2.6 son antisimétricas.

La relacién < es antisimétrica porque siempre que a < by b < aentonces a =bh. La inclusion de conjuntos C es antisimétrica
siempre que A € By B C A entonces A = B. También, la divisibilidad sobre N es antisimétrica porque siempre que m|ny n|m,
entonces m = n. (Observe que la divisibilidad sobre Z no es antisimétrica porque 3| —3y —3|3 pero 3 £ —3.) Las relaciones
Ly |l no son antisimétricas.

Observacion: Las propiedades de ser simétrica y ser antisimétrica no son negaciones entre si. Por ejemplo, la relacion
R ={(1, 3), (3, 1), (2, 3)} no es simétrica ni antisimétrica. Por otra parte, la relacion R’ = {(1, 1), (2, 2)} es tanto simé-
trica como antisimétrica.

Relaciones transitivas
Una relacidn R sobre un conjunto A es transitiva si siempre que aRb y bRc entonces aRc; es decir, siempre que

(a, b), (b, c) € R entonces (a, c) € R. Por tanto, R no es transitiva si existe a, b, ¢ € R tal que (a, b), (b, ¢) € R pero
(a,c) €R.
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EJEMPLO 2.9

a) Determine cudles de las relaciones en el ejemplo 2.5 son transitivas.
La relacion R4 no es transitiva porque (2, 1), (1, 3) € R; pero (2, 3) & R;. Todas las otras relaciones son transitivas.
b) Determine cuéles de las relaciones en el ejemplo 2.6 son transitivas.

Las relaciones <, C y | son transitivas, aunque ciertamente L no lo es. También, puesto que ninguna linea recta es paralela a si
misma, se tiene que a || by b || @, pero a || a. Por tanto, || no es transitiva. (Se observa que la relacion “es paralela o igual a” es
una relacion transitiva sobre el conjunto L de lineas rectas en el plano.)

La propiedad de transitividad también se expresa en términos de la composicién de relaciones. Para una relacion R sobre A se defi-
nié R? = R o Ry, de manera més general, R" = R"~* o R. Entonces se tiene el siguiente resultado:

Teorema 2.2: Una relacion R es transitiva si y sélo si para toda n > 1, se tiene R" C R.

2.7 PROPIEDADES DE CERRADURA

Considere un conjunto dado A y la coleccion de todas las relaciones sobre A. Sea P una propiedad de tales relaciones,
como ser simétrica o transitiva. Una relacion con la propiedad P se denomina P-relacion. La P-cerradura de una rela-
cién arbitraria R sobre A, lo cual se escribe P(R), es una P-relacion tal que

RcSP(R)cS
para toda P-relacién S que contiene a R. Se escribe
(R)reflexiva, (R)simétrica y (R)transitiva

para las cerraduras reflexiva, simétrica y transitiva de R.

En términos generales, no es necesario que P(R) exista. Sin embargo, hay una situacion general en la que P(R)
siempre existe. Suponga que P es una propiedad tal que por lo menos hay una P-relacién que contiene a R y que la
interseccion de cualquier P-relaciones es nuevamente una P-relacion. Entonces es posible demostrar (problema 2.16)
que

P(R) =N (S| SesunaP-relaciony R € S)

Por tanto, es posible obtener P(R) a partir del enfoque descendente o “top-down”; es decir, como la interseccion de
relaciones. Sin embargo, por lo general P(R) se quiere encontrar con el enfoque ascendente o “bottom-up”; es decir,
adjuntando elementos a R a fin de obtener P(R). Esto es lo que se hace a continuacion.

Cerraduras reflexiva y simétrica

El siguiente teorema establece cémo obtener facilmente las cerraduras reflexiva y simétrica de una relacion. Aqui
Ay ={(a, a) | a € A} es la relacion diagonal o de igualdad sobre A.

Teorema 2.3: Sea R una relacién sobre un conjunto A. Entonces:

i) RU A, es lacerradura reflexiva de R.
i) RUR™!es lacerradura simétrica de R.

En otras palabras, (R)reflexiva se obtiene simplemente al agregar a R los elementos (a, a) en la diagonal que ain no
pertenecen a R, y (R)simétrica se obtiene al afiadir a R todos los pares (b, a) siempre que (a, b) pertenezca a R.

EJEMPLO 2.10 Considere la relacion R = {(1, 1), (1, 3), (2, 4), (3, 1), (3, 3), (4, 3)}, sobre el conjunto A = {1, 2, 3, 4}.
Entonces

(R)reflexiva=R U {(2, 2), (4,4)} y (R)simétrica=R U {(4,2), (3,4)}
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Cerradura transitiva

Sea R una relacion sobre un conjunto A. Recuerde que R =R o Ry R" = R" o R. Se define

o
R*=JR
i=1
El siguiente teorema es valido:

Teorema 2.4: R es la cerradura transitiva de R.

Suponga que A es un conjunto finito con n elementos. En el capitulo 8 sobre gréficas se demuestra que
R*=RUR*>U...UR"

Esto proporciona el siguiente teorema:

Teorema 2.5: Sea R una relacién sobre un conjunto A con n elementos. Entonces:

(R)transitiva=R UR?U...UR"

EJEMPLO 2.11 Considere la relacion R = {(1, 2), (2, 3), (3, 3)}, sobre A = {(1, 2, 3)}. Entonces:
R*=RoR=1{(13),(2.3),(3,3)} y R*=R*oR={(13),(23),(33)
En consecuencia,

(R)transitiva = (R) = {(1, 2), (2, 3), (3, 3), (1, 3)}

2.8 RELACIONES DE EQUIVALENCIA

Considere un conjunto S no vacio. Una relacion R sobre S es una relacion de equivalencia si R es reflexiva, simétrica
y transitiva. Es decir, R es una relacion de equivalencia sobre S si tiene las tres propiedades siguientes:

1) Paratodaa € S,aRa. 2) SiaRb, entoncesbRa. 3) SiaRby bRc, entonces aRc.

La idea general detras de una relacion de equivalencia es que es una clasificacion de objetos que de alguna manera son
“semejantes”. De hecho, la relacion “=" de igualdad sobre cualquier conjunto S es una relacion de equivalencia; es
decir,

1) a=aparatodaaeS. 2) Sia=b,entoncesbh=a. 3) Sia=Db,b=c,entoncesa=rc.

A continuacion se presentan otras relaciones de equivalencia.

EJEMPLO 2.12

a) Sean L el conjunto de lineas rectas y T el conjunto de triangulos en el plano euclidiano.

i) Larelacion “es paralela o idéntica a” es una relacion de equivalencia sobre L.
ii) Las relaciones de congruencia y semejanza son relaciones de equivalencia sobre T.

b) La relacion C de inclusidn de conjuntos no es una relacion de equivalencia. Es reflexiva y transitiva, pero no es simétrica,
puesto que A € B no implicaB C A.
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c) Seam un entero positivo fijo. Se dice que dos enteros a 'y b son congruentes mddulo m, lo cual se escribe
a=b (moéd m)
si m divide a a — b. Por ejemplo, para el médulo m = 4 se tiene
11=3(moéd4) y 22=6(mod4)

puesto que 4 divide a 11 — 3 = 8y 4 divide a 22 — 6 = 16. Esta relacion de congruencia médulo m es una relacién de equiva-
lencia importante.

Relaciones de equivalencia y particiones

En esta subseccion se estudia la relacion entre las relaciones de equivalencia y las particiones sobre un conjunto no
vacio S. Primero recuerde que una particion P de S es una coleccion {A;} de subconjuntos no vacios de S con las dos
propiedades siguientes:

1) Cadaa € S pertenece a algin A;.
2) Si A # Ajentonces AjN A= .

En otras palabras, una particién P de S es una subdivisidn de S en conjuntos ajenos no vacios. (Vea la seccién 1.7.)
Suponga que R es una relacion de equivalencia sobre un conjunto S. Para toda a € S, sea [a] el conjunto de elemen-
tos de S con los que a esta relacionada bajo R; es decir,

l[a] = {x [(a,x) € R}

[a] se denomina clase de equivalencia de a en S; cualquier b € [a] se denomina representante de la clase de equiva-
lencia.

La coleccidn de todas las clases de equivalencia de elementos de S bajo una relacion de equivalencia R se denota
con S/R; es decir,

S/R ={la] |a € §}

Se denomina conjunto cociente de S entre R. La propiedad fundamental de un conjunto cociente esta contenida en el
siguiente teorema.

Teorema 2.6: Sea R una relacion de equivalencia sobre un conjunto S. Entonces S/R es una particién de S. En espe-
cifico:
i) ParatodoaensS, setiene a € [a].
ii) [a] = [b]siysdlosi(a, b) eR.
iii) Si[a] # [b], entonces [a] y [b] son ajenos.

A la inversa, dada una particion {A;} del conjunto S, hay una relacion de equivalencia R sobre S tal que los conjuntos
A, son las clases de equivalencia.
Este importante teorema se demostrard en el problema 2.17.

EJEMPLO 2.13
a) Considere larelacion R = {(1, 1), (1, 2), (2, 1), (2, 2), (3, 3)} sobre S = {1, 2, 3}.
Es posible demostrar que R es reflexiva, simétrica y transitiva; es decir, que R es una relacion de equivalencia. También:
[11={1,2}, [2] = {1, 2}, [3] = {3}

Observe que [1] = [2] y que S/R = {[1], [3]} es una particion de S. Como un conjunto de representantes de las clases de equi-
valencia pueden elegirse {1, 3} 0 {2, 3}.
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b) SeaRs larelacion de congruencia modulo 5 sobre el conjunto Z de enteros, denotada por
X =Yy (mod 5)

Esto significa que la diferencia x — y es divisible entre 5. Entonces R; es una relacion de equivalencia sobre Z. El conjunto
cociente Z/R; contiene las cinco clases de equivalencia siguientes:

Ag=1{...,—10,-5,0,5,10,...}
Ar=1{..,—9, -41,611,...}
Ay=1{...,—8,-3,2,7,12,.. }
Az={..,—7,-2,3,8,13,...}
Ay =1{..,—6,—-1,4,9,14,..}

Cualquier entero x, expresado de manera Unica en la forma x = 5q + r, donde 0 < r < 5, es un miembro de la clase de equiva-
lencia A, y r es el residuo. Como era de esperarse, Z es la union disjunta de las clases de equivalencia A;, Ay, Ay A,. Como un
conjunto de representantes de las clases de equivalencia suele elegirse {0, 1, 2, 3,4} 0 {—2, —1,0, 1, 2}.

2.9 RELACIONES DE ORDEN PARCIAL

Una relacion R sobre un conjunto S se denomina ordenamiento parcial u orden parcial de S si R es reflexiva, antisi-
métrica y transitiva. Un conjunto S junto con un orden parcial R se denomina conjunto parcialmente ordenado o con-
junto PO. Los conjuntos parcialmente ordenados se estudiaran con mas detalle en el capitulo 14, por lo que aqui s6lo
se proporcionan algunos ejemplos.

EJEMPLO 2.14

a) Larelacion C de inclusion de conjuntos es un ordenamiento parcial sobre cualquier coleccion de conjuntos, ya que la inclusion
de conjuntos posee las tres propiedades deseadas. Es decir,
1) A C A para cualquier conjunto A.
2) SIACByB C A, entonces A =B.
3) SIACByYB CC,entonces A C C.

b) La relacion < sobre el conjunto R de nimeros reales es reflexiva, antisimétrica y transitiva. Asi, < significa un orden parcial
sobre R.

c) Larelacion “a divide a b”, escrita a|b, es un ordenamiento parcial sobre el conjunto N de enteros positivos. Sin embargo, “a
divide a b” no es un ordenamiento parcial sobre el conjunto Z de enteros, puesto que a|b y b|a no necesariamente implica
a =b. Por ejemplo, 3| -3y —3]3, pero 3 £ —3.

2.10 RELACIONES n-ARIAS

Todas las relaciones que se han analizado eran relaciones binarias. Por una relacion n-aria se entiende un conjunto de
eneadas ordenadas. Para cualquier conjunto S, un subconjunto del conjunto producto S" se denomina relacién n-aria
sobre S. En particular, un subconjunto de S se denomina relacion ternaria sobre S.

EJEMPLO 2.15

a) SeaL unalinea recta en el plano. Entonces “estar entre” es una relacion ternaria R sobre los puntos de L; es decir, (a, b, ¢) e R
si b esta entre a 'y ¢ sobre L.

b) La ecuacién x? + y? 4+ z2 = 1 determina una relacién ternaria T sobre el conjunto R de nimeros reales. Es decir, una terna
(x, v, z) pertenece a T si (x, y, z) satisface la ecuacion, lo cual significa que (x, y, z) son las coordenadas de un punto en R® sobre
la esfera S de radio 1y centro en el origen O = (0, 0, 0).
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PROBLEMAS RESUELTOS
PRODUCTO DE CONJUNTOS

2.1 Dados A= {1, 2}, B={x,y, 2} y C = {3, 4}, encuentre: A x B x C.
A x B x C consta de todas las ternas ordenadas (a, b, c) donde a € A, b € B, ¢ € C. Estos elementos de A x B x C se
pueden obtener en forma sistematica mediante un diagrama de arbol (figura 2-5). Los elementos de A x B x C son preci-
samente las 12 ternas ordenadas a la derecha del diagrama de arbol.

3 (1% 3)

X < 4 (1 x 4)

3 1,y,3)

1 y<_, Ly, 4)
3

1,2,3)
P 4 ,24)
3 (2,%,3)

X < . (2: X, )

3 @y, 3)

2 Y, ey
3 @.2,3)

‘ < 4 2,2,4)

Figura 2-5

Observe que n(A) = 2, n(B) = 3y n(C) = 2y, como era de esperar,
n(A x B x C) =12 =n(A) - n(B) - n(C)

2.2 Encuentre x y y dado (2x, X +y) = (6, 2).

Dos pares ordenados son iguales si y sélo si las componentes correspondientes son iguales. Por tanto, se obtienen las ecua-
ciones

2X=6 y x+4+y=2

al resolver el sistema se obtienen las respuestax = 3yy = 1.

RELACIONES Y SUS GRAFICAS

2.3 Encuentre el nimero de relaciones de A= {a, b, c} aB = {1, 2}.

En A x B hay 3(2) = 6 elementos, y entonces hay m = 25 = 64 subconjuntos de A x B. Asi, de A a B hay m = 64 rela-
ciones.

24  SeanA={1,2,3,4yB={xY,z}. SeaR lasiguiente relacién de A a B:
R=1{1y) (1,2),@GY) 4x), 42}

a) Determine la matriz de la relacion.

b) Trace el diagrama sagital de R.

¢) Encuentre la relacion inversa R~ de R.

d) Determine el dominioy el rango de R.

a) \ealafigura 2-6a). Observe que los renglones de la matriz estan identificados por los elementos de Ay las columnas,
por los elementos de B. También observe en la matriz que el elemento correspondienteaa € Ay b € Bes 1 si aesta
relacionado con b y 0 en caso contrario.
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b)

c)

d)
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X y z
1o 11 \ _
210 0 o0 ‘A‘
310 1 0 p‘
411 0 1
a) b)

Figura 2-6

Vea la figura 2-6b). Observe que hay una flecha de a € A a b € B si y s6lo si a esta relacionada con b; es decir, si y
solosi (a, b) € R.
Los pares ordenados de R se invierten para obtener R™%:

R71 = {(yl l), (Z ’ 1)! (y ’ 3)1 (X ) 4)! (Z ) 4)}

Observe que al invertir las flechas en la figura 2-6b) se obtiene el diagrama sagital de R~*.

El dominio de R, Dom(R), consta de los primeros elementos de los pares ordenados de R, y el rango de R, Ran(R),
consta de los segundos elementos. Asi,

Dom(R)={1,3,4} y Ran(R)={x,y,z}

Sean A={1,2,3},B={a, b, ¢c)yC={xY, z}. Considere las siguientes relacionesRy Sde AaBydeBaC,
respectivamente.

a)
b)

a)

A= {(11 b)! (21 a)! (21 C)} y S= {(a, y)! (b, X), (C, y)! (C’ Z)}

Encuentre la relacion composicion R o S.
Encuentre las matrices Mg, Mgy Mg s de las relaciones respectivas R, Sy R o S, y comparar Mg_g con el
producto MgMs.

El diagrama sagital de las relaciones Ry S se traza como en la figura 2-7a). Observe que 1 en A esta “conectado” con
x en C mediante la ruta 1 — b — X; asi, (1, X) pertenece a R o S. En forma semejante, (2, y) y (2, z) pertenecen a
RoS.

Se tiene

RoS= {(1r X)v (Zv y)v (27 Z)}

a X

b y

c z

a) b)
Figura 2-7
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2.6

2.7

2.8

b) Las matrices Mg, Mgy Mg s son las siguientes:

O = O

S = O n
L 1

SO ==

Al multiplicar Mg y Mg se obtiene
1 0
MgMg=1| 0 2
0 0
Observe que Mg,s Y MgMq tienen las mismas entradas cero.

Dada larelacién R = {(1, 1), (2, 2), (2, 3), (3, 2), (4, 2), (4, 4)} sobre A = {1, 2, 3, 4}.
a) Trace su gréfica dirigida. b) Encuentre R> =R o R.

a) Paratodo (a, b) € R, se traza una flecha de a a b como en la figura 2-7b).
b) Para todo par (a, b) € R, se encuentran todos los (b, ¢) € R. Luego, (a, ¢) € R% Asi,

R? ={(1,1),(2.2).(2.3),(3.2). (3,3), (4.2). (4,3), (4. 4)}

Sean Ry S las siguientes relaciones sobre A = {1, 2, 3}:
R={(1,1),(1,2),(2,3),3,1,3,3)}, §S=1{(1,2),(1,3),(2,1),(3,3)}
Encuentrea) RUS,RNS,R®; b)RoS; ¢)S?=SoS.

a) Ry S se tratan simplemente como conjuntos, y se toman la unién e interseccion de costumbre. Para RC se utiliza el
hecho de que A x A es la relacion universal sobre A.

RNS={(1,2),.(3,3)
RUS={(1,1),(1,2),(1,3),(2,1,(2,3), (3, 1),(3,3)}
RC =1{(1,3),2,1),(2,2),3,2)}

b) Paratodo par (a, b) € R, se encuentran todos los pares (b, c) € S. Entonces, (a, €) € R o S. Por ejemplo, (1,1) e Ry
(1,2), (1, 3) € S; por tanto, (1, 2) y (1, 3) pertenecen a R o S. Asi,

RoS ={(1,2),(1,3), (1, 1), (2,3),(3,2), (3,3)}
c) Al seguir el algoritmo en el inciso b), se obtiene

52 = SoS = {(1,1),(1,3),(2,2),(2,3), (3,3)}

Demuestre el teorema 2.1: Sean A, B, C y D conjuntos. Suponga que R es una relacion de A a B, que S es una
relacion de Ba Cy que T es una relacion de C a D. Entonces (RoS)o T=Ro (So T).

Es necesario demostrar que cada par ordenado en (R o S) o T pertenece aR o (S o T) y viceversa.

Se supone que (a, d) pertenece a (R o S) o T. Entonces existe ¢ € C tal que (a,c) e Ro Sy (c, d) € T. Puesto que (a, c) €
R o S, existe b € B tal que (a, b) e Ry (b, c) € S. Debido a que (b, c) e Sy (c,d) € T, se tiene (b, d) € S o T; y puesto que
(a,b)eRy(b,d)eSoT,setiene (a, d) € Ro (SoT). Enconsecuencia, (RoS)oT C Ro (SoT). Enforma semejante,
Ro(SoT)C (RoS)o T. Ambas relaciones de inclusion demuestran (RoS) o T=Ro (So T).
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TIPOS DE RELACIONES Y PROPIEDADES DE CERRADURA

2.9

2.10

211

2.12

Considere las cinco relaciones siguientes sobre el conjunto A = {1, 2, 3}:

R=1{1,1),1,2),(@1,3),(,3)}, @ = relacién vacia
S={1,1(1,2),2,1)2,2),@3,3)}, A x A =relacion universal
T={(11),.(1,2),2,2),(2,3)}

Determine si cada una de las relaciones indicadas sobre A es: a) reflexiva; b) simétrica; c) transitiva; d) antisi-
métrica.

a) R no es reflexiva puesto que 2 € A pero (2, 2) ¢ R. T no es reflexiva puesto que (3, 3) € Ty, en forma semejante, ¢
no es reflexiva. Sy A x A son reflexivas.

b) R no es simétrica puesto que (1, 2) € R pero (2, 1) ¢ R, y en forma semejante, T no es simétrica. S, ZJy A x A son
simétricas.

c) Tnoes transitiva puesto que (1, 2) y (2, 3) pertenecen a T, pero (1, 3) no pertenece a T. Las otras cuatro relaciones son
transitivas.

d) Snoesantisimétrica porque 1 # 2 y ambos (1, 2) y (2, 1) pertenecen a S. En forma semejante, A x A no es antisimé-
trica. Las otras tres relaciones son antisimétricas.

Proporcione un ejemplo de una relacion R sobre A = {1, 2, 3} tal que:

a) R seatanto simétrica como antisimétrica.
b) R no sea simétrica ni antisimétrica.
¢) R seatransitiva pero R U R~ no transitiva.

Hay muchos ejemplos asi. A continuacion se presenta un conjunto de ejemplos posibles:

aR=1{(11),(2 2} b)R={12),(273)} c)R={2)}

Suponga que C es una coleccidn de relaciones S sobre un conjunto A, y sea T la interseccion de las relaciones
Sen C;esdecir, T=N(S|S e C). Demostrar:

a) Sitoda S es simétrica, entonces T es simétrica.
b) Sitoda S es transitiva, entonces T es transitiva.

a) Suponga que (a, b) € T. Entonces (a, b) € S para toda S. Puesto que toda S es simétrica, (b, a) € S para toda S. Asi,
(b, @) € Ty T es simétrica.

b) Suponga que (a, b) y (b, c) pertenecen a T. Entonces (a, b) y (b, ¢) pertenecen a S para toda S. Puesto que toda S es
transitiva, (a, ) pertenece a S para toda S. Por tanto, (a, c) € Ty T es transitiva.

Sea R una relacion sobre un conjunto A, y sea P una propiedad de las relaciones, como simetria y transitividad.
Entonces P se denomina R-cerrable si P satisface las dos condiciones siguientes:

1) Existe una P-relacion S que contiene a R.
2) Lainterseccion de las P-relaciones es una P-relacion.

a) Demuestre que la simetria y la transitividad son R-cerrables para cualquier relacion R.
b) Suponga que P es R-cerrable. Entonces P(R), la P-cerradura de R, es la interseccion de todas las P-rela-
ciones S que contienen a R; es decir,
P(R)=nN (S| SesunaP-relaciony R € S)

a) Larelacion universal A x A essimétricay transitivay A x A contiene cualquier relacion R sobre A. Asi, 1) se cumple.
Por el problema 2.11, la simetria y la transitividad satisfacen 2). Entonces, la simetria y la transitividad son R-cerrables
para cualquier relacion R.
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2.13

b) SeaT=nN(S|SesunaP-relaciony R C S). Puesto que P es R-cerrable, T no es vacia por 1) y T es una P-relacién por
2). Debido a que cada relacion S contiene a R, la interseccion T contiene a R. Asi, T es una P-relacion que contiene a
R. Por definicion, P(R) es la P-relacion mas pequefia que contiene a R; por tanto, P(R) < T. Por otra parte, P(R) es uno
de los conjuntos S que definen a T; es decir, P(R) es una P-relacion y si R € P(R). En consecuencia, T C P(R). Por
consiguiente, P(R) = T.

En la relacién R = {(a, a), (a, b), (b, ¢), (c, ¢)}, sobre el conjunto A = {a, b, c}. Encuentre a) (R)reflexiva, b)
(R)simétrica, ¢) (R)transitiva.

a) Lacerradura reflexiva sobre R se obtiene al afiadir a R todos los pares diagonales de A x A que ain no estén en R. Por
tanto,

(Ryreflexiva = R U {(b, b)} = {(a, ), (a, b), (b, b), (b, ¢), (c, c)}
b) La cerradura simétrica sobre R se obtiene al afiadir a R todos los pares en R~ que atn no estén en R. Por tanto,
(R)simétrica = R U {(b, a), (¢, b)} = {(a, @), (a, b), (b, @), (b, ¢), (¢, b), (c, €)}

c) Puesto que A tiene tres elementos, la cerradura transitiva sobre R se obtiene al tomar la unién de R con R? = RoR y
R® = RoRoR. Observe que

RZ=RoR = {(a, a), (a, h), (a, ¢), (b, ¢), (c, )}

R® = RoRoR = {(a, ), (a, b), (&, ¢), (b, ¢), (c, ¢)}
Por tanto,

(Rtransitiva= R U R? U R® = {(a, ), (a, b), (a, ¢), (b, ¢), (c, c)}

RELACIONES DE EQUIVALENCIAY PARTICIONES

2.14

2.15

Dado el conjunto Z de enteros y un entero m > 1. Se dice que x es congruente con y médulo m, que se escribe
x =Yy (mbéd m)
si x —y es divisible entre m. Demuestre que esto define una relacion de equivalencia sobre Z.

Es necesario demostrar que la relacion es reflexiva, simétrica y transitiva.
i) Para cualquier x en Z se tiene x = x (mdd m) porque x — x = 0 es divisible entre m. Por tanto, la relacion es reflexiva.
ii) Suponga que x =y (mod m), de modo que x — y es divisible entre m. Entonces —(x — y) =y — x también es divisible
entre m, de modo que y = x (m6d m). Por tanto, la relacion es simétrica.
iii) Ahorasuponga que x =y (méd m) y y = z (m6d m), de modo que ambos x — yy y — z son divisibles entre m. Entonces
la suma
x=-y)+y-2)=x-z
también es divisible entre m; por tanto, la relacion es transitiva.
En consecuencia, la relacion de congruencia mddulo m sobre Z es una relacion de equivalencia.

Sea A un conjunto de enteros diferentes de cero y sea = la relacion sobre A x A definida por
(a, b) ~ (c, d) siempre que ad = bc
Demuestre que ~ es una relacion de equivalencia.

Es necesario demostrar que ~ es reflexiva, simétrica y transitiva.

i) Reflexividad: Se tiene (a, b) ~ (a, b), puesto que ab = ba. Por tanto, = es reflexiva.

ii) Simetria: Suponga que (a, b) ~ (c, d). Entonces ad = bc. En consecuencia, ch = da y asi (¢, d) ~ (a, b). Por tanto,
A es simétrica.

iii) Transitividad: Suponga que (a, b) ~ (c, d) y que (c, d) = (e, f). Entonces, ad = bc y cf = de. Al multiplicar los térmi-
nos correspondientes de las ecuaciones se obtiene (ad)(cf) = (bc)(de). Al cancelar ¢ # 0y d # 0 en ambos miembros
de la ecuacion se obtiene af = be, y entonces (a, b) ~ (e, f). Por tanto, ~ es transitiva. En consecuencia, = es una
relacion de equivalencia.

www.FreelLibros.me



2.16

217

PROBLEMAS RESUELTOS 39

Sea R la siguiente relacion de equivalencia sobre el conjunto A = {1, 2, 3, 4, 5, 6}:
R={(1,1),(1,5), (2 2),(2,3),(2,6), (3,2), (3,3), (3,6), (4,4), (5 1), (55), (6, 2), (6, 3), (6, 6)}
Encontrar la particién de A inducida por R; es decir, encontrar las clases de equivalencia de R.

Los elementos relacionados con 1 son 1y 5; asi

[1]1=1{1, 5}
Se elige un elemento que no esté en [1]; por ejemplo, 2. Los elementos relacionados con 2 son 2, 3,y 6; asi
[2] = {2, 3, 6}

El tnico elemento que no pertenece a [1] 0 a [2] es 4. El Unico elemento relacionado con 4 es 4. Asi
(4] = {4}
En consecuencia, la particion de A inducida por R es:
{1, 5}, {2, 3, 6}, {4}]

Demuestre el teorema 2.6: Sea R una relacion de equivalencia en un conjunto A. Entonces el conjunto co-
ciente A/R es una particion de A. Especificamente:

i) ae[a],paratodaa € A.
ii) [a] = [b],siysolosi(a,b) eR.
iii) Si[a] # [b], entonces [a] y [b] son ajenos.

a) Demostracion de i): Puesto que R es reflexiva, (a, a) € R para toda a € Ay, por consiguiente, a € [a].

b) Demostracion de ii): Suponga que (a, b) € R. Se quiere demostrar que [a] = [b]. Sea x € [b]; entonces (b, x) € R. Pero
por hipétesis (a, @) € Ry asi, por transitividad, (a, X) € R. En consecuencia, x € [a]. Asi, [b] C [a]. Para demostrar que
[a] C [b] se observa que (a, b) € R implica, por simetria, que (b, @) € R. Entonces, por un razonamiento semejante, se
obtiene [a] < [b]. En consecuencia, [a] = [b].
Por otra parte, si [a] = [b], entonces, por i), b € [b] = [a]; por tanto, (a, b) € R.

¢) Demostracion de iii): Se demuestra la proposicion contrapositiva equivalente:

Si[a]N[b]# ¢ entonces [a] = [b]

Si[a] N [b] # ¢, entonces existe un elemento x € A con x € [a] N [b]. Asi, (a, X) € Ry (b, X) € R. Por simetria, (x, b)
€ Ry por transitividad, (a, b) € R. En consecuencia, por ii), [a] = [b].

ORDENAMIENTOS PARCIALES

2.18

2.19

Sea ¢ cualquier coleccién de conjuntos. La relacion de inclusién de conjuntos C, ¢es de orden parcial so-
bre ¢?

Si, puesto que la inclusion de conjuntos es reflexiva, antisimétrica y transitiva. Es decir, para conjuntos arbitrarios A, By C
en ¢ setiene: i) ACA;ii)siACByB CA, entonces A=B;iii)siACByB C C,entonces A C C.

Considere el conjunto Z de enteros. aRb se define como b = a" para algln entero positivo r. Demuestre que R
es un orden parcial sobre Z; es decir, que R es: a) reflexiva; b) antisimétrica; c) transitiva.

a) R es reflexiva puesto que a = a’.

b) Suponga que aRb y bRa; por ejemplo, b = a"y a = b®. Entonces a = (a")° = a". Hay tres posibilidades: i) rs = 1,
ii)a=1yiil)a=-1.Sirs=1,entoncesr=1ys=1yasia=h.Sia=1,entoncesh=1"=1=a,yen forma
semejante, si b = 1, entonces a = 1. Por Gltimo, sia = —1, entonces b = —1 (puesto que b # 1) y a = b. En los tres
casos se tiene que a = b. Por tanto, R es antisimétrica.

c) Suponga que aRb y bRc; por ejemplo, b = a"y ¢ =b®. Entonces ¢ = (a")* = a" y, por consiguiente, aRc. Por tanto, R
es transitiva.

En consecuencia, R es un orden parcial sobre Z.
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PROBLEMAS SUPLEMENTARIOS

RELACIONES
220 SeanS={a,b,c}, T={b,c,d} yW={a, d}. Encuentre S x T x W.
221  Encuentrexyy,donde: a)(x+2,4)=(5,2x+y); by—2,2x+1)=(x—-1,y+2).
222 Demuestre:a) Ax BNC)=(AxB)N(AxC); b)Ax(BUC)=(AxB)U(A x C).
2.23  Considere la relacion: R = {(1, 3), (1, 4), (3, 2), (3, 3), (3, 4)}, sobre A= {1, 2, 3, 4}.
a) Encuentre la matriz Mg de R.
b)  Encuentre el dominio y el rango de R.
¢) Encuentre R
d) Trace la gréfica dirigida de R.
e) Encuentre la relacion composicion RoR.
f) Encuentre RoR~*y R7%oR.
224 SeaA=1{1,2,3,4},B={a,b,c},C={xy, z}. Considere las relaciones R de AaBy S de B a C como sigue:
R= {(1! b)! (31 b)! (31 b)! (4! C)} y S= {(a, y)l (Cv X)r (ar Z)}
a) Dibuje los diagramas de Ry S.
b)  Encuentre la matriz de cada relacién R, S (composicién) RoS.
c) EscribaR™!y la composicion RoS como conjuntos de pares ordenados.
2.25 Sean Ry S las siguientes relaciones sobre B = {a, b, ¢, d}:
R={(ah), (ac)(cb) (cd)(db)} y S={(ba)(cc)cd),(da)
Encuentre las siguientes relaciones composicion: a) RoS; b) SoR; ¢) RoR; d) SoS.
2.26  SeaR larelacion sobre N definida por x + 3y = 12; es decir, R = {(x, y) | x + 3y = 12}

a) Escriba R como un conjunto de pares ordenados.
b)  Encuentre el dominio y el rango de R.

¢) Encuentre R

d) Encuentre la relacion composicion RoR.

PROPIEDADES DE LAS RELACIONES

2.27

2.28

En cada uno de los siguientes incisos se define una relacién sobre los enteros positivos N:

1) “xes mayor que y”.

2)  “xyes el cuadrado de un entero”.
3) x-+y=10.

4) x4+ 4y=10.

Determine cudles de esas relaciones son: a) reflexivas; b) simétricas; c) antisimétricas; d) transitivas.
Sean Ry S relaciones sobre un conjunto A. Suponga que A tiene tres elementos y mencione si cada una de las siguientes
declaraciones es falsa o verdadera. Si es falsa, proporcione un contraejemplo sobre el conjunto A = {1, 2, 3}:

a) SiRy Ssonsimétricas, entonces R N S es simétrica.
b) Si Ry S sonsimétricas, entonces R U S es simétrica.
c) SiRy Sson reflexivas, entonces R N S es reflexiva.

www.FreelLibros.me



2.29

PROBLEMAS SUPLEMENTARIOS 41

d) SiRy Sson reflexivas, entonces R U S es reflexiva.

e) SiRy Sson transitivas, entonces R U S es transitiva.

f) SiRy Sson antisimétricas, entonces R U S es antisimétrica.
g) SiR esantisimétrica, entonces R™* es antisimétrica.

h)  Si R es reflexiva, entonces R N R~! no es vacia.

i)  SiR essimétrica, entonces R N R~ no es vacia.

Suponga que Ry S son relaciones sobre un conjunto Ay que R es antisimétrica. Demuestre que R N S es antisimétrica.

RELACIONES DE EQUIVALENCIA

2.30

231

2.32

2.33

Demuestre que si R es una relacion de equivalencia sobre un conjunto A, entonces R~ también es una relacion de equiva-
lencia sobre A.

SeaS=1{1,2,3,...,18, 19}. SeaR larelacion sobre S definida por “xy es un cuadrado”. a) Demuestre que R es una relacion
de equivalencia. b) Encuentre la clase de equivalencia [1]. ¢) Enumere todas las clases de equivalencia con mas de un ele-
mento.

SeaS={1,2,3,..., 14, 15}. Sea R la relacion de equivalencia sobre S definida por x =y (mdd 5); es decir, x — y es divi-
sible entre 5. Encuentre la particion de S inducida por R; es decir, el conjunto cociente S/R.

SeaS=1{1,2,3,...,9} ysea~ larelacion sobre A x A definida por
(a,b) ~(c,d) siempreque a+d=b+c.

a) Demuestre que ~ es una relacion de equivalencia.
b) Encuentre [(2, 5)]; es decir, la clase de equivalencia de (2, 5).

Respuestas a los problemas suplementarios

2.20

221
2.23

{(a, b, a), (a, b, d), (a, c, a), (a, c, d), 2.24  a)Vealafigura 2-8b);

(@, d, a), (a,d,d), (b, b, a), (b, b, d), b)R=1[0,1,0;0,0,0;1,1,0;0,0, 1]

b, ¢, a), (b, ¢, d), (b, d, a), (b, d,d), S=1[0,1,1:0,0,0:1,0,0],

(¢, b, a), (¢, b, d), (c, c, a), (c, c, d), RoS=10,0,0;0,0,0;0,1,1;1,0,0],

(c, d, a), (c, d, d)} c) {(b, 1), (& 3), (b, 3), (c, 4)}, {3, y), (3, 2), (4, x)}.

x=3,y=-2b)x=2,y=3 225 a)RoS={(a c), (a d), (c a), (d a)

a)M;=10,0,1,1;0,0,0,0; b) So R={(b, a), (b, ¢), (c, b), (c, d), (d, a), (d, c)}
0,1,1,1;0,0,0,0] ¢)RoR={(a a),(a b) (ac) (ad) (c b))

b) Dominio = {1, 3}, rango = {2, 3, 4}; d)SoS={(cc)(c,a)(cd)}

ORT=1(3,1) (41),(23).33), 4 3)) 226 @) {(9, 1), (6, 2), (3, 3)}; b) ) {9, 6, 3)}; ii) {L, 2, 3));

d) Vea lafigura 2-8a); i) (1, 9), (2,6), (3, 3)}: ©) ((3, 3)).

e)RoR = {(1,2), (1, 3), (1, 4), (3, 2), (3, 3), (3, 4)}.

a) b)

Figura 2-8
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42 CarituLo 2 RELACIONES

2.27 a) Ninguna; b)(2) y (3); ¢) (1) y (4); d) todas, excepto  2.31  b) {1, 4,9, 16}; ¢) {1, 4,9, 16}, {2, 8, 18}, {3, 12}.

@) 232 [{1, 6,11}, {2, 7, 14}, {3, 8, 133}, {4, 9, 14}, {5, 10,
2.28  Todas son verdaderas excepto: ) R = {(1, 2)}, S = {(2, 15}].

I HR={(L,2)}S={2 ) 233 b){(L 4), (2 5),3,6), 4 7), 5, 8), (6 9)).
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Funciones
y algoritmos

CAPITULO

3.1 INTRODUCCION
Uno de los conceptos mas importantes en matematicas es el de funcién. Los términos “mapa”, “mapeo”, “transforma-
cién” y muchos otros significan lo mismo; la eleccion del término a usar en una situacién dada depende de la tradicion
y del contexto matematico de quien lo utilice.

Al concepto de funcion se relaciona el de algoritmo. En este capitulo se incluyen la notacién para representar un
algoritmo y un analisis de su complejidad.

3.2 FUNCIONES

Suponga que a cada elemento de un conjunto A se asigna un Gnico elemento de un conjunto B; la coleccién de estas
asignaciones se denomina funcion de A en B. El conjunto A se denomina dominio de la funcién, y el conjunto B se
denomina conjunto objetivo o codominio.

Las funciones suelen denotarse mediante simbolos. Por ejemplo, f denota una funcién de A en B. Entonces se
escribe

f:A—=B

que se lee: “f es una funcion de A en B” o “f manda (o mapea, o transforma) A en B”. Si a € A, entonces f(a) (que se
lee “f de a”) denota el elemento Unico de B que f asigna a a; se denomina imagen de a bajo f; o valor de f en a. El
conjunto de todos los valores imagen se denomina rango o imagen de f. La imagen de f: A — B se denota por Ran( f),
Im(f) o f(A).

A menudo se expresa una funcion por medio de una formula matematica. Por ejemplo, considere la funcién que
manda cada nimero real en su cuadrado. Esta funcion se describe como

f)=x> 0 x—>x* 0 y=x°

En la primera notacién, x se denomina variable y la letra f denota la funcién. En la segunda notacién, la flecha con
barra — se lee “va en (“se envia a x*”)”. En la Gltima notacién x se denomina variable independiente y y variable
dependiente, puesto que el valor de y depende del valor de x.

Observacion: Siempre que una funcion se proporciona mediante una férmula en términos de una variable X, se supo-
ne, a menos que se establezca otra cosa, que el dominio de la funcién es R (o el mayor subconjunto de R para el que
la férmula esta definida) y que el codominio es R.

43
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44 CarituLo 3 FUNCIONES Y ALGORITMOS

Figura 3-1

EJEMPLO 3.1

a) Considere la funcién f(x) = x%; es decir, f asigna a cada nimero real a su cubo. Asi, la imagen de 2 es 8, por lo que se escribe
f(2) =8.

b) En la figura 3-1 se define una funcion fde A= {a, b, c,d} en B = {r, s, t, u} en la forma evidente. Aqui
f(@=s, f(b)=u, f(c)=r, f(d)=s

La imagen de f es el conjunto de valores imagen {r, s, u}. Observe que t no pertenece a la imagen de f, porque no es imagen de
algun elemento bajo f.

c) SeaA cualquier conjunto. La funcién de A en A que asigna cada elemento de A a si mismo se denomina funcion identidad sobre
Ay suele denotarse por 1,, o simplemente por 1. En otras palabras, para toda a € A,

1,(a) = a.

d) Suponga que S es un subconjunto de A; es decir, suponga S C A. La transformacion, mapeo, o inclusién de S en A, denotado
pori: S < A es una funcion tal que, paratodo x € S,

i(X) =x
La restriccion de cualquier funcion f: A — B, denotada por f |5 es la funcion de S en B tal que, para cualquier x € S,
fls(x) =1 (x)

Funciones como relaciones

Hay otro punto de vista desde el cual se consideran las funciones. En primer lugar, toda funcion f : A — B origina una
relacion de A en B denominada grafica de f y definida por

Gréficade f = {(a,b) |a € A, b= f(a)}

Dos funcionesf: A — By g: A — B se definen como iguales, lo que se escribe f = g, si f(a) = g(a) paratodaa € A;
es decir, si tienen la misma gréafica. En consecuencia, no se establece ninguna diferencia entre una funcion y su grafica.
Luego, este relacion grafica posee la propiedad de que cada a en A pertenece a un par ordenado Unico (a, b) en la
relacion. Por otra parte, cualquier relacion f de A en B que tenga esta propiedad origina una funcion f : A — B, donde
f(a) = b para todo (a, b) en f. En consecuencia, una forma equivalente de definir una funcion es:

Definicion: Una funcion f: A — B es una relacion de A en B (es decir, un subconjunto de A x B) tal que cadaa € A
pertenece a un par ordenado Unico (a, b) en f.

Aungue no se establece ninguna diferencia entre una funcidn y su grafica se utilizara la terminologia “grafica de
f” cuando se haga referencia a f como un conjunto de pares ordenados. Ademas, puesto que la grafica de f es una
relacion, se representa como cualquier relacion, y esta representacion algunas veces se denomina gréafica de f. También,
la condicidn definitoria de funcion, que cada a € A pertenece a un par unico (a, b) en f, es equivalente a la condicién
geométrica de que cada linea recta vertical corta la grafica exactamente en un punto.
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3.2 FuncioNEs 45

EJEMPLO 3.2

a)

b)

c)

Sea f: A — B la funcion definida en el ejemplo 3.1b). Entonces la gréfica de f es:
{(a,s), (b,u), (c,r), (d,s)}
Considere las tres relaciones siguientes sobre el conjunto A = {1, 2, 3}:
F={13),23), 3D} ¢g={12), 3D} hr={13), 210D, 1.2, 3, D}

f es una funcién de A en A puesto que cada miembro de A aparece como primera coordenada exactamente en un Unico par
ordenado en f; aqui f(1) = 3, f(2) = 3y f(3) = 1. g no es una funcion de A en A puesto que 2 € A no es la primera coordenada
de algun par en g, de modo que g no asigna ninguna imagen a 2. Asimismo, h no es una funcion de A en A puesto que 1 € A
aparece como la primera coordenada de dos pares ordenados distintos en h: (1, 3) y (1, 2). Para que h sea una funcién, no debe
asignar dos 0 mas valores a un solo elemento, como en este caso 3y 2al e A.

Por funcién polinomial real se entiende una funcion f: R — R de la forma
Fx) = anx" + an_1x" '+ +aix +ao

donde los a; son nimeros reales. Puesto que R es un conjunto infinito, seria imposible representar todos los puntos de la gréafi-
ca. No obstante, es posible aproximar la gréafica de esta funcion al dibujar algunos de sus puntos y luego se les une con una curva
lisa. Los puntos se obtienen a partir de una tabla en la que se asignan varios valores a x y luego se calculan los valores corres-
pondientes de (). Esta técnica se ilustra en la figura 3-2 con la funcién f(x) = x> — 2x — 3.

x| f)
-2 5
-1 0
0| -3
1 -4
U — X
2 -3 —4
3 0
4 5

Grificade f(x) = x> - 2x -3

Figura 3-2

Composicién de funciones

Considere las funciones f: A— By g: A — B; donde el codominio de f es el dominio de g. Entonces es posible definir
una nueva funcién de A en C, la cual se denomina composicion de fy g y se denota g o f:

(g0 f)(@) =9(f(a))

Es decir, se encuentra la imagen de a bajo f y luego se encuentra la imagen de f(a) bajo g. Esta definicion no es

nueva. Si fy g se consideran relaciones, entonces es la misma funcidn que en la composicion de fy g como relaciones
(vea la seccion 2.6) excepto que aqui se usa la notacion funcional g o f para la composicién de fy g en lugar de la
notacion f o g que se usd para las relaciones.
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46 CarituLo 3 FUNCIONES Y ALGORITMOS

Considere cualquier funcién f: A — B. Entonces
foly=f y lgof=f

donde 1,y 15 son las funciones identidad sobre A y B, respectivamente.

3.3 FUNCIONES UNO A UNO, SOBRE E INVERTIBLES

Se dice que una funcién f: A — B es uno a uno (que se escribe 1-1) si elementos diferentes en el dominio A tienen
imagenes distintas. Otra forma de lo anterior es decir que f es uno a uno si f(a) = f(a’) implicaa = a'.

Una funcion f: A — B se dice que es sobre, si cada elemento de B es la imagen de algin elemento de A. En otras
palabras, f: A — B es sobre si la imagen de f es todo el codominio; es decir, si f(A) = B. En este caso se dice que f es
una funcién de A sobre B, o que f mapea A sobre B.

Una funcién f: A — B es invertible si su relacion inversa f —! es una funcion de B a A. En general, la relacion inver-
sa f ~* puede no ser una funcion. El siguiente teorema proporciona ciertos criterios sencillos que indican cuando
ocurre lo anterior.

Teorema 3.1: Una funcién f: A — B es invertible si y solo si f es uno a uno y sobre.

Sif: A— Besunoaunoy sobre, entonces f se denomina correspondencia uno a uno entre A y B. Esta terminolo-
gia proviene del hecho de que a cada elemento de A le corresponde un Unico elemento de B y viceversa.

En algunos textos se usan los términos inyectiva, para indicar una funcién uno a uno, suprayectiva, para una funcion
sobre, y biyectiva, para una correspondencia uno a uno.

EJEMPLO 3.3 Considere las funciones f;: A— B, f,: B— C, f;: C — Dy f,: D — E definidas por el diagrama de la figura 3-3.
Asi, f; es uno a uno puesto que ningun elemento en B es la imagen de mas de un elemento de A. En forma semejante, f, es uno a
uno. Sin embargo, ni f; ni f, son uno a uno porque f5(r) = f5(u) y f,(v) = f4(w).

Figura 3-3

En relacion con funciones sobre, las funciones f, y f; lo son, puesto que todo elemento de C es, bajo f,, algiin elemento de B, y
todo elemento de D es, bajo f;, algiin elemento de C, f,(B) = C y f3(C) = D. Por otra parte, f; no es sobre debido a que 3 € B no es,
bajo f,, la imagen de algun elemento de A, y f, no es sobre, ya que x € E no es la imagen, bajo f,, de algin elemento de D.

Asi, f; es uno a uno pero no sobre; f; es sobre pero no uno a uno, y f, no es uno a uno ni sobre. Sin embargo, f, es tanto uno a
uno como sobre, por lo que entre A'y B hay una correspondencia uno a uno. Por tanto, f, es invertible y fz‘l es una funcién de C
en B.

Caracterizacion geométrica de funciones uno a uno y sobre
Ahora considere funciones de la forma f: R — R. Puesto que las graficas de tales funciones pueden trazarse en el plano

cartesiano R? y son funciones que se identifican con sus gréficas, surge la pregunta: ¢los conceptos uno a uno y sobre
poseen algln significado geométrico? La respuesta es afirmativa. S6lo hay que especificar que:
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1) f: R — Res uno auno, si cualquier linea horizontal corta la grafica de f a lo mas en un punto.
2) f: R — R esuna funcién sobre, si cualquier linea horizontal corta la gréfica de f en uno 0 mas puntos.

En consecuencia, si f es tanto uno a uno como sobre; es decir, invertible, entonces cualquier linea horizontal corta la
grafica de f exactamente en un punto.
EJEMPLO 3.4 Considere las cuatro siguientes funciones de R en R:

[ =x pE =2 AE=x-2-5x+6, fix)=x"

Las graficas de estas funciones se muestran en la figura 3-4. Observe que hay lineas horizontales que cortan dos veces la gréfica de
f, y que hay lineas horizontales que no cortan la gréfica de f;; por tanto, f; no es uno a uno ni sobre. En forma semejante, f, es uno
a uno pero no sobre, f; es sobre pero no uno a uno y f, es tanto uno a uno como sobre. La inversa de f, es la funcién raiz cibica; es

decir, £, (x) = Jx.

/ —/ yam N

fi(x) = x? folx) =2° f(x) =x% —2x% —5x + 6 fa(x) = x3

Figura 3-4

Permutaciones
Una funcion invertible (biyectiva) o: X — X se denomina permutacion sobre X. La composicion y las inversas de

permutaciones sobre X'y la funcidén identidad sobre X también son permutaciones sobre X.
Suponga que X = {1, 2,..., n}. Entonces una permutacion o sobre X se denota por

( 1 2 3 -+ n )
g = . . . .
JU J2 J3 o+ n
donde j, = ofi). El conjunto de todas estas permutaciones se denota por S, y hay n! =n(n — 1)---3-2-1 de ellas. Por
ejemplo,
(1 2 3 45 6 (1 2 3 456
°=\a62513) Y T"™=\64312c5

son permutaciones en S, de las cuales hay 6! = 720. Algunas veces s6lo se escribe el segundo renglon de la permuta-
cién; es decir, las permutaciones antes mencionadas se denotan al escribir o = 462513 y t = 641325.

3.4 FUNCIONES MATEMATICAS, FUNCIONES EXPONENCIAL
Y LOGARITMICA

En esta seccidn se presentan varias funciones matematicas que a menudo aparecen en el analisis de algoritmos y en
computacion, asi como su notacion. También se analizan las funciones exponencial y logaritmica, y su relacion.
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Funciones piso y techo

Sea x cualquier nimero real. Entonces x esta entre dos enteros, uno piso y el otro techo de x. La simbologia es

[X], piso de x que denota el mayor entero que no excede a X.
[X], techo de x que denota el menor entero que no es inferior a x.

Si x mismo es un entero, entonces |x] = [x]; en caso contrario, [x] + 1 = [x]. Por ejemplo,

[3.14] =3, J =2, |-85]=-9, [7]=17 [|—4]=-4,

|5
a4l =4, [V3]=3, [-851=-8 [71=7, [-41=-4

Funciones valor entero y valor absoluto

Sea x cualquier numero real. El valor entero de X, escrito INT(x), convierte a x en un entero al eliminar (truncar) la
parte fraccionaria del nimero. Asi,

INT(3.14) =3, INT(V/5) =2, INT(=8.5)=-8, INT(7)=7

Observe que INT(X) = [x] o INT(x) = [x], dependiendo de si x es positivo 0 negativo.
El valor absoluto del nimero real X, escrito ABS(x) o | x|, se define como el mayor de x 0 —x. Por tanto, ABS(0)
=0,y parax # 0, ABS(x) = x 0 ABS(X) = —X, dpendiendo de si x es positivo 0 negativo. Asi

|—15|=15, |7|=7, |—2333]=333, |4.44] =444, |—0.075=0.075

Observa que |x| = | —x]| Y, parax # 0, | x| es positivo.

Funcidn residuo y aritmética modular

Sean k cualquier entero y M un entero positivo. Entonces
k (mdd M)

(que se lee: k modulo M) denota el residuo entero cuando M divide a k. Con mayor precision, k (mod M) es el Unico
entero r tal que

k=Mg+r donde 0<r<M
Cuando k es positivo, para obtener el residuo r simplemente se divide k entre M. Asi,
25(méd 7) =4, 25(m6d5)=0, 35(mdd1l)=2, 3(mbéd8)=3
Si k es negativo, |k| se divide entre M para obtener un residuo r’; entonces k (méd M) = M — r’ cuando r’ # 0. Asi,
—26(M6d7)=7—-5=2, —371(m6d8)=8—-3=5—39(mbéd3)=0
El término “mod” también denota la relacion matematica de congruencia, que se escribe y define:
a=b(médM) siysélosi Mdivideb —a

M se denomina modulo, y a = b (méd M) se lee “a es congruente con b modulo M”. Los siguientes aspectos de la
relacion de congruencia a menudo resultan Gtiles:

0=M(mMédM) y a+M=a((modM)
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La aritmética modulo M se refiere a las operaciones aritméticas de suma, multiplicacion y sustraccion donde el
valor aritmético se sustituye por su valor equivalente en el conjunto

{0,1,2,...,M—1} oenelconjunto {1,2,3,...,M}
Por ejemplo, en aritmética mddulo 12 o aritmética “del reloj”, como algunas veces se le denomina,
6+9=3, 7x5=11, 1-5=8 2410=0=12

(El uso de 0 0 M depende de la aplicacion.)

Funciones exponenciales

Recuerde las siguientes definiciones para exponentes enteros (donde m es un entero positivo):

1
a" =a-a---a(m veces), =1 am=_—
am

Los exponentes se extienden para incluir todos los nimeros racionales al definir, para cualquier namero racional m/n,
a"" = Yam = (Yay"
Por ejemplo,

1 1
=16, 274 = = —, 1253 =52 =25
24 16
De hecho, los exponentes se extienden para incluir todos los nimeros reales al definir, para cualquier nimero real x,

a* = lim a", donde r es un nimero racional

r—>x

En consecuencia, la funcién exponencial f(x) = a* esta definida para todos los ntimeros reales.

Funciones logaritmicas

La relacion de los logaritmos con los exponentes es como sigue. Sea b un nimero positivo. El logaritmo de cualquier
nGmero positivo x con base b se escribe

log,, x
representa el exponente al que debe elevarse b para obtener x. Es decir,
y=logyx y b'=x

son declaraciones equivalentes. Por consiguiente,

log, 8=3 puestoque 23=8; log;y 100 =2 puesto que 10?2 = 100
log, 64 =6 puestoque 2% =64; log;, 0.001 = —3 puestoque 10~3 =0.001

Ademés, para cualquier base b, se tiene b® = 1y b! = b, por tanto,
log,1=0 y log,b=1

El logaritmo de un nimero negativo y el logaritmo de 0 no estan definidos.
A menudo los logaritmos se expresan con valores aproximados. Por ejemplo, si usa tablas o calculadora obtiene

log,, 300 =2.4771 y log, 40 = 3.6889

como respuestas aproximadas. (Aqui e = 2.718281....)
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Hay tres clases de logaritmos que revisten una importancia especial: los logaritmos base 10, logaritmos comunes; los
logaritmos base e, logaritmos naturales; y los logaritmos base 2, logaritmos binarios. En algunos textos encontrar

Inx paralog,x y logxologx paralog, X

El término log x significa log,, X, aunque en textos de matematicas avanzadas también se usa para indicar log, X y en
textos de computacion denota log, x.
A menudo s6lo requerira el piso o el techo de un logaritmo binario. Lo que obtendra al considerar las potencias de
2. Por ejemplo,
|log, 100] =6 puestoque 2°=64 y 27 =128

[log, 1000] =9 puestoque 28 =512 y 2°=1024
y asi sucesivamente.

Relacion entre las funciones exponencial y logaritmica

La relacion basica entre las funciones exponencial y logaritmica

f)=b* y g =log,x
es que son inversas entre si; por tanto, las graficas de estas funciones tienen relacion geométrica. Esta relacion se ilus-
tra en la figura 3-5, donde en el mismo sistema de ejes coordenados aparecen las gréaficas de la funcién exponencial
f(x) = 2% la funcién logaritmica g(x) = log, x y la funcién lineal h(x) = x. Puesto que f(x) = 2*y g(x) = log, x son
funciones inversas, también son simétricas respecto a la funcién lineal h(x) = x o, en otras palabras, la linea recta
y=X.

YA
fy =2
h(x)=x
1 g(x) =log, x
_/I >
-1 1 X
1
Figura 3-5

En la figura 3-5 también aparece otra propiedad importante de las funciones exponencial y logaritmica. En especi-
fico, para cualquier c positivo, se tiene

g(c) < h(c) < f(c), esdecir, g(c) <c<f(c)

De hecho, a medida que aumenta el valor de ¢, también incrementa el valor de las distancias verticales h(c) — g(c) y
f(c) — g(c). Ademas, la funcidn logaritmica g(x) tiene un crecimiento muy lento en comparacion con la funcién lineal
h(x), y la funcién exponencial crece muy rapido en comparacion con h(x).

3.5 SUCESIONES, CLASES INDEXADAS DE CONJUNTOS

Las sucesiones Yy las clases indexadas de conjuntos son tipos de funciones especiales que tienen su propia notacion. En
esta seccidn se analizan estos objetos, asi como la notacion de sumatoria.
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Sucesiones

Una sucesion es una funcidn del conjunto N = {1, 2, 3,...} de enteros positivos en un conjunto A. Para indicar la ima-
gen del entero n se usa la notacion a,,. Asf, una sucesion suele denotarse por

a, @, as... 0 {a;;neN} osimplemente ({a,}

Algunas veces el dominio de una sucesion es el conjunto {0, 1, 2,...} de enteros no negativos, en lugar de N. En este
caso nempiezaen Oy noen 1.
Una sucesion finita sobre un conjunto A es una funcion de {1, 2,..., m} en A, y se denota con

ay, 8y,..., Ay,

Algunas veces este tipo de sucesion finita se denomina lista o0 m-adas.

EJEMPLO 3.5

a) Las dos sucesiones siguientes son conocidas:
; 111 -~ ; 1.
i) 15, 3,70 ---que puede definirse mediante a,, = o
s 111 . ; -
ii) 1,5, 7. 3 - que puede definirse mediante b, = 27"
Observe que la primera sucesion empieza en n = 1y que la segunda lo hace en n = 0.

b) La definicién formal de la sucesién importante 1, —1, 1, —1,..., es

a, = (—1)”+1 0, de manera equivalente, por b, = (—1)"

donde la primera sucesion empieza en n = 1y la segunda lo hace en n = 0.

c) Cadenas Suponga que un conjunto A es finito y que A se considera como un conjunto de caracteres o un alfabeto. Entonces una
sucesion finita sobre A se denomina cadena o palabra, la cual se escribe como a,a, ... a,, sin paréntesis. EI nimero m de carac-
teres en la cadena se denomina su longitud. EI conjunto con caracteres cero también es una cadena, que se denomina cadena
vacia o cadena nula. Las cadenas sobre un alfabeto A y sus operaciones se analizaran con detalle en el capitulo 13.

Simbolo de sumatoria, sumas

Aqui se presenta el simbolo de sumatoria " (la letra griega sigma). Considere una sucesion ay, a,, as, .... Entonces se
define lo siguiente:

n n
Yaj=artat-tay Y Y aj=aptaniit-+a
J=1 j=m

La letra j en las expresiones anteriores se denomina indice mudo o variable ficticia. Otras letras que suelen usarse como
variables ficticias son i, k, sy t.

EJEMPLO 3.6

n
Y aibj = aibi +acby + - - + apb,
i=1
5
Y 2=22432 442452 =44+9+16+25=54
j=2
/ n
Yji=1+2+-+n
j=1
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La ultima suma aparece muy a menudo. Su valor es n(n + 1)/2. Es decir,

i+ 1) 50(51)

1+2434---+n > por ejemplo, 1+2+~-+50=T=1275

Clases indexadas de conjuntos

Sea | cualquier conjunto no vacio, y sea S una coleccién de conjuntos. Una funcidn de indexacion de | a S es una fun-
cion f: | — S. Para cualquier i € |, la imagen f(i) se denota por A;. Entonces, la funcion de indexacion f suele denotar-
se por

{Ajli eI} 0o {A;}ie; oOsimplemente {A;}

El conjunto | se denomina conjunto de indexacidn, y los elementos de | se denominan indices. Si f es uno a uno y sobre,
se dice que S esta indexada por I.
Los conceptos de unién e interseccion se definen para clases indexadas de conjuntos como sigue:

UiesA; = {x|x € A; paraalgunai € I} 'y Nje; A; = {x|x € A; paratodai € I}

Cuando | es un conjunto finito se tiene el mismo caso que en la definicién previa de union e interseccion. Sil es N, la
union e interseccion se denotan, respectivamente, como sigue:

AlUAZUA3U--- y AlmAzﬂA‘?)ﬂ...

EJEMPLO 3.7 Seal el conjunto Z de los enteros. Para cada n € Z se asigna el siguiente intervalo infinito en R:
A, ={x[x<n}=(—o0,n]

Para cualquier nimero real a, existen enteros n; y n, tales que n; < a < n,; asi, a € A, pero a ¢ A,,;. Por tanto
acU,A, pero a¢gn,A,

En consecuencia,

U,A,=R pero N,A, =

3.6  FUNCIONES DEFINIDAS EN FORMA RECURSIVA
Se dice que una funcion esta definida en forma recursiva si la definicion de la funcion se refiere a si misma. Para que
la definicion no sea circular, la definicion de la funcion debe poseer las dos propiedades siguientes:

1) Debe haber ciertos argumentos, que se denominan valores base, en los que la funcién no se refiera a si misma.

2) Cada vez que la funcion se refiere a si misma, el argumento de la funcion debe estar mas préximo a un valor
base.

Se dice que una funcién recursiva con estas dos propiedades esta bien definida.
Los ejemplos siguientes aclaran estas ideas.

Funcion factorial

El producto de los enteros positivos desde 1 hasta n, inclusive, se denomina “n factorial”, y se denota con n! Es
decir,

nl=nn-1)n-2)---3-2-1
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También resulta conveniente definir 0! = 1, de modo que la funcién esté definida para todos los enteros no negativos.
Asi:
o0=1 1=1 21=2.1=2, 3=3-2-1=6, 4=4.3-2.1=24

5/=5.4.3.2.1=120, 6!=6-5-4-3-2-1=720
Y asi sucesivamente. Observe que

51=5.41=5.24=120 y 6!=6-5!=6-120=720
Esto es cierto para todo entero positivo n; es decir,

nl=n-(n—1)!

En consecuencia, la funcion factorial también se define como:

Definicion 3.1 (funcion factorial):

a) Sin=0,entoncesn! =1.
b) Sin > 0, entoncesn! =n- (n — 1)!

Observe que la definicidn anterior de n! es recursiva, ya que se refiere a si misma cuando usa (n — 1)! Sin embargo:

1) Elvalor de n! se proporciona explicitamente cuando n = 0 (asf, 0 es un valor base).
2) El valor de n! para una n arbitraria esta en términos de un valor menor que n, mas préximo al valor base 0.

Por consiguiente, la definicion no es circular o, en otras palabras, la funcion esta bien definida.

EJEMPLO 3.8 En la figura 3-6 aparecen los nueve pasos para calcular 4! mediante la definicion recursiva:

Paso 1. Aqui se define 4! en términos de 3!, de modo que es necesario retrasar la evaluacion de 4! hasta que se evale 3! Este
retraso se indica al sangrar el paso siguiente.

Paso 2. Aqui se define 3! en términos de 2!, de modo que es necesario retrasar la evaluacion de 3! hasta que se evalGe 2!
Paso 3. Aqui se define 2! en términos de 1!

Paso 4. Aqui se define 1! en términos de 0!

Paso 5. En este paso es posible evaluar explicitamente 0!, ya que 0 es el valor base de la definicion recursiva.

Pasos 6 a 9. Hay que retroceder, use 0! para encontrar 1!, use 1! para encontrar 2!, use 2! para encontrar 3!y, por dltimo, use
3! para encontrar 4! Este procedimiento se indica con el sangrado “inverso”.

Observe que este procedimiento se lleva a cabo en orden inverso a las evaluaciones originales que fueron retrasadas.

) 31=3-2
3) 2=2-1

@) 1=1-0!

) 0r=1
(©) H=1-1=1
@) 2A=2-1=2

®) 31=3-2=6

(9) 41=4-6=24

Figura 3-6
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NUmeros de nivel

Sea P un procedimiento o una formula recursiva que se usa para evaluar f(X), donde f es una funcién recursiva y X es
la entrada. Con cada ejecucion de P se asocia un nimero de nivel: a la ejecucion inicial de P se asigna el nivel 1; y cada
vez que se ejecuta P debido a una llamada recursiva, su nivel es una unidad mayor que el nivel de la ejecucion que hizo
la Ilamada recursiva. La profundidad de la recursion al evaluar f(X) se refiere al maximo nimero de nivel de P duran-
te su ejecucion.

Asi, considere la evaluacion de 4! en el ejemplo 3.8, donde se usa la férmula recursiva n! = n(n — 1)! El paso 1
pertenece al nivel 1 porque es la primera ejecucion de la férmula. Entonces,

El paso 2 pertenece al nivel 2; el paso 3 pertenece al nivel 3,...; el paso 5 pertenece al nivel 5.

Por otra parte, el paso 6 pertenece al nivel 4 porque es resultado de un regreso desde el nivel 5. En otras palabras, el
paso 6y el paso 4 pertenecen al mismo nivel de ejecucion. En forma semejante,

El paso 7 pertenece al nivel 3; el paso 8 al nivel 2; y el paso 9 al nivel 1.

En consecuencia, al evaluar 4!, la profundidad de la recursion es 5.

Sucesion de Fibonacci

La famosa sucesion de Fibonacci (que se denota con Fy, F;, Fy,...) es:
0, 1, 1, 2, 3, 5 8 13, 21, 34, 55

Es decir, F; = 0y F; = 1y cada término sucesivo es la suma de los dos términos precedentes. Por ejemplo, los dos
términos siguientes de la sucesion son

34 +55=89 y 55+ 89=144

A continuacién se presenta una definicion formal de esta funcién:

Definicién 3.2 (sucesion de Fibonacci):

a) Sin=0,0n=1, entonces F, =n.
b) Sin> 0, entonces F,_, + F,_;.

Es otro ejemplo de definicion recursiva, ya que la definicion se refiere a si misma cuando usa F,_, y F,_;. No
obstante:

1) Los valores base son 0y 1.
2) Elvalor de F, est4 en términos de valores menores que n, mas proximos a los valores base.

En consecuencia, esta funcién esta bien definida.

Funcion de Ackermann

Esta funcién cuenta con dos argumentos, a cada uno de los cuales es posible asignar cualquier entero no negativo; es
decir, 0, 1, 2,.... Esta funcion se define como:

Definicién 3.3 (funcién de Ackermann):

a) Sim =0, entonces A(m,n) =n + 1.
b) Sim # 0 peron =0, entonces A(m, n) = A(m — 1, 1).
c) Sim=£0yn#0,entonces A(m, n) = A(m — 1, A(m, n — 1)).

Una vez mas, se trata de una definicidn recursiva, ya que se refiere a si misma en los incisos b) y ¢). Observe que
A(m, n) s6lo se proporciona de manera explicita cuando m = 0. Los valores base son los pares

0,0), (0,1), (0,2), (0,3), ...,(0,n),
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Aunque no es evidente a partir de la definicién, el valor de cualquier A(m, n) se expresa al final en términos del valor
de la funcion sobre uno o mas de los pares base.

El valor de A(1, 3) se calcula en el problema 3.21. Inclusive este simple caso requiere 15 pasos. En términos gene-
rales, la funcién de Ackermann es demasiado complicada de evaluar en cualquier ejemplo, excepto en uno trivial. La
importancia de esta funcion proviene de su uso en l6gica matematica, y se plantea aqui esencialmente para proporcio-
nar otro ejemplo de una funcién recursiva clasica y mostrar que la parte recursiva de una definicién puede ser compli-
cada.

3.7 CARDINALIDAD

Se dice que dos conjuntos Ay B son equipotentes, tienen el mismo ndmero de elementos o la misma cardinalidad, que
se escribe A ~ B, si existe una correspondencia uno a uno f: A — B. Un conjunto A es finito si A es vacio o si A tiene
la misma cardinalidad que el conjunto {1, 2,..., n} para algun entero positivo n. Un conjunto es infinito si no es finito.
Ejemplos familiares de conjuntos infinitos son los nimeros naturales N, los enteros Z, los nimeros racionales Q y los
nimeros reales R.

Ahora se presenta el concepto de “nimeros cardinales”. Son nimeros que se consideraran como simbolos asigna-
dos a conjuntos de modo que a dos conjuntos se les asigna el mismo simbolo si y sélo si tienen la misma cardinalidad.
El nimero cardinal de un conjunto A se denota por |A|, n(A) o card(A). Aqui se usara |A|.

Para indicar la cardinalidad de conjuntos finitos se utilizan simbolos obvios. Es decir, al conjunto vacio ¢ se asig-
na 0, y al conjunto {1, 2,..., n} se asigna n. Asi, |A| = nsi y sdlo si A tiene n elementos. Por ejemplo,

.y, 2} =3 y 1,357 9} =5

El nimero cardinal del conjunto infinito N de enteros positivos es 8, (“aleph-nada” o “aleph-cero”). Este simbolo
fue introducido por Cantor. Asi, |A| = X, si y s6lo si A tiene la misma cardinalidad que N.

EJEMPLO 3.9 SeaE = {2, 4,6,...} el conjunto de enteros positivos pares. La funcion f: N — E definida por f(n) = 2n es una
correspondencia uno a uno entre los enteros positivos N y E. Por tanto, E tiene la misma cardinalidad que N, de modo que es posi-
ble escribir

[E| =R

Un conjunto con cardinalidad X, es enumerable o infinito numerable. Un conjunto que es finito o enumerable es numerable.
Puede demostrarse que el conjunto Q de nimeros racionales es numerable. De hecho, se tiene el siguiente teorema (que se demues-
tra en el problema 3.13), que se usara ulteriormente.

Teorema 3.2: La union numerable de conjuntos numerables es numerable.
Es decir, si cada conjunto A;, A,, ... es numerable, entonces la siguiente unidn es numerable:
AlUAZUA3U-.-

Un ejemplo importante de un conjunto infinito que es innumerable, que no es numerable, lo proporciona el siguien-
te teorema, que se demuestra en el problema 3.14.

Teorema 3.3: El conjunto I de todos los nimeros reales entre 0 y 1 es no numerable.

Desigualdades y numeros cardinales

A menudo es necesario comparar el tamafio de dos conjuntos. Esto se hace mediante una relacion de desigualdad que
para los nimeros cardinales se define como: para dos conjuntos A y B arbitrarios, |A| < |B| si existe una funcion
f: A — B que es uno a uno. También se escribe

IAl < B si |Al<I[B| pero [A]# B

Por ejemplo, [N| < [I], donde | = {x: 0 < x < 1}, ya que la funcidén f: N — | definida por f(n) = 1/n es uno a uno,
pero |N| # |I| por el teorema 3.3.
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El teorema de Cantor, que se presenta a continuacion y se demuestra en el problema 3.25, establece que los nime-
ros cardinales no estan acotados.

Teorema 3.4 (de Cantor): Para cualquier conjunto A, se tiene |A| < |Potencia(A)| (donde Potencia(A) es el conjunto
potencia de A, la coleccidn de todos los subconjuntos de A).
El siguiente teorema establece que la relacién de desigualdad para nimeros cardinales es antisimétrica.

Teorema 3.5 (de Schroeder-Bernstein): Suponga que Ay B son conjuntos tales que
IAl =Bl 'y [Bl=<IAl
Entonces |A| = |B]|.

En el problema 3.26 se demuestra un planteamiento equivalente de este teorema.

3.8 ALGORITMOSY FUNCIONES

Un algoritmo M es una lista paso a paso finita de instrucciones bien definidas para resolver un problema particular; por
ejemplo, encontrar el resultado f(X) para una funcion dada f con entrada X. (Aqui X puede ser una lista de valores.)
Con frecuencia puede haber més de una forma de obtener f(X), como ilustran los siguientes ejemplos. La eleccion
particular del algoritmo M para obtener f(X) puede depender de la “eficiencia” o “complejidad” del algoritmo; esta
cuestion de la complejidad de un algoritmo M se analiza formalmente en la siguiente seccién.

EJEMPLO 3.10 (Evaluacion polinomial) Suponga, para un polinomio dado, f(x) y un valor x = a, que se desea encontrar f(a);
por ejemplo,

fF)y=2x2—7x°+4x—-15 y a=5
Esto puede hacerse en las dos formas siguientes.
a) (Método directo): Aqui, a =5 se sustituye directamente en el polinomio para obtener
f(5) =2(125) —725) +4(05) —-7=250—-1754+20—-15=80

Observe que hay 3 + 2 + 1 = 6 multiplicaciones y 3 adiciones. En general, la evaluacion de un polinomio de grado n directa-
mente requiere de manera aproximada

nn+1)

n+m—-1)4+---+1= multiplicaciones y n adiciones.

b) (Método de Horner o division sintética): Aqui se vuelve a escribir el polinomio al factorizar sucesivamente x (a la derecha)
como sigue:

f)=@x>—=Tx4+4)x —15=(2x —Dx +4)x — 15
Entonces
O =(3)5+4)5-15=(19)5-15=95-15=280
Para quienes conocen la division sintética, los pasos aritméticos anteriores son equivalentes a la siguiente division sintética:

502 — 7 + 4 — 15
10 + 15 + 95
2 + 3 + 19 + 80

Observe que hay 3 multiplicaciones y 3 adiciones. En general, la evaluacion de un polinomio de grado n con el método de Horner
requiere aproximadamente

n multiplicaciones y n adiciones

Resulta evidente que el método de Horner b) es mas eficiente que el método directo a).
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EJEMPLO 3.11 (Méaximo comun divisor) Sean ay b enteros positivos tales que, por ejemplo, b < a; y suponga que desea
encontrar d = MCD(a, b), el maximo comun divisor de a y b. Esto puede hacerse en las dos formas siguientes.

a) (Método directo): Aqui se encuentran todos los divisores de a; por ejemplo, se prueban todos los nimeros desde 2 hasta a/2,
asi como todos los divisores de b. Luego se elige el maximo comun divisor. Por ejemplo, suponga que a = 258 y b = 60. Los
divisores de a'y b son:

a=258; divisores: 1, 2, 3, 6, 86, 129, 258
a=260; divisores: 1, 2, 3, 4, 5 6, 10, 12, 15 20, 30, 60

En consecuencia, d = MCD(258, 60) = 6.

b) (Algoritmo euclidiano): Aqui se divide a entre b para obtener el residuo r;. (Observe que r; < b.) Luego, b se divide entre el
residuo r; para obtener un segundo residuo r,. (Observe que r, < r;.) Ahora, r; se divide entre r, para obtener un tercer residuo
r;. (Observe que ry < r,.). Se continda hasta dividir r, entre r,; para obtener un residuo r,,,. Puesto que

a>b>r>r>r;... (%)
finalmente se obtiene el residuo r,, = 0. Entonces r,,_; = MCD(a, b). Por ejemplo, suponga que a = 258 y b = 60. Entonces:

1) Al dividir a = 258 entre b = 60 se obtiene el residuo r, = 18.
2) Al dividir b = 60 entre r; = 18 se obtiene el residuo r, = 6.
3) Al dividir r; = 18 entre r, = 6 se obtiene el residuo r; = 0.

Asi, r, = 6 = MCD(258, 60).

El algoritmo euclidiano constituye una forma muy eficiente de encontrar el MCD de dos enteros positivos a 'y b. El
hecho de que el algoritmo termina se concluye a partir de (*). EI hecho de que el algoritmo produce d = MCD(a, b)
no es evidente; este hecho se analizara en la seccion 11.6.

3.9 COMPLEJIDAD DE LOS ALGORITMOS

El andlisis de algoritmos constituye una tarea fundamental en computacion, ya que para comparar algoritmos se
requieren algunos criterios que midan su eficiencia. En esta seccién se aborda este importante tema.

Suponga que M es un algoritmo y que n es el tamafio de los datos de entrada. El tiempo y el espacio que utiliza el
algoritmo constituyen las dos medidas primordiales de la eficiencia de M. El tiempo se mide al contar el nimero de
“operaciones clave”; por ejemplo:

a) Al ordenary buscar se cuenta el nimero de comparaciones.
b) En aritmética, se cuentan las multiplicaciones y se omiten las adiciones.

Las operaciones clave se definen asi cuando el tiempo para efectuar las otras operaciones es mucho menor que o0 es
proporcional al tiempo para realizar las operaciones clave. El espacio se mide al contar el maximo de memoria nece-
saria para el algoritmo.

La complejidad de un algoritmo M es la funcion f(n) que proporciona el requisito de tiempo de ejecucion y/o espa-
cio de almacenamiento del algoritmo en términos del tamafio n de los datos de entrada. A menudo, el espacio de
almacenamiento requerido por el algoritmo es un simple mdaltiplo del tamafio de los datos. En consecuencia, a menos
que se establezca o implique otra cosa, el término “complejidad” se refiere al tiempo de ejecucion del algoritmo.

La funcion de complejidad f(n), que se supone proporciona el tiempo de ejecucion de un algoritmo, suele depender
no solo del tamafio n de los datos de entrada, sino también de los datos particulares. Por ejemplo, suponga que en un
breve relato TEXT en inglés, se desea buscar la primera aparicion de una palabra W de tres letras. Resulta evidente que
si W es la palabra de tres letras “the”, entonces es probable que W ocurra al principio de TEXT, de modo que f(n) sera
pequefa. Por otra parte, si W es la palabra de tres letras “z00”, entonces tal vez W no aparezca en absoluto en TEXT,
de modo que f(n) sera grande.
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El anélisis anterior origina el problema de encontrar la funcion de complejidad f(n) para ciertos casos. Los dos
casos que se suelen investigar en teoria de la complejidad son:

1) Peor caso: el valor maximo de f(n) para cualquier entrada posible.
2) Caso promedio: el valor esperado de f(n).

El analisis del caso promedio supone una cierta distribucion probabilistica para los datos de entrada; un supuesto
posible podria ser que las permutaciones posibles de un conjunto de datos son equiprobables. El caso promedio también
usa el siguiente concepto en teoria de probabilidad. Suponga que los nimeros ny, n,, ..., n, ocurren con probabilidades
respectivas py, P, ..., Py Entonces la expectativa (o esperanza matematica) o valor medio E esta dado por

E=nip+nypy+---+ngpx

Estas ideas se ilustran a continuacion.

Busqueda lineal

Suponga que un arreglo lineal DATA contiene n elementos y que se proporciona un ITEM especifico de informacion.
Lo que se desea encontrar es la ubicacion LOC de ITEM en el arreglo DATA, o enviar algin mensaje, como LOC =
0, para indicar que ITEM no aparece en DATA. El algoritmo de blsqueda lineal resuelve este problema al comparar
ITEM, uno por uno, con cada elemento de DATA. Es decir, ITEM se compara con DATA[1], luego con DATA[2], y asi
sucesivamentese continda, hasta que se encuentra LOC tal que ITEM = DATA[LOC].

La complejidad del algoritmo de busqueda esta dada por el nimero C de comparaciones entre ITEM y DATA[K].
Se busca C(n) para el peor caso y para el caso promedio.

1) Peor caso: resulta evidente que el peor caso ocurre cuando ITEM es el Gltimo elemento en el arreglo DATA o0 no
se encuentra ahi en absoluto. En cualquier situacidn se tiene

C(n)=n
En consecuencia, C(n) = n es la complejidad del peor caso del algoritmo de blsqueda lineal.

2) Caso promedio: aqui se supone que ITEM aparece en DATA, y que tiene igual probabilidad de ocurrencia en cual-
quier posicion del arreglo. Por consiguiente, el nimero de comparaciones puede ser cualquiera de los nimeros 1,
2,3,...,n,y cada nimero ocurre con probabilidad p = 1/n. Entonces

1 1 1
Cn)y=1-—+2-—+---+n-—
n n n

1
=042+ 4n)
nn+1) 1_n+1

T2

2 n

Esto coincide con la idea intuitiva de que el nimero medio de comparaciones necesarias para encontrar la ubicacion
de ITEM es aproximadamente igual a la mitad del nimero de elementos en la lista DATA.

Observacion: El analisis de la complejidad del caso promedio de un algoritmo suele ser mucho mas dificil que el del
peor caso. Ademas, la distribucion probabilistica que se supone para el caso promedio tal vez no sea valida para situa-
ciones reales. En consecuencia, a menos que se establezca o implique otra cosa, la complejidad de un algoritmo signi-
ficara la funcion que proporciona el tiempo de ejecucion del peor caso en términos del tamafio de los datos de entrada.
Este supuesto no es demasiado solido, ya que la complejidad del caso promedio para muchos algoritmos es proporcio-
nal a la complejidad del peor caso.
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Tasa (0 razon) de crecimiento: notacion O grande

Suponga que M es un algoritmo y que n es el tamafio de los datos de entrada. Resulta evidente que la complejidad f(n)
de M crece cuando n aumenta; por lo que el analisis mas comun es la tasa o razén de crecimiento de f(n), que se obtie-
ne al comparar f(n) con alguna funcién estandar, como

logn, n, nlogn, n% nd 2"

Las razones de crecimiento para estas funciones estandar aparecen en la figura 3-7, que proporciona sus valores
aproximados para ciertos valores de n. Observe que las funciones se presentan en orden ascendente de sus razones de
crecimiento: la funcién logaritmica log, n crece mas lentamente, la funcién exponencial 2" crece mas rapido, y las
funciones polinomiales n° crecen segln el exponente c.

g(n)
n logn | n | nlogn | n? n® 2"
5 3 5 15 25 | 125 32
10 4 10 40 100 | 108 10°
100 7 100 700 10* | 10° 10%°
1 000 10 10° 10 108 | 10° | 10%

Figura 3-7 Tasa de crecimiento de funciones estandar

La forma de comparar la funcion de complejidad f(n) con una de las funciones estandar es mediante la notacién
funcional “O grande ”; a continuacion se da su definicién formal:

Definicién 3.4: Sean f(x) y g(x) funciones arbitrarias definidas sobre R o0 un subconjunto de R. Si “f(x) es de orden
g(x)”, se escribe como

f(x) = O(g(x))
si existen un namero real k y una constante positiva C tales que, para toda x > k, se tiene
[f ()] < Clg(x)]

En otras palabras, f(x) = O(g(x)) si un multiplo constante de |g(x)| excede a |f(x)| para toda x mayor que algin
ntmero real k.
También se escribe:

f(x) =h(x)+ O0(g(x)) cuando f(x) —h(x) = O(g(x))

(Lo anterior se denomina notacién “O grande " puesto que el significado de f(x) = o(g(x)) es completamente diferente.)
Ahora considere un polinomio P(x) de grado m. En el problema 3.24 se demuestra que P(x) = O(x™).
Asi, por ejemplo,

7x2—9x+4=0@x% vy 8x%—576x?+832x —248 = 0(x)

Complejidad de algoritmos bien conocidos

Si se supone que f(n) y g(n) son funciones definidas sobre los enteros positivos, entonces

f(n) = O(g(n)

significa que f(n) esta acotada para un multiplo constante de g(n) para casi toda n.
Para indicar la conveniencia de esta notacién se proporciona la complejidad de ciertos algoritmos de busqueda y
ordenamiento bien conocidos en computacion:

a) Busqueda lineal: O(n) ¢) Ordenamiento burbuja: O(n?)
b) Busqueda binaria: O(log n)  d) Ordenamiento por mezcla: O(n log n)
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PROBLEMAS RESUELTOS

FUNCIONES

3.1

3.2

3.3.

Sea X = {1, 2, 3, 4}. Determine si cada relacién sobre X es una funcion de X en X.

a) f={(23).(14).,(21).3,2),(44)}

b) 9={@G 1), (4 2), (1 1}

) h={21),6 4. 14 21,44

Recuerde que un subconjunto f de X x X es una funcién f: X — X si y solo si cada a € X aparece como primera coordena-
da en exactamente un par ordenado en f.

a) No. Dos pares ordenados diferentes (2, 3) y (2, 1) en f tienen el mismo ndmero, 2, como su primera coordenada.

b) No. El elemento 2 € X no aparece como la primera coordenada en ningln par ordenado en g.

c) Si. Aunque 2 € X aparece como la primera coordenada en dos pares ordenados en h, estos pares ordenados son igua-
les.

Dibuje la gréafica de: a) f (x) =x2 + x — 6; b) g(x) = x> — 3x? — x + 3.

Se hace una tabla de valores para x y luego se encuentran los valores correspondientes de la funcion. Puesto que las funcio-
nes son polinomios, los puntos se trazan en un sistema de coordenadas y luego se dibuja una curva lisa continua que pase
por los puntos. Vea la figura 3-8.

x| [ x| g
-4 6 -2 -15
-3 0 -1 0
) -4 0 3
-1 -6 1 0
0 -6 2 -3
1 -4 3 0
2 0 4 | -I5
3 6
Gréaficade f=x>+x-6 Gréficade g =x*-3x>—x+3

Figura 3-8

SeaA=1{a,b,c},B={x,y,2},C={rs,t}. Seanf: A— By g: B— C definidas por:

f={@y®x),ny y g={x9, 00,k
Encuentre: a) la composicién de funciones g o f: A — C; b) Im(f), Im(g), Im(g o f).

a) Use la definicion de composicion de funciones para calcular:
(gof)(a@) =g(f(a)) =g(y) =1
(o)) =g(f(b)) =gx) =s
(gof)(e) =g(f(e) =g(y) =t
Esdecirgo f={(a, 1), (b, s), (c, 1)}.
b) Obtenemos los puntos imagen (0 segundas coordenadas):
Im(f) ={x, vy}, Im(g) ={r.s, 1}, Im(gof)={s,1}
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Sean f: R — Ry g: R — R definidas por f(x) = 2x + 1y g(X) = x* — 2. Encuentre la férmula para la compo-
sicion de funciones g o f.

g o f se calcula como sigue: (gof)(x) = g(f(x)) = gx + 1) = (2x + 1)2 — 2 = 4x2 + 4x — 1.
Observe que se obtiene la misma respuesta al escribir

y=f®=204+1y z=g0) =) -2
y luego se elimina y de ambas ecuaciones:

z=y2—2=(2x+1)2—2=4x2+4x—1

FUNCIONES UNO A UNO, SOBRE E INVERTIBLES

3.5.

3.6

Sean las funciones f: A — B, g: B — C, h: C — D definidas por la figura 3-9. Determine si cada funcién es:
a) sobre, b) uno a uno, c) invertible.

Figura 3-9

a) Lafuncién f: A — B no es sobre puesto que 3 € B no es la imagen de ningln elemento en A.

La funcién g: B — C no es sobre puesto que z € C no es la imagen de ningln elemento en B.

La funcién h: C — D es sobre puesto que todo elemento en D es la imagen de algin elemento de C.
b) Lafuncionf: A — B noesunoauno puesto que ay b tienen la misma imagen, 2.

La funcién g: B — C es uno a uno puesto que 1, 2 y 3 tienen imagenes distintas.

La funcion h: C — D no es uno a uno, ya que x y z tienen la misma imagen, 4.
c) Ninguna funcién es uno a uno ni sobre; por tanto, ninguna funcién es invertible.

Considere | rmtin—123456 —123456ns
onsidere las permutaciones o = | 5 ¢ 4, 5 1 5 JYT=| 5 4 5 5 3 1 )5

Encuentre: a) la composicion too; b) o2,

a) Observe que o manda el 1 en el 3y que  manda el 3 en el 6. Asi que la composicién oo manda 1 a 6. Es decir
(tr o 0)(1) = 6. Ademas, T o o manda el 2 en el 6 en el 1; es decir, (t o 0)(2) = 1. En forma semejante,

M(too)3)=5 (too)d)=3, (ro0)=2 (roo)6)=4

Asi,
(12 3 456
t°9=\16 15 3 2 4

b) EIl 1 se busca en el segundo renglén de o. Observe que o manda el 5 en el 1. Por tanto, o~1(1) = 5. El 2 se busca en el
segundo renglén de o. Observe que o manda el 6 en el 2. Por tanto, o~1(2) = 6. En forma semejante, o X(3) = 1, o~ (4)

=3,0745) =4, 07(6) = 2. Asi,
4 (123 456
s 6 13 4 2
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3.7 Considere las funciones f: A— By g: B — C. Demuestre lo siguiente:

a) Sifygsonuno auno, entonces la composicidn de funciones g o f es uno a uno.
b) Sify g son funciones sobre, entonces g o f es una funcién sobre.

a) Suponga (g o f)(x) = (g o f)(y) entonces g(f(x)) = g( f)(y)). Asi, f(x) = f(y) porque g es uno a uno. Ademas, x =y
porque f es uno a uno. En consecuencia, g o f s uno a uno.
b) Sea c cualquier elemento arbitrario de C. Puesto que g es sobre, existe una b € B tal que g(b) = ¢. Como f es sobre,
existe una a € A tal que f(a) = b. Pero entonces
(9of)(@) =9(f(a)) =g(b) =c
Por tanto, todo ¢ € C es la imagen de algln elemento a € A. En consecuencia, g o f es una funcién sobre.

3.8  Seaf: R — Rdefinida por f(x) = 2x — 3. Ahora f es uno a uno y sobre; por tanto, f tiene una funcion inversa
f -1 Encuentre una formula para f 2.

Seay la imagen de x bajo la funcion f:

y=f(x)=2x—3
Por consiguiente, x es la imagen de y bajo la funcién inversa f ~*. Se despeja x en términos de y en la ecuacion anterior:
X=(y+3)/2
Entonces f ~1 (y) = (y + 3)/2; y se sustituye por x para obtener
-1 _ x + 3
= >

que es la formula para f ~* con la variable independiente x de costumbre.

3.9  Demuestre la siguiente generalizacion de la ley de DeMorgan: Para cualquier clase de conjuntos {A;} se tiene
(Ui Ap)° =N A7
Se tiene:
x € (UiA)® siix ¢ UiA;, siiY, el x g A, siiV; el xeAY, siixenAf
En consecuencia, (U; A;)¢ = N; AS. (Aqui se han usado las notaciones légicas sii por “si y s6lo si” y V por “para todo”).

CARDINALIDAD

3.10 Encuentre el nimero cardinal de cada conjunto:
a) A={ab,c,...,y,2} c¢) C=1{10, 20, 30, 40,...}.
b) B={x|xeN,x?=5}, d) D={6,7,8,9,...}.
a) |Al =29, puesto que en el alfabeto espafiol hay 29 letras.
b) |B| = 0 puesto que no existe ningln entero positivo cuyo cuadrado sea 5; es decir, B es vacio.
c) |C| =R, porque f: N — C, definida por f(n) = 10,, es una correspondencia uno a uno entre N y C.
d) |D| =R, porque g: N — D, definida por g(n), = n + 5 es una correspondencia uno a uno entre N y D.

3.11 Demuestre que la cardinalidad del conjunto Z de enteros es R,

El siguiente diagrama muestra una correspondencia uno a uno entre Ny Z:

N= 12 3 4 5 6 17

8
T T
Z= 0 1 -1 2 -2 3 -3 4

Es decir, la siguiente funcion f: N — Z es uno a uno y sobre:
| n/2 Si n es par
fy = { (1—n)/2 sinesimpar"/2
En consecuencia, |Z] = [N| = R,
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Sean A, A,, ..., conjuntos finitos numerables. Demuestre que la union S = U; A; es numerable.

En esencia, se enumeran los elementos de A, luego se enumeran los elementos de A, que no pertenecen a A;; después los
elementos de A; que no pertenecen a A; 0 A,; es decir, que no han sido enumerados, y asi en lo sucesivo. Puesto que los A;
son finitos, siempre es posible enumerar los elementos de cada conjunto. Este proceso se efectlia formalmente como
sigue.

Primero se definen los conjuntos By, B,, ..., donde B; contiene los elementos de A; que no pertenecen a los conjuntos
precedentes; es decir, se define

Bi=A1 y Br=A\(A1UA2U---UAr_1)
Entonces los B; son ajenos y S = U; B;. Sean by;, by, ..., bjr, los elementos de B;. Entonces S = {bj}. Sea f =S — N defini-
da como sigue:
f@ij)=mi+my+---+mi_1+j

Si S es finito, entonces S es numerable. Si S es infinito, entonces f es una correspondencia uno a uno entre Sy N. Por tanto,
S es numerable.

Demuestre el teorema 3.2: una union numerable de conjuntos numerables es numerable.

Suponga que A;, Ay, A, ..., es una coleccion de conjuntos numerables. En particular, suponga que a;;, a,, &3, ... Son los
elementos de A;. Los conjuntos B,, B;, By, ..., se definen como sigue:

By ={ajj i+ j =k}
Por ejemplo, Bg = {a;5, 8,4, 833, 815, 851}. Observe que cada B, es finito y que
S=U;jA; = Uy By
Por el problema precedente, U, B, es numerable. Entonces S = U; A; es numerable y se ha demostrado el teorema.

Demuestre el teorema 3.3: el conjunto | de todos los nimeros reales entre 0 y 1 inclusive es no numerable.

Resulta evidente que | es infinito, ya que contiene a 1, % % .... Suponga que | es enumerable. Entonces existe una corres-

pondencia uno a uno f: N — 1. Sea f(1) = a,, f(2) = a,,...; es decir, | = {a;, a,, a;,...}. Los elementos a,, a,,... se
escriben en una columna y cada uno se expresa en su notacion decimal:

ay = 0.x11X12X13X14 - - -
ar = 0.x21X22X23X24 . . .
a3 = 0.x31x32X33X34 . . .
ag = 0.xX41X42X43X44 - - -
donde x;; € {0, 1, 2,..., 9}. (Cuando un numero se expresa en dos notaciones decimales diferentes, por ejemplo 0.2000000
= 0.1999999, se escoge el desarrollo que termina con nueves.)
Sea b = 0.y;Y,y3Y,. .. el nimero real obtenido como sigue:
)1 osixi#L
Yi = 2 si Xijj = 1
Luego, b € 1. Pero

b # a1 porque y1 # x11

b # ap porque yp # x22

b # a3 porque y3 # x33
En consecuencia, b no pertenece a | = {a,, a,, ...}. Esto contradice el hecho de que b € I. Por tanto, la hip6tesis de que I es
enumerable debe ser falsa, de modo que | es no numerable.

FUNCIONES MATEMATICAS ESPECIALES

3.15

Encuentre: a) | 7.5/, |—7.5], |—18]; b) [7.5], [-7.57, [—18].

a) Por definicion, [x] denota el mayor entero que no excede a x, de modo que [7.5]| =7, |-7.5] = —8.
b)  Por definicion, [x] denota el menor entero que no es menor que X, de modo que [7.571 =8, [-7.5] = -7, [-18] =
—18.
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3.16

3.17

3.18

3.19

Encuentre: @) 25 (mod 7); b) 25 (méd 5); c¢) —35 (mdd 11); d) —3 (mdd 8).

Cuando k es positivo, simplemente se divide k entre el moédulo M para obtener el residuo r. Asi, r = k(mod M). Si k es
negativo, || se divide entre M para obtener el residuo r’. Entonces k(méd M) = M — r’ (cuando r’ # 0). Asi:

a) 25(méd7)=4

b) 25(méd5)=0

c) —-3vpmMéd1l)=11-2=9

d) —3(méd8)=8-3=5

Evaluar mddulo M = 15:a) 9+ 13; b) 7+ 11;¢c) 4 — 9; d) 2 — 10.

Use a + M = a(mo6d M):

a) 9+413=22=22-15=7
by 74+11=18=18-15=3
c) 4—-9=-5=-54+15=10
d) 2-10=-8=-8+15=7

o n! n+2)!
Simplifique: ; .
implifique: a) (n—l)!'b) y
n! _n(n—l)(n—Z)---S-Z-l_ . n! _n(n—l)!_
D DT i Dm_2. 321 O simplemente, T = o =
n+2)!  (n+2)(n+Dn!

b) =n+2(n—1)=n’+3n+2

n! n!

Evalle: a) log, 8; b) log, 64; c) log,, 100; d) log;, 0.001.
a) log, 8 =3 puesto que 2° =8

b) log, 64 = 6 puesto que 2° = 64

¢) logy, 100 = 2 puesto que 102 = 100
d) log,,0.001 = —3 puesto que 10~ = 0.001

FUNCIONES RECURSIVAS

3.20

3.21

Sean a y b enteros positivos, y suponga que Q se define recursivamente como sigue:

0 sia<b
Q(“’Z”Z{ Q@a—bb+1 sib<a

a) Encuentre: i) Q(2, 5); ii) Q(12, 5).
b) ¢Qué hace esta funcion Q? Encuentre Q(5861, 7).

a) 1) Q(2,5)=0puestoque 2 <5.

i) 0(12,5) = Q7,5 +1
=[02,5+1]14+1=0(2,5+2
=04+2=2
b) Cadavez que b se resta de a, el valor de Q aumenta 1. Por tanto, Q(a, b) encuentra el cociente cuando a se divide entre
b. Asi, Q(5861, 7) = 837.

Use la definicidn de la funcién de Ackermann para encontrar A(1, 3).

En la figura 3-10 se muestran los 15 pasos para evaluar A(1, 3).

El sangrado hacia delante indica que se retrasa una evaluacion y se vuelve a la definicion, y el sangrado hacia atras indica
que se retrocede. Observe que el inciso a) de la definicion se utiliza en los pasos 5, 8, 11y 14; el inciso b), en el paso 4; y
el inciso c), en los pasos 1, 2 y 3. En los otros pasos se retrocede con las sustituciones.
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(1) A(1,3)=4(0,4(1,2) ©9) A(1,1)=3
() A(1,2)=4(0,4(1, 1)) (10) A(1,2)=4(0,3)
©) A(1,1)=4(0,4(1,0)) (11) A4(0,3)=3+1=4
4) A(1,00=4(0,1) (12) A(1,2)=4
©) 40, H)=1+1=2 (13) 4(1,3)=4(0,4)
(6) A(1,0)=2 (14) A4(0,4)=4+1=5
(7 A(1,1)=4(0,2) (15) 4(1,3)=5
®) 4(0,2)=2+1=3
Figura 3-10

PROBLEMAS DIVERSOS

3.22  Encuentre el dominio D de cada una de las siguientes funciones de evaluacién real de variable real:

@) f() =14 o) flx)=~v25-x2

b) f(x)=x2—3x—4 d) x?donde0<x <2

Cuando una funcién de valuacion real de una variable real esta definida por una férmula f(x), entonces el dominio D cons-
ta del mayor subconjunto de R para el que cual f(x) esta definida y es real, a menos que se especifique otra cosa.

a) fno esta definida para x — 2 = 0; es decir, cuando x = 2; por tanto D = R\{2}.

b) festa definida para todo nimero real; por tanto, D = R.

c) fno esta definida cuando 25 — x? es negativo; por tanto D = {—5,5} = {x | — 5 < x < 5}.

d) Aqui, el dominio de f esta dado explicitamente como D = {x | 0 < x < 2}.

3.23  Paracualquier n € N, sea D,, = (0, 1/n) el intervalo abierto de 0 a 1/n. Encuentre:
a) D;uUD, b)D;ND,; c¢)D;uD; d)DsnND,.

a) Puesto que (0, 1/3) es un superconjunto de (0,1/7), Dy U D, = Ds.
b)  Puesto que (0, 1/20) es un subconjunto de (0,1/3), D3 N Dyy = Dy,

c) Sea M = min(s, t); es decir, el menor de los dos nimeros s y t; entonces Dy, es igual a D, 0 D, y contiene al otro como
subconjunto. Por tanto, Dg N D, = Dy,.

d) Sea M = max(s, t); es decir, el mayor de los dos nimeros s y t; entonces Dg N Dy = Dy,

3.24  Suponga que P(n) = a, + a,n + a,Nn, +- - - 4 a,;n” tiene grado m. Demuestre que P(n) = O(n™).

Sea by = |ag|, by = |a1l, ..., bm = |an|. Entonces para n > 1,

p(n)§b0+b1n+b2n2+"'+bmnm=(579,—}—
< (bo+b1 4 +bp)n™ = Mn™

) L

nm

donde M = |ag| + |a1| + - - - + |am|. Por tanto P(n) = O(n™).
Por ejemplo, 5x° + 3x = O(x%) y x* — 4000000x> = O(x°).

3.25 Demuestre el teorema 3.4 (Cantor): |A| < |Potencia(A)| (donde Potencia(A) es el conjunto potencia de A).

La funcién g: A — Potencia(A) definida por g(a) = {a} es claramente uno a uno; por tanto, |A| < |Potencia(A)|.

Si se demuestra que |A| # |Potencia(A)|, entonces se concluye el teorema. Se supone lo contrario; es decir, se supo-
ne que |A| = |Potencia(A)| y que f: A — Potencia(A) es una funcién que es tanto uno a uno como sobre. Sea a € A que se
denomina “mal” elemento si a ¢ f(a), y sea B el conjunto de los malos elementos. En otras palabras,

B={x:x€A, x¢ f(x)}

Asi, B es un subconjunto de A. Puesto que f: A — Potencia(A) es sobre, existe b € A tal que f(b) = B; ¢b es un “mal”
elemento o un “buen” elemento? Si b € B, entonces por definicion de B, b ¢ f(b) = B, lo cual es imposible. En forma
semejante, si b ¢ B, entonces b € f(b) = B, lo que también es imposible. Por tanto, la hip6tesis original de que |A| =
|Potencia(A)| ha llevado a una contradiccion. Entonces, la hipotesis es falsa, de modo que el teorema es verdadero.
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3.26  Demuestre el siguiente planteamiento equivalente del teorema 3.5 de Schroeder-Bernstein:
Supongaque X 2 Y 2 X; y X =~ X;. Entonces Y > Y.

Puesto que X ~~ X, existe una correspondencia uno a uno (biyeccion) f: X — X;. Puesto que X 2 'Y, la restriccion de
fa'Y, que también se denota por f, también es uno a uno. Sea f(Y) = Y;. Entonces Y y Y; son equipotentes,

X2Y2X;2Y,
yf:Y — Y, es biyectiva. Pero ahoraY 2 X; 2 Y; y Y 2~ Y;. Por razones semejantes, X; y f(X;) = X, son equipotentes.
X2Y2X;2Y,2X,

y f: X; — X, es biyectiva. En consecuencia, existen conjuntos equipotentes X, X;, X,,..., y conjuntos equipotentes Y, Yy,
Y, ..., tales que

X2Y2X12Y12X2n2X32732 -

y i Xy = Xp1 ¥ f1 Yy — Y1 son biyectivas.
Sea

B=XNYNX NY|NX,NYyN---
Entonces

X=X\Y)UM\XDUX\Ypu---uB
Y =M\XDUXN\YDUT\Xp)U---UB

Ademas, X\Y, X;\Yq, X;\Y,, ..., son equipotentes. De hecho, la funcion

FiX\Ye) = X1\ Y1)

€S uno a uno y sobre.
Considere la funcion g: X — Y definida por el diagrama en la figura 3-11. Es decir,

f(x) sixeXp\Yrox e X\Y

g(x)={ x SixeYi\XroxeB

Entonces g es uno a uno y sobre. En consecuencia, X >~ Y.

Figura 3-11

PROBLEMAS SUPLEMENTARIOS

FUNCIONES

3.27 SeaW = {a, b, ¢, d}. Decida si cada uno de los siguientes conjuntos de pares ordenados es una funcion de W en W.

a) {(b,a), (c,d), d,a), (c,d) (a.d)} ¢ {(a,b), (b,b), (c,d), (d, b)}
b) {(d.d), (c.a), (a,b), (d,b)} d {@a), ((ba), (ab), (c.d)}

3.28 SeaV=1{1,2, 3,4} Para las siguientes funciones f: V — Vy g: V — V; encuentre:
a)fog;b)go f;c)fo f:
f=1{(173).(21),.3.4. 43} v 9={(12),(23),3 1), (41)}

3.29  Encuentre la composicion de funciones h o g o f para las funciones en la figura 3-9.
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PROBLEMAS SUPLEMENTARIOS 67

FUNCIONES UNO A UNO, SOBRE E INVERTIBLES

3.30  Determine si cada funcion es uno a uno.

a) A cada persona en la Tierra se asigna el nimero que corresponde a su edad.

b) A cada pais en el mundo se asignan la latitud y la longitud de su capital.

c) A cada libro escrito por un solo autor se asigna el autor.

d) A cada pais en el mundo que tiene un primer ministro se asigna su primer ministro.

3.31  Seanlas funciones f, g, hde V = {1, 2, 3, 4} en V definidas por: f(n) =6 — n, g(n) = 3, h = {(1, 2), (2, 3), (3, 4), (4, 1)}.
Decida cuales funciones son:
a) unoauno; b)sobre; c)ambas; d)niunoauno nisobre.

3.32  Sean las funciones f, g, h de N en N definidas por f(n) = n + 2, b) g(n) = 2", h(n) = nGmero de divisores positivos de n.
Decida cuales funciones son:

a)unoauno; b)sobre; c)ambas; d) niunoauno nisobre; e)encuentre h'(2) = {x/h(x) = 2}.

3.33  Decida cudles de las siguientes funciones son: a) uno a uno; b) sobre; ¢) ambas; d) ni uno a uno ni sobre.

1) f: Z2 — Z donde fn,m)=n—m; 3)h:Z x (Z\0) — Qdonde h(n,m) =n/m;
2) g Z2 — 72 donde gn,m)=(m,n); dHk2Z— Z2 donde k(n) = (n, n).

334 Seaf: R — R definida por f(x) = 3x — 7. Encuentre una formula para la funcién inversa f~: R — R.

1 2 3 456
2 56 134

Encuentre: a) too; b)oot; ¢)o% d)oh e)rt

1 2 3 456

3.35  Considere las permutaciones o = ( T = < 6 4 3 1 2 5 )en S6-

PROPIEDADES DE LAS FUNCIONES

3.36  Demuestre: suponga que f: A — By g: B — Asatisfacen g o f = 1,. Entonces f es uno a uno y g es sobre.

3.37  Demuestre el teorema 3.1: una funcion f: A — B es invertible si y s6lo si f es uno a uno y sobre.

3.38  Demuestre: suponga que f: A — B es invertible con funcién inversa f~1: B — A. Entonces f~tof =1,y fof 1 =1
3.39  Supongaquef:A— Besunoaunoyqueg:A— Bessobre. Sea x un subconjunto de A.

a) Demuestre que f1,, la restriccion de f en x es uno a uno.
b) Demuestre que g1, no necesita ser sobre.

3.40 Paratodan € N, considere el intervalo abierto A, = (0, 1/n) = {x|0 < x < 1/n}. Encuentre:
a) ApUAg; CU(A;lield); e)U(4;li e K);
by A3NA7, d)NA;lield); f)N(4;]i € K).

donde J es un subconjunto finito de N y K es un subconjunto infinito de N.

3.41 Paratodan e N,seaD,={n,2n,3n,...,} = {multiplos de n}.

a) Encuentre: i) D, N Dy; ii) Dg N Dg; iii) D3 N Dyy; iv) D3 U Dyy.
b) Demuestre que N(D;|i € K) = ¢ donde K es un subconjunto infinito de N.

3.42  Considere una clase indexada de conjuntos {A;|i € I}, un conjunto B y un indice iy en I.

Demuestre: a) BN (U; A) =U; BN A); b) N (Aliel) SAy CUMA; [T €l).
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NUMEROS CARDINALES

3.43  Encuentre el nimero cardinal de cada conjunto: a) {x|x es una letra de “BASEBALL”}; b) Conjunto potencia de A =
{a,b,c, d,e};c) {x|x*=9, 2x = 8}.

3.44  Encuentre el nimero cardinal de:

a) Todas las funcionesde A= {a, b,c,d }enB ={1, 2, 3, 4, 5};
b) Todas las funciones de P en Q, donde |[P| =ry |Q| =s;

c) Todas las relaciones sobre A = {a, b, c, d};

d) Todas las relaciones sobre P donde |P| =r.

3.45 Demuestre:

a) Todo conjunto infinito A contiene un subconjunto enumerable D.

b) Cada subconjunto de un conjunto enumerable es finito o enumerable.
c) Si Ay B son enumerables, entonces A x B es enumerable.

d) El conjunto Q de nimeros racionales es enumerable.

3.46  Demuestre: a) |A x B| = |B x A[; b) si A C B entonces |A| < |BJ; c) si |A| = |B] entonces P(A)| = |P(B)|.

FUNCIONES ESPECIALES

3.47  Encuentre: a) [13.2], |—0.17], [34], b) [13.27, [—0.177, [34].
3.48  Encuentre:

a) 29 (mad 6);

b) 200 (méd 20);
c) 5(mod 12);

d) —347 (mod 6);
e) —555(mod 11).

3.49  Encuentre: a) 3! + 4!; b) 3! (3! 4 2!); c) 6!/5!; d) 30!/28!
3,50 Evalle: a) log, 16; b) log, 27; c) log,, 0.01.

PROBLEMAS DIVERSOS

3.51  Seanun entero. Encuentre L(25) y describa qué hace la funcién L, donde L esté definida por:

0 sin=1

“m:{LqmaH4 sin>1

3.52  Seanay b enteros. Encuentre Q(2, 7), Q(5, 3) y Q(15, 2), donde Q(a, b) esta definido por:

5 sia <b
Q(a,b)={ Q@—b,b+2)+a sia>b

3.53  Demuestre: el conjunto P de todos los polinomios p(x) = ag+ajx+- - -+a}' con coeficientes enteros (es decir, donde ay,
ay, ..., &, Son enteros) es enumerable.

Respuestas a los problemas suplementarios

3.27 a) Si; b) no; c) si; d) no. 3.29  {(a 4), (b, 6), (c, )}

328 a){(1,1),(24),@3 3), 43}, 3.30 a) No; b) sf; ¢) no; d) si.
b) {(1,1), (2.2), 3, 1), (4 1}, . . .
0) (L 4), (2.3). (3, 3), (4, 4)} 331 a)f,h;b)f h;c)f h;d)g.
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3.32

3.33
3.34
3.35

3.40

3.41
3.43

a) f, g; b) h; ¢) ninguna; d) ninguna; e) {todos los nime-
ros primos}.

a) g, k; b) f, g, h; ¢) g; d) ninguna.
100 = (x + 7)/3

a) 425631; b) 416253; c) 534261; d) 415623; €)
453261,

a) A, b) A;; c) A, donde r es el menor entero en J; d)
A,, donde s es el mayor entero en J; e) A, donde r es el
menor entero en K; f) .

i) D,; ii) Dyy; iii) Dyy; iv) Ds.
a)5;b) 2°=132;¢)0.

3.44
3.47
3.48
3.49
3.50
3.51

3.52
3.53

PROBLEMAS SUPLEMENTARIOS 69

a) 5= 625; b) s"; c) 2'6 =65 536; d) 2.

a) 13, —1, 34; b) 14, 0, 34.
a)5;b)0;c)2;d)6—-5=1;e)11 —5=6.
a) 30; b) 48; c) 6; d) 870.

a)4;b)3;c)—2.

L(25) = 4. Cada vez que n se divide entre 2, el valor de
L aumenta 1. Asi, L es el mayor entero tal que 2~ < N.
Entonces L(n) = [log, n].

Q(2,7) =5,Q(5, 3) = 10, Q(15, 2) = 42.

Sugerencia: Sea P, el conjunto de polinomios p(x) tal
que m < ky cada |g;| < k. P esfinitoy P =U, P,.
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Logica y calculo
de proposiciones

CAPITULO

4.1 INTRODUCCION

En muchos algoritmos y demostraciones se usan expresiones l6gicas como:
“SIp ENTONCES” o *“sip;Y p, ENTONCES g; O q,”

Por consiguiente, es necesario conocer los casos en que estas expresiones son VERDADERAS o FALSAS; es decir,
conocer el “valor de verdad” de tales expresiones. Estos temas se analizan en este capitulo.

También se investiga el valor de verdad de declaraciones cuantificadas, que son proposiciones en las que se usan
los cuantificadores l6gicos “para todo” y “existe”.

4.2 PROPOSICIONES Y DECLARACIONES COMPUESTAS

Una proposicion (o declaracion) es una afirmacion declarativa que es falsa o verdadera, pero no ambas. Considere, por
ejemplo, las seis oraciones siguientes:

i) El hielo flota en el agua.
ii) China esta en Europa.
i) 2+2=4.
iv) 2+2=5.

v) ¢A dénde vas?
vi) Haz tu tarea.

Las cuatro primeras son proposiciones; las dos ultimas, no. También, i) y iii) son verdaderas, pero ii) y iv) son falsas.

Proposiciones compuestas

Muchas proposiciones son compuestas; es decir, estdn compuestas de subproposiciones y varios conectivos que se
analizaran dentro de poco. Estas proposiciones se denominan proposiciones compuestas. Se dice que una proposicion
es primitiva si no es posible separarla en proposiciones mas simples; es decir, si no es compuesta.

Por ejemplo, las proposiciones anteriores i) a iv) son primitivas. Por otra parte, las dos siguientes proposiciones son
compuestas:

“Las rosas son rojas y las violetas son azules” y “Juan es inteligente o estudia cada noche”.

70
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4.3 OPERACIONES LOGICAS BASICAS 71

La propiedad fundamental de una proposicion compuesta es que su valor de verdad lo determinan los valores de
verdad de sus subproposiciones junto con la forma en que se conectan para formar las proposiciones compuestas.
En la siguiente seccién se estudian algunos de estos conectivos.

4.3 OPERACIONES LOGICAS BASICAS

En esta seccion se analizan las tres operaciones logicas basicas de conjuncién, disyunciény negacion que corresponden,
respectivamente, a las palabras “y”, “0” y “no” en lenguaje coloquial.

Conjuncién,p A Q

Dos proposiciones arbitrarias se combinan mediante la palabra “y” para formar una proposicién compuesta que se
denomina conjuncion de las proposiciones originales. Se escribe asi:

pAqQ
que se lee “py q”, denota la conjuncién de p y g. Puesto que p A ¢ es una proposicion, tiene un valor de verdad, que
depende s6lo de los valores de verdad de p y g. En especifico:
Definicién 4.1: Sipy g son verdaderas, entonces p A q es verdadera; en otro caso, p A q es falsa.

El valor de verdad de p A q tiene una forma equivalente de definicién mediante la tabla 4-1a). Ahi, la primera linea
es una forma abreviada de decir que si p es verdadera y g es verdadera, entonces p A q es verdadera. La segunda
linea establece que si p es verdadera y q es falsa, entonces p A q es falsa. Y asi en las sucesivas. Observe que hay
cuatro lineas correspondientes a las cuatro combinaciones posibles de V y F para las dos subproposiciones p y g.
También que p A q es verdadera solo cuando ambas son verdaderas.

a)“pyq” b) “pog” ¢) “nog”

Figura 4-1

EJEMPLO 4.1 Considere las cuatro proposiciones siguientes:

i) Elhielo flotaenelaguay 2 +2=4. iii) ChinaestaenEuropay2+ 2 =4.
ii) El hielo flotaenelaguay 2 + 2 =5. iv) Chinaestd en Europay 2 + 2 =5.

Solo la primera proposicion es verdadera. Cada una de las otras es falsa puesto que por Io menos una de sus subproposiciones es
falsa.

Disyuncion, p v q
Dos proposiciones arbitrarias se combinan mediante el conectivo “0” para formar una proposicion compuesta deno-
minada disyuncion de las proposiciones originales. Se escribe asi,

pvq

que se lee “p 0 g”, denota la disyuncion de p y g. El valor de verdad de p Vv q sélo depende de los valores de verdad de
Py q como sigue.
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72 CapriTuLo 4 LOGICA Y CALCULO DE PROPOSICIONES

Definicién 4.2: Sipy g son falsas, entonces p Vv q es falsa; en otro caso , p Vv q es verdadera.

El valor de verdad de p Vv g tiene una forma equivalente de definicion por medio de la tabla 4-1b). Observe que
p Vv g es falsa s6lo en el cuarto caso, cuando ambas p y g son falsas.

EJEMPLO 4.2 Considere las cuatro proposiciones siguientes:

i) El hielo flotaenelaguao2+2=4. iii) Chinaestden Europao2+2=4.
ii) El hielo flotaenelaguao2 +2=5. iv) Chinaesta en Europao2+2=5.

Sélo la proposicion iv) es falsa. Cada una de las otras es verdadera puesto que por o menos una de sus subproposiciones es verda-
dera.

Observacion: La palabra “0” en espafiol se usa en dos formas distintas. Algunas veces se utiliza en el sentido de
“p 0 g 0 ambas” —es decir, por lo menos una de las dos alternativas ocurre, como acaba de observarse— y otras veces
se utiliza en el sentido de “p 0 g pero no ambas”; es decir, ocurre exactamente una de las dos alternativas. Por ejemplo,
en la oracion “El estudiara en Yale o en Harvard” la “0” se utiliza en el segundo sentido, denominado disyuncion

exclusivo. A menos que se establezca otra cosa, “0” se usara en el primer sentido. Esta argumentacion indica la preci-
sion que se adquiere a partir el lenguaje simbolico: p v q se define mediante su tabla de verdad y siempre significa

up y/O qn.

Negacion, =p

Dada cualquier proposicion p, es posible formar otra proposicion, denominada negacion de p, al escribir “no es verdad
que...” 0 “Es falso que...” antes de p o, de ser posible, al insertar en p la palabra “no”. El simbolo de la negacion de p
se lee “no p”, se denota por

-p
El valor de verdad de —p depende del valor de verdad de p como sigue:
Definicion 4.3: Si p es verdadera, entonces —p es falsa; y si p es falsa, entonces —p es verdadera.
El valor de verdad de —p tiene una forma equivalente de definicion por medio de la tabla en la figura 4-1c). Asi, el
valor de verdad de la negacién de p siempre es el opuesto al valor de verdad de p.
EJEMPLO 4.3 Considere las seis proposiciones siguientes:

a,) El hielo flota en el agua.  a,) Es falso que el hielo flota en el agua.  a;) El hielo no flota en el agua.
b)2+4+2=5. b,) Es falso que 2 + 2 = 5. b3) 24+ 2 +#5.

Entonces a,) y a3) son, cada una, la negacion de a,); y b,) y bs) son, cada una, la negacion de b,). Puesto que a,) es verdadera,
a,) Y a3) son falsas; y puesto que b,) es falsa, b,) y b;) son verdaderas.

Observacion: La notacion légica para los conectivos “y”, “0” y “no” aln no estd completamente estandarizada. Por
ejemplo, en algunos textos se usa:

p&q,p-q0pqg para pAg
P+q para pVg
p.po~p para  —p

44 PROPOSICIONESY TABLAS DE VERDAD

Sea P(p, q, ...) una expresion construida a partir de variables logicas p, g, ..., que tienen el valor VERDADERO (V)
0 FALSO (F), y los conectivos ldgicos A, v y — (ademas de otros que se analizaran). Una expresién como P(p, q,...)
se denomina proposicion.
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La propiedad mas importante de una proposicion P(p, g, ...) es que su valor de verdad depende exclusivamente de
los valores de verdad de sus variables; es decir, el valor de verdad de una proposicién se conoce una vez que se conoce
el valor de verdad de cada una de sus variables. Una forma concisa de mostrar esta relacion es por medio de una tabla
de verdad. A continuacion se describe un método para obtener esta tabla de verdad.

Considere, por ejemplo, la proposicién —(p A — ). En la figura 4-2a) se indica la forma en que se construye la
tabla de verdad de —(p A — q). Observe que las primeras columnas de la tabla son para las variables p, g, ..., y que en
la tabla hay suficientes renglones a fin de permitir todas las combinaciones posibles de V 'y F para estas variables. (Para
2 variables, como antes, se requieren 4 renglones; para 3 variables se necesitan 8 renglones; y, en general, para n varia-
bles se requieren 2" renglones.) Entonces, hay una columna para cada etapa “elemental” de la construccion de la pro-
posicion, donde el valor de verdad en cada paso se determina a partir de las etapas previas por las definiciones de los
conectivos A, Vv, —. Por Gltimo, se obtiene el valor de verdad de la proposicion, que aparece en la Gltima columna.

La tabla de verdad real de la proposicion —(p A — q) se muestra en la figura 4-2b). Consta precisamente de las
columnas en la figura 4-2a) que aparecen bajo las variables y bajo la proposicion; las otras columnas se usaron s6lo
para la construccién de la tabla de verdad.

p|al-alpr-a|-(pr-g plal-tpr-9
V|V |F F \Y V|V \Y
VI|F |V \Y F V | F F
F|V]|F F \Y F |V \Y
F|F |V F \Y F | F \Y
a) b)
Figura 4-2

Observacion: Para evitar una cantidad excesiva de paréntesis, algunas veces se adopta un orden de precedencia para
los conectivos l6gicos:

— tiene precedencia sobre A que tiene precedencia sobre v

Por ejemplo, —p A q significa (—p) A gy no —=(p A q).

Metodo alterno para construir una tabla de verdad

Otra forma de construir la tabla de verdad de —(p A — q) es la siguiente:

a) Primero se construye la tabla de verdad que se muestra en la figura 4-3. Es decir, primero se enumeran todas las
variables y las combinaciones de sus valores de verdad. También hay un renglén final identificado por “Paso”.
Luego, se escribe la proposicion en el renglén superior a la derecha de sus variables con espacio suficiente de modo
que haya una columna bajo cada variable y bajo cada operacién l6gica en la proposicion. Por Gltimo (paso 1), los
valores de verdad de las variables se escriben en la tabla bajo las variables en la proposicion.

b) Ahora se escriben valores de verdad adicionales en la tabla de verdad, columna por columna, bajo cada operacion
I6gica, como se muestra en la figura 4-4. También se indica el paso en que se introducen los valores de verdad de
cada columna.

La tabla de verdad de la proposicion consta entonces de las columnas originales bajo las variables y el Gltimo paso;
es decir, la Gltima columna se escribe en la tabla.

pla|~ (» N = q
V|V Vv Vv
\Y F Vv F
F |V F \Y%
F | F F F
Paso
Figura 4-3
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plagl|l -~ @ N ~ 9 plg|l -~ @ N ~ g plag| - (» N — 9
vV |V \Y F \Y \Y \Y \Y F F \Y VIV |V \Y F F \Y
\Y F \Y \Y% F \Y F \Y \Y \Y% F F Vv F \Y V|V F
F |V F F |V F |V F|F|F |V F|F|V|F|F|F |V
F|F F V | F F|F F|F |V |F F|F|V|F|F|V|F

Paso 1 2 1 Paso 1 3 2 1 Paso 4 1 3 2 1

a) b) <)
Figura 4-4

45 TAUTOLOGIASY CONTRADICCIONES

Algunas proposiciones P(p, g, ...) solo contienen V en la Gltima columna de sus tablas de verdad o, en otras palabras,
son verdaderas para cualesquiera valores de verdad de sus variables. Estas proposiciones se denominan tautologias.
En forma semejante, una proposicién P(p, g,...) se denomina contradiccién si s6lo contiene F en la Gltima columna
de su tabla de verdad o, en otras palabras, si es falsa para cualesquiera valores de verdad de sus variables. Por ejemplo,
la proposicién “p o no p”, p v —p, es una tautologia, y la proposicién “p y no p”, p A —p, €s una contradiccion. Esto
se comprueba al ver sus tablas de verdad en la figura 4-5. (Las tablas de verdad sélo tienen dos renglones puesto que
cada proposicion soélo tiene una variable: p.)

p|-p|pVv-p p|-plpr-p
VIF| Vv V| F| F
Flv]| v Flv| F
a)pV—p bypn-p
Figura 4-5

Observe que la negacion de una tautologia es una contradiccion, ya que siempre es falsa, y que la negacién de una
contradiccion es una tautologia, puesto que siempre es verdadera.

Ahora, sea P(p, g,...) una tautologia, y sean P;(p, g,...), P,(p, q,...),... proposiciones arbitrarias. Puesto que
P(p, g,...) no depende de los valores de verdad particulares de sus variables p, g, ..., es posible sustituir P, por p, P,
por q,..., en la tautologia P(p, g, ...) y mantenerse una tautologia. En otras palabras:

Teorema 4.1 (principio de sustitucion): SiP(p, g,...) es una tautologia, entonces P(py, d,, . ..) €s una tautologia para
proposiciones arbitrarias Py, P,, .. ..

46 EQUIVALENCIA LOGICA

Dos proposiciones P(p, g,...) y Q(p, g,...) son légicamente equivalentes, equivalentes o iguales, lo cual se denota por

P(p.g,-.)=Q(p,q,...)

si tienen tablas de verdad idénticas. Considere, por ejemplo, las tablas de verdad de —(p A ) y —p Vv —q que aparecen
en la figura 4-6. Observe que ambas tablas de verdad son la misma; es decir, ambas proposiciones son falsas en el
primer caso y verdaderas en los otros tres casos. En consecuencia, puede escribirse

~(pAQ)=—pV—q
En otras palabras, las proposiciones son l6gicamente equivalentes.
Observacién: Sean p “Las rosas son rojas” y q “Las violetas son azules”. Sea S la proposicion:
“No es verdad que las rosas son rojas y las violetas son azules.”

Entonces S se escribe en la forma —(p A ). No obstante, como ya se observé, —(p A q) = —p Vv —g. En consecuencia,
S tiene el mismo significado que la proposicion:

“Las rosas no son rojas, o las violetas no son azules.”
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p|q|p/\q|ﬂ(p/\q) p|q|ﬂp|ﬂq|ﬁpvﬁq

V|V \Y; F V|V|F|F F

V | F F \Y; V|F|F |V \Y;

F |V F \Y; F|lVv]|V |F \Y;

F | F F \Y; F|F |V |V \Y;
a) ~(pAq) b) =pVv—gq

Figura 4-6
4.7 ALGEBRA DE PROPOSICIONES

Las proposiciones satisfacen varias leyes que se listan en la tabla 4-1. (En esta tabla, V'y F se restringen a los valores
de verdad “Verdadera” y “Falsa”.) El planteamiento formal de este resultado es:
Teorema 4.2: Las proposiciones satisfacen las leyes de la tabla 4-1.

(Observe la semejanza entre esta tabla 4-1 y la tabla 1-1 sobre conjuntos.)

Tabla 4-1 Leyes del algebra de proposiciones

Leyes idempotentes: (laypvp=p (1b)pAp=p
Leyes asociativas: ay(pvg vr=pv(qVr) @)y (pArgAr=pA(gAar)
Leyes conmutativas: (Ba)pvg=qvVvp BbypArg=qAp
Leyes distributivas: daypv@@an=@EvgAPvVvr) @)ypar@vn=pEAqgV(EAT)
. — Ga)pvF=p BbypAV=p
Leyes de identidad: (62)p v V=V (6b)pAF=F
Leyes de doble negacién: | (7a) =——p=p
) Ba)pv-—-p=V Bb)ypA—-p=V
Leyes de complementos: (9a) =V = F (9b) —F = V
Leyes de DeMorgan: (10a) =(pvg)=—pA—q (10b) =(p A Q) =—p VvV —(q

4.8 PROPOSICIONES CONDICIONALESY BICONDICIONALES

Muchas proposiciones, en particular las que se hacen en matematicas, son de la forma “Si p entonces q”. Estas propo-
siciones se denominan condicionales y se denotan por
pP—q
La condicional p — q suele leerse “p implica g” o “p s6lo si q”.
Otra proposicion comun es de la forma “p si y sélo si q”. Estas proposiciones se denominan bicondicionales y se
denotan por
p<q
Los valores de verdad de p — gy p <> q estan definidos por las tablas en la figura 4-7a) y b). Observe que:
a) La condicional p — q es falsa s6lo cuando la primera parte, p, es verdadera y la segunda parte, g, es falsa. En
consecuencia, cuando p es falsa, la condicional p — q es verdadera sin importar el valor de verdad de g.

b) La bicondicional p <> q es verdadera siempre que p y g tienen los mismos valores de verdad; y es falsa en otro
caso.

La tabla de verdad de —p A g se muestra en la figura 4-7c). Observe que las tablas de verdad de =p v qy p — g
son idénticas; es decir, ambas son falsas s6lo en el segundo caso. Por consiguiente, p — ¢ es I6gicamente equivalente
a—p Vv q; es deci,

p—gq=—-pvQa
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En otras palabras, la proposicion condicional “Si p entonces q” es Idgicamente equivalente a la proposicién “No p o
q” que solo implica los conectivos v y —, que ya formaba parte del lenguaje que se establecié antes, de modo que
p — g se considera una abreviacién de una proposicion la cual se utiliza a menudo.

p|q|p<—>q p|q|ﬂp|ﬁpvq
V|V \Y; V|V|F \Y;
V | F F V|F|F F
F |V F F|V |V \Y;
F | F \Y; F|F |V \Y;
a) p—>q b) po>q ) ~pVyg
Figura 4-7

49 ARGUMENTOS

Un argumento es una aseveracion de que un conjunto dado de proposiciones Py, P,, ..., P, que se denominan premisas,
conduce (tiene una consecuencia) a otra proposicion Q, que se denomina conclusion. Un argumento se denota por

P,Py...,P,FQ
A continuacion se formaliza el concepto de “argumento l6gico” o “argumento valido™:

Definicion 4.4: Unargumento P, P,,..., P,, - Q esvalido si Q es verdadera siempre que todas las premisas P, P,, ...,
P, son verdaderas.

Un argumento que no es valido se denomina falacia.

EJEMPLO 4.4

a) El siguiente argumento es valido:
p,p— gk q (Leyde separacion)

La demostracion de esta regla se concluye a partir de la tabla de verdad de la figura 4-7a). En especifico, py p — q son verda-
deras simultdneamente sélo en el caso (renglén) 1, y en este caso q es verdadera.

b) El siguiente argumento es una falacia:
pP—q, qkp

Ya que ambas p — qy q son verdaderas en el caso (renglén) 3 en la tabla de verdad de la figura 4-7a), pero en este caso p es
falsa.

Asi, las proposiciones Py, P,, ..., P, son verdaderas simultdneamente si y s6lo si la proposicion P; A P, A ... P, es verdadera.
Por tanto, el argumento Py, P, ..., P, - Q es valido si y so6lo si Q es verdadera siempre que P; A P, A ... A P, es verdadero o, en
forma equivalente, si la proposicion (P, A P, A ... A P,) = Q es una tautologia. Este resultado se plantea formalmente a continua-
cion.

Teorema 4.3: El argumento P, P,,..., P,, = Q es vélido si y sélo si la proposicion (P, A P,...A P,) — Q es una
tautologia.

Este teorema se aplica en el siguiente ejemplo.

EJEMPLO 4.5 Un principio fundamental del razonamiento ldgico establece:

“Si p implica q y q implica r, entonces p implica r.”
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p q rflp - o ~ @ —-> N —> @ — N
\Y \Y \% \Y \% \Y \% \Y% \Y \Y \Y \Y \Y \Y
\Y \Y F \Y \% \Y F \Y% F F \Y \Y F F
\Y F \% \Y F F F F \Y \Y \Y \Y \Y \Y
vV |F|F |V ]|F F|F|F|V]|F|V]|V]|F]|F
F \Y \% F \% \Y \% \Y% \Y \Y \Y F \Y \Y
F|{V|F|F|V|V|F|V]|F|F|V/|F|V]|EF
F F \% F \% F \% F \Y \Y \Y F \Y \Y
F F|F| F|V]|F|V|F|V]|F|V]|F|V]|EF

Paso 1 2 1 3 1 2 1 4 1 2 1

Figura 4-8

Es decir, el siguiente argumento es valido:
p—q,q—rkp—r (Leydelsilogismo)
Este hecho se comprueba mediante la tabla de verdad en la figura 4-8, donde se muestra que la siguiente proposicidn es una tauto-
logia:
((p—=>a)A(G@—>n]—>(p—>r)

En forma equivalente, el argumento es valido puesto que las premisas p — qy q — r son verdaderas simultaneamente s6lo en los
casos (renglones) 1, 5, 7 y 8, y en estos casos la conclusion p — r también es verdadera. (Observe que la tabla de verdad requirio
23 = 8 lineas porque hay tres variables: p, q y r.)

Ahora se aplica la teoria anterior a argumentos que implican proposiciones especificas. Se recalca que la validez
de un argumento no depende de los valores de verdad ni del contenido de las proposiciones que aparecen en el argu-
mento, sino de la forma particular del argumento. Esto se ilustra en el siguiente ejemplo.

EJEMPLO 4.6 Considere el siguiente argumento:

S;: Si un hombre es un licenciado, es infeliz.
S,: Si un hombre es infeliz, muere joven.

S : Los licenciados mueren jovenes.

Aqui la proposicion S bajo la linea es la conclusion del argumento, y las proposiciones S; y S, arriba de la linea son las premisas.
Se afirma que el argumento S;, S, - S es vélido. Como el argumento es de la forma

p—0gq—>rEp—r

donde p es “él es un licenciado”, g es “él es infeliz y r es “ él muere joven”; y por el ejemplo 4.5, este argumento (ley del silogismo)
es valido.

4.10 FUNCIONES PROPOSICIONALES, CUANTIFICADORES
Sea A un conjunto dado. Una funcién proposicional (oracion o proposicion abierta) definida sobre A es una expre-
sion

p(x)

que posee la propiedad de que p(a) es verdadera o falsa para cada a € A. Es decir, p(x) se convierte en una proposicion
(con un valor de verdad) siempre que cualquier elemento a € A se sustituya por la variable x. EI conjunto A se deno-
mina dominio de p(x), y el conjunto T, de todos los elementos de A para los cuales p(a) es verdadera se denomina
conjunto de verdad de p(x). En otras palabras,

T, ={x|x €A, p(x)esverdadera} 0o T, ={x]|p(x)}
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A menudo, cuando A es algln conjunto de nimeros, la condicion p(x) tiene la forma de una ecuacion o desigualdad
que contiene la variable x.

EJEMPLO 4.7 Encuentre el conjunto de verdad para cada funcion proposicional p(x) definida sobre el conjunto N de enteros
positivos.

a) Seap(x) “x + 2 > 7”. Su conjunto de verdad es {6, 7, 8, ...}, que consta de todos los enteros mayores que 5.
b) Seap(x) “x + 5 < 3”. Su conjunto de verdad es el conjunto vacio (J. Es decir, p(x) no es verdadera para ninglin entero en N.
c) Seap(x) “x 4+ 5> 1". Su conjunto de verdad es N. Es decir, p(x) es verdadera para todo elemento en N.

Observacion: El ejemplo anterior muestra que si p(x) es una funcién proposicional definida sobre un conjunto A,
entonces p(x) puede ser verdadera para toda x € A, para alguna x € A o para ninguna x € A. En las dos subsecciones
siguientes se analizan cuantificadores relacionados con tales funciones proposicionales.

Cuantificador universal

Sea p(x) una funcién proposicional definida sobre un conjunto A. Considere la expresion
(Vxe Ap(x) o V¥xp(x) (4.2)
que se lee “Para toda x en A, p(x) es una proposicién verdadera”, o simplemente “Para toda X, p(x)”. El simbolo
A4

que se lee “para toda” o “para cada” se denomina cuantificador universal. La proposicion (4.1) es equivalente a la
proposicion

T,={x|xeA px)}=A (4.2)

es decir, que el conjunto de verdad de p(x) es todo el conjunto A.

La expresion p(x) es una oracién o proposicion abierta y en consecuencia carece de valor de verdad. Sin embargo,
Vx p(x), que es p(x) precedida por el cuantificador V tiene un valor de verdad que se concluye a partir de la equivalen-
ciade (4.1) y (4.2). En especifico:

Qq: Si {x|x € A, p(x)} = A entonces Vx p(x) es verdadera; en otro caso, Yx p(x) es falsa.

EJEMPLO 4.8

a) La proposicion (Yn € N)(n + 4 > 3) es verdadera puesto que {n |n +4 > 3} = {1, 2, 3, ...} =N.
b) La proposicion (vn € N)(n + 2 > 8) es falsa puestoque {n |n +2 > 8} = {7, 8, ...} #N.
c) Elsimbolo V define la interseccion de una coleccion indexada {A;|i € 1} de conjuntos A; como sigue:

NAjliel)={x|V;iel, xeA;)

Cuantificador existencial

Sea p(x) una funcién proposicional definida sobre un conjunto A. Considere la expresion
(@xeAp(x) o 3x p(x) (4.3)
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que se lee “Existe una x en A tal que p(x) es una proposicion verdadera” o, simplemente, “Para alguna x, p(x)”. El
simbolo

3

que se lee “existe” o “para algin” o “al menos para un” se denomina cuantificador existencial. La proposicion (4.3)
es equivalente a la proposicion

Ty=1{x|x €A, p)} #D (4.4)

es decir, que el conjunto de verdad de p(x) no es vacio. En consecuencia, 3x p(x); es decir, p(x) precedida por el cuan-
tificador 3 tiene un valor de verdad. En especifico:

Q,: Si {x|p(x)} # J entonces Ix p(x) es verdadera; en otro caso, Ix p(x) es falsa.

EJEMPLO 4.9

a) Laproposicion (3n € N)(n +4 < 7) es verdadera puesto que {n |n +4 < 7} = {1, 2} # .

b) La proposicion (3n € N)(n + 6 < 4) es falsa puesto que {n |n + 6 < 4} = .

c) Elsimbolo 3 define la union de una coleccion indexada {A; | i € I} de conjuntos A; como sigue:

UAjlieD=1{x|3iel, x|eA;)}

4.11 NEGACION DE PROPOSICIONES CUANTIFICADAS

Considere la proposicién; “Todos los especializados en matematicas son varones”. Su negacién es:

“No es cierto que todos los especializados en matematicas son varones” o, en forma equivalente, “Existe por lo
menos un especializado en matematicas que es mujer (no varén)”

Con simbolos, si se usa M para denotar el conjunto de especializados en matematicas lo anterior se escribe asi
—(¥x € M)(x es varon) = (3 x € M) (x no es varon)
0, cuando p(x) denota “x es varén”,
“Vx e M)p(x)=E3x e M)-p(x) 0 —Vxp(x)=3Ix—px)
Lo anterior es verdadero para cualquier proposicion p(x). Es decir:
Teorema 4.4 (de DeMorgan): —(Vx € A)p(x) = 3x € A)—p(x).
En otras palabras, las dos proposiciones siguientes son equivalentes:

1) No es cierto que para toda a € A, p(a) es verdadera. 2) Existe una a € A tal que p(a) es falsa.

Hay un teorema semejante para la negacion de una proposicion que contiene el cuantificador existencial.

Teorema 4.5 (de DeMorgan): —(3x € A)p(x) = (Vx € A)—p(x).

Es decir, las dos proposiciones siguientes son equivalentes:

1) No es cierto que para alguna a € A, p(a) es verdadera. 2) Para toda a € A, p(a) es falsa.
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EJEMPLO 4.10

a) Las siguientes proposiciones son negaciones mutuas:

“Para todos los enteros positivos n se cumplen + 2 > 8”
“Existe un entero positivo n tal que n + 2 # 8”

b) Las siguientes proposiciones también son negaciones mutuas:

“Existe una persona (viva) que tiene 150 afios de edad”
“Toda persona viva no tiene 150 afios de edad”

Observacion: La expresion —p(x) tiene el significado evidente:
“La proposicion —p(a) es verdadera cuando p(a) es falsa, y viceversa”

Antes — se usé como una operacion sobre proposiciones; aqui — se usa como una operacion sobre funciones proposi-
cionales. En forma semejante, p(x) A q(x) que se lee “p(x) y q(x)”, se define por:

“La proposicion p(a) A q(a) es verdadera cuando p(a) y q(a) son verdaderas”
En forma semejante, p(x) v q(x) que se lee “p(x) o0 q(x)”, se define por:
“La proposicion p(a) v q(a) es verdadera cuando p(a) o q(a) es verdadera”

Por tanto, en términos de conjuntos de verdad:

i) —p(x) es el complemento de p(x).
i) p(x) A q(x) es la interseccion de p(x) y q(x).
iil) p(x) v q(x) es la union de p(x) y q(x).

También es posible demostrar que las leyes para las proposiciones se cumplen para las funciones proposicionales.
Por ejemplo, se tienen las leyes de DeMorgan:

“(pxX)Agx) =—px)V—=gx) y —(px)Vqx)=-px)A—qgx)

Contraejemplo

El teorema 4.6 establece que demostrar que una proposicion Vx, p(x) es falsa, es equivalente a demostrar que 3 x—p(x)
es verdadera o, en otras palabras, que existe un elemento x, con la propiedad de que p(x,) es falsa. Este elemento x, se
denomina contraejemplo de la proposicion Vx, p(x).

EJEMPLO 4.11

a) Considere la proposicion Vx € R, |x| # 0. La proposicion es falsa puesto que 0 es un contraejemplo; es decir, |0] # 0 no es
verdadera.

b) Considere la proposicion Vx € R, x% > x. La proposicion no es verdadera puesto que, por ejemplo, % es un contraejemplo. En
especifico, (3)? > 1 no es verdadera; es decir, (})? < 1.

c¢) Considere la proposicion Vx € N, x> > x. Esta proposicion es verdadera donde N es el conjunto de enteros positivos. En otras
palabras, no existe ningun entero positivo n para el cual n? < n.
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Funciones proposicionales con mas de una variable

Una funcion proposicional (de n variables) definida sobre un conjunto producto A = A; x---x A, expresiones se ex-
presa con

p(x1,x2,...,Xn)
con la propiedad de que p(a;, a,, ..., a,) es verdadera o falsa para cualquier n-eada (a,, ..., a,) en A. Por ejemplo,
x+2y+3z <18
es una funcién proposicional sobre N® = N x N x N. Tal funcién proposicional no tiene valor de verdad. Sin embargo,
se hace lo siguiente:

Principio basico: Una funcién proposicional precedida por un cuantificador para cada variable, por ejemplo,
Vx3y, p(x,y) 0 3IxVy3dz, px,y,2)

denota una proposicién y tiene un valor de verdad.

EJEMPLO 4.12 SeaB={1,2,3,..., 9} y sea p(x, y) que denota “x + y = 10”. Entonces p(x, y) es una funcién proposicional
sobre A=B?=B x B.

a) La siguiente es una proposicion puesto que para cada variable hay un cuantificador:
Vx3y, p(x,y) esdecir, “Paratodax existe unay tal que x +y = 10”
Esta proposicion es verdadera. Por ejemplo, six =1, seay = 9; si x = 2, seay = 8 y asi en lo sucesivo.
b) La siguiente también es una proposicion:
IyVx, p(x, y), esdecir, “Existe unay tal que, para toda x, se tiene x + y = 10”
No existe ninguna y asi; por tanto, esta proposicion es falsa.

Observe que la Unica diferencia entre a) y b) es el orden de los cuantificadores. Entonces, un orden distinto de los cuantificado-
res lleva a una proposicion diferente. Se observa que al traducir estas proposiciones cuantificadas a lenguaje coloquial, la expresion
“tal que™” a menudo aparece a continuacion de “existe”.

Negacion de proposiciones cuantificadas con méas de una variable

La negacidn de las proposiciones cuantificadas con mas de una variable se obtiene al aplicar los teoremas 4.5y 4.6.
Asi, cada V se cambia por 3y cada 3 se cambia por ¥V a medida que el simbolo de negacién — recorre la proposicion
de izquierda a derecha. Por ejemplo

=[Vx3y3z, p(x, y, 2)] = Ix—[Iy3z, p(x, y, 2)] = —3zVy[3z, p(x, y, 2)
= AxVyVz, =p(x,y, 2)

Por supuesto, al negar estas proposiciones cuantificadas no se escriben todos los pasos.

EJEMPLO 4.13

a) Considere la proposicion cuantificada:
“Todo estudiante tiene por lo menos un curso en el cual el docente es un asistente del profesor titular”.
Su negacion es la proposicion:

“Existe un estudiante tal que en todo curso el docente no es un asistente del profesor titular”.
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b) A continuacion se proporciona la definicion formal de que L es el limite de una sucesion ay, a,, ...:

Ye>0,3ng €N, Vn>ngsetiene|a, — L| <€

Entonces, L no es el limite de la sucesion a,, a,, ..., cuando:

3e€>0,VipeN, In >nptalquela, — L| >¢€

PROBLEMAS RESUELTOS

PROPOSICIONES Y TABLAS DE VERDAD

41

4.2.

4.3

4.4

Sean p “Hace frio” y q “Esté lloviendo”. Proporcionar una oracidn coloquial sencilla que describa cada una de
las siguientes proposiciones: a) —p; b) p v g;c)p A q;d) g v —q.

En cada caso, A, v y ~ se traducen por “y”, “0” y “es falso que” 0 “no”, respectivamente, y luego se simplifica la oracion
en lenguaje coloquial.

a) No hace frio.

b)  Hace frio y esta lloviendo.

c) Hace frio o esté lloviendo.
d) Esta lloviendo o no hace frio.

Encontrar la tabla de verdad de —p A q.

La tabla de verdad de —p A g se construye como en la figura 4-9a).

p|al|l-r|l-rnrg p|alprnal-prg|pVv-(prg
VI V]|F F V| iVv]| Vv F \%
VI|IF|F F V|F| F Vv v
F|lV ]|V v F|V| F \% \%
F|F |V F F|F| F v v
a-pAhgq bypV =(pAg)
Figura 4-9

Compruebe que la proposicion p v —(p A q) es una tautologia.

La tabla de verdad de p v —=(p A ) se construye como se muestra en la figura 4-9b). Puesto que el valor de verdad de
p Vv —(p A Qq)esV paratodos los valores de p y g, la proposicion es una tautologia.

Demuestre que las proposiciones —(p A q) y —p V =@ son légicamente equivalentes.

Las tablas de verdad de —(p A ) y —p Vv —q se construyen como en la figura 4-10. Puesto que las tablas de verdad son las
mismas (ambas proposiciones son falsas en el primer caso y verdaderas en los otros tres), las proposiciones —(p A Q) ¥
—p Vv —q son ldgicamente equivalentes y puede escribirse

—~(pAg)=—pV—q.

p|q|p/\q|ﬂ(p/\q) p|q|ﬂp|*q|ﬁpvﬁq
V| V] Vv F V| V| F|F F
V | F F \Y; V|F| F |V \Y;
F |V F \Y; F|V]|V|F \Y;
F | F F \Y, F|F |V |V \Y;
a) ~(pAq) by ~pV—yq
Figura 4-10
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45  Con las leyes de la tabla 4-1, demostrar que —=(p A Q) V (=0 A Q) = —q.

Proposicion Razo6n
1) ~(pVvqg)V(=pAg)=(=pAr—q)V(=pAgq) LeydeDeMorgan
2) =-pA(—qgVq) Ley distributiva
3) =-pAT Ley de complementos
4) =-p Ley de identidad

PROPOSICIONES CONDICIONALES

4.6  Reescriba las siguientes proposiciones sin usar el condicional:

a) Si hace frio, él lleva sombrero.
b) Siaumenta la productividad, entonces suben los salarios.

Recuerde que “Si p entonces q” es equivalente a “No p 0 q”; es decir, p — q = —p V @. Por tanto,

a) No hace frio o él lleva sombrero.
b) La productividad no aumenta o suben los salarios.

4.7  Considere la proposicion condicional p — q. Las proposiciones simples @ — p, =p — —qy —q — —p se
denominan, respectivamente, reciproca, inversa y contrapositiva de la condicional p — q. ¢Cudles de estas
proposiciones son ldgicamente equivalentes a p — @, en caso de haber alguna?

Sus tablas de verdad se construyen como en la figura 4-11. Sélo la contrapositiva —q — —p es l6gicamente equivalente a
la proposicién condicional original p — q.

Condicional Reciproca Inversa Contrapositiva
pla|»r|-a| pr=q q=>p p=>q —q=>"p
V|V F F \Y% \Y \Y% \Y%

\Y F F \Y% F \Y \Y% F

F V|V F V F F \Y%

F F \Y \Y \Y% V \Y% \Y%
Figura 4-11

4.8  Determine la contrapositiva de cada proposicion:

a) Si Eric es poeta, entonces es pobre.
b) Sdlo si Marcos estudia aprobara el examen.

a) Lacontrapositivade p — g es —q — —p. Por tanto, la contrapositiva es:
Si Eric no es pobre, entonces no es poeta.
b) La proposicion es equivalente a: “Si Marcos aprueba el examen, entonces estudio.” Por tanto, su contrapositiva es:

Si Marcos no estudia, entonces no aprobara el examen.

4.9  Escriba la negacién de cada una de las siguientes proposiciones en la forma mas sencilla posible:

a) Siellatrabaja, ganara dinero.
b) El nada siy sélo si el agua esta tibia.
c) Sinieva, entonces ellos no conducen el automovil.

a) Observe que —(p — q) = p A —@; por tanto, la negacion de la proposicion es:

Ella trabaja o no ganaré dinero.
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b) Observe que —=(p <> q) = p < = = —p <> Q; por tanto, la negacién de la proposicion es cualquiera de las siguien-
tes:

El nada si y s6lo si el agua no esta tibia.
El no nada si y solo si el agua esta tibia.

c) Observe que —(p — —@q) =p A —=—(q = p A Q; por tanto, la negacion de la proposicion es:

Nieva y ellos conducen el automovil.

ARGUMENTOS
4.10 Demuestre que el siguiente argumento es una falacia: p — g, = p + —q.

La tabla de verdad de [(p — ) A —=p] — —q se construye como en la figura 4-12. Puesto que la proposicion [(p — q) A
—p] — —Q no es una tautologia, el argumento es una falacia. En forma equivalente, el argumento es una falacia puesto que
en la tercera linea de la tabla de verdad p — q y —p son verdaderas pero —q es falsa.

plal|ra || Grarp |~q| p=>9)A-pl=>"p
v | v v F F F v
v |F F F F v, v
Y v v v F F
FlF Vi v v v v

Figura 4-12

4.11 Determine la validez del siguiente argumento: p — g, — p = —p.

La tabla de verdad de [(p — g) A —q] — —p se construye como en la figura 4-13. Puesto que la proposicion [(p — q) A
—(q] — —p es una tautologia, el argumento es valido.

plal|llp = 9 A~ —~ 4q = —~ p

V| V| V|V|V|F|F|V|V]|]F]|V

V|F|V|F|F|F|V|F|V]|]F]|V

F|V|F|V|V|F|F|V|V|V]|F

F|F|F|V|F|V|V]|F|V|V]|F

Paso 1|2 13|21 |4]2]1
Figura 4-13

4.12  Demuestre que el siguiente argumento es valido: p — —q, r — ¢, r = —p.

La tabla de verdad de las premisas y conclusiones se muestran en la figura 4-14a). Luego, p — —q, r — @, y r son verda-
deras simultdneamente s6lo en el quinto renglon de la tabla, donde —p también es verdadera. Por tanto, el argumento es

valido.

pla| r|p>mq| r>q |7q

1 \Y% \Y \Y% F \Y% F

2 \Y% \Y F F \Y% F
3|V |F|V v F F ~ I
4| V|F|F % v F pla|a|lp=ma]|p
5 F \Y \Y% \Y% \Y% \Y% \Y \Y% F F F
6 F V F \Y% \Y \Y V F \Y% \Y% F
7 F F \Y \Y F \Y% F \Y% F \Y \Y
8 F F F \Y% \Y% \Y F F \Y% \Y \Y

a) b)
Figura 4-14
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Determine la validez del siguiente argumento:

Si 7 es menor que 4, entonces 7 no es un nimero primo.
7 no es menor que 4.

7 es un numero primo.

Primero debe traducir el argumento a su forma simbdlica: sean p “7 es menor que 4” y q “7 es un nimero primo”. Entonces
el argumento es de la forma

pP—>—q, ~qFq
Luego, se construye una tabla de verdad como se muestra en la figura 4-14b). Se demuestra que el argumento anterior es

una falacia puesto que, en la cuarta linea de la tabla de verdad, las premisas p — —qy —p son verdaderas, pero la conclusion
q es falsa.

Observacion: El que la conclusion del argumento sea una proposicion verdadera es irrelevante respecto al hecho de que el
argumento presentado es una falacia.

Pruebe la validez del siguiente argumento:

Si dos lados de un triangulo son iguales, entonces los angulos opuestos son iguales.
Dos lados de un tridangulo no son iguales.

Los angulos opuestos de un triangulo no son iguales.

Primero se traduce el argumento a la forma simbélica p — g, —p - —q, donde p es “Dos lados de un tridangulo son iguales”
y g es “Los angulos opuestos son iguales”. De acuerdo con el problema 4.10, este argumento es una falacia.

Observacion: Aunque la conclusion es una consecuencia de la segunda premisa y los axiomas de la geometria euclidiana,
el argumento anterior no constituye tal demostracion puesto que el argumento es una falacia.

CUANTIFICADORES Y FUNCIONES PROPOSICIONALES

4.15

4.16

4.17

Sea A= {1, 2, 3, 4, 5}. Determine el valor de verdad de cada una de las siguientes proposiciones:

a) (IXeAEx+3=10) ¢) (FIeAXx+3<5)

b) (wxeA)(x+3<10) d) (WeAXxX+3=<7)

a) Falsa, ya que ningin nimero en A es una solucion de x + 3 = 10.

b) Verdadera, ya que todo nimero en A satisface x + 3 < 10.

c) \erdadera, ya que si X, = 1, entonces X, + 3 < 5; es decir, 1 es una solucion.

d) Falsa, ya que si X, = 5, entonces x, + 3 no es menor o igual que 7. En otras palabras, 5 no es una solucion de la con-
dicién dada.

Determine el valor de verdad de cada una de las siguientes proposiciones, donde U = {1, 2, 3} es el conjunto
universo:

a) Ixvy, x> <y +1; b)Wxay, X2 +y? < 12; c) Vxvy, X2 +y? < 12.

a) Verdadera, ya que si x = 1, entonces 1, 2 y 3 son solucionesde 1 <y + 1.

b) Verdadera. Para todo x,, seay = 1; entonces xg + 1 < 12 es una proposicién verdadera.
c) Falsa, yaquesix,=2yy,= 3, entonces xg + yg < 12 no es una proposicion verdadera.
Niegue cada una de las siguientes proposiciones:

a)Ix Vy, p(x,y); b)) IxVy, p(x,y); ¢ Iy IxVz, p(x, y,2).

Se usa —Vx p(x) = Ix—p(x) y ~Ix p(x) = Vx—p(x):

a) —(3xVy, p(x,y)) =Vxdy—-p(x,y)
b) —(VxVy, p(x,y)) = IxIy—p(x,y)
¢) —@3y3xVz, plx,y,2)=VyVx Iz—p(x,y,2)

www.FreelLibros.me



86 CariTuLo 4 LOGICA Y CALCULO DE PROPOSICIONES

4.18

4.19

Sea p(x) la oracién “x + 2 > 5”. Concluya si p(x) es 0 no una funcién proposicional sobre cada uno de los
siguientes conjuntos: a) N, el conjunto de enteros positivos; b) M = {—1, —2, —3,...}; ¢) C, el conjunto de
nameros complejos.

a) Si.
b)  Aunque p(x) es falsa para cualquier elemento en M, p(x) sigue siendo una funcién proposicional sobre M.

c) No. Observe que 2i + 2 > 5 no tiene ningun sentido. En otras palabras, las desigualdades no estan definidas para los
nlmeros complejos.

Niegue cada una de las siguientes proposiciones: a) Todos los estudiantes viven en los dormitorios. b) Todos
los especializados en matematicas son varones. c) Algunos estudiantes tienen 25 0 mas afios de edad.

Se usa el teorema 4.4 para negar los cuantificadores.

a) Por lo menos un estudiante no vive en los dormitorios. (Algunos estudiantes no viven en los dormitorios.)

b)  Por lo menos un especializado en matematicas es mujer. (Algunas especializadas en matematicas son mujeres.)
c) Ninguno de los estudiantes tiene 25 0 méas afios de edad. (Todos los estudiantes son menores de 25 afios de edad.)

PROBLEMAS SUPLEMENTARIOS

PROPOSICIONES Y TABLAS DE VERDAD

4.20  Sean p “Esrico” y q “Es feliz”. Escriba cada proposicion en forma simbdlica, use p y q. Observe que “Es pobre” y “Es
infeliz” son equivalentes a —p y —(q, respectivamente.
a) Siesrico, entonces es infeliz.
b) No esrico ni feliz.
c) Es necesario ser pobre para ser feliz.
d) Ser pobre es ser infeliz.
4.21  Encuentre las tablas de verdad para a) p v —q; b) =p A —q.
4.22  Compruebe que la proposicion (p A q) A —(p Vv q) es una contradiccion.
ARGUMENTOS
4.23  Pruebe la validez de cada argumento:
a) Sillueve, Eric se enfermara.  b)  Si llueve, Eric se enfermara.
No llovi6. Eric no estaba enfermo.
Eric no estaba enfermo. No llovié.
4.24  Probar la validez del siguiente argumento:

Si estudio, entonces no reprobaré matematicas.
Si no juego basquetbol, entonces estudiaré.
Pero reprobé matematicas.

Por tanto, debo haber jugado basquetbol.

CUANTIFICADORES

4.25

SeaA={1,2,...,9,10}. Considere cada una de las siguientes oraciones. Si se trata de una proposicion, determine su valor
de verdad; si se trata de una funcion proposicional, determine su conjunto de verdad.

2 (VreAd)@yeAdx+y<l14 © (VxeAM¥yeAdx+y<ld)
b) (VyeAx+y<l14) d) @yeAdx+y<l14
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4.27
4.28

Niegue cada una de las siguientes proposiciones:

PROBLEMAS SUPLEMENTARIOS 87

a) Siel profesor esta ausente, entonces algunos estudiantes no terminan su tarea.
b) Todos los estudiantes terminaron su tarea y el profesor estéa presente.
c) Algunos de los estudiantes no terminaron su tarea o el profesor esta ausente.

Niegue cada proposicion en el problema 4.15.

Proporcione un contraejemplo para cada proposicion, donde U = {3, 5, 7, 9} es el conjunto universo:

a) Vx, X+ >7, b)Vx xesimpar, c)Vx,Xesprimo,

Respuestas a los problemas suplementarios

4.20
421
4.22

4.23

4.24

a)p — —q; b) =p A —q; ¢) g — —p;d) =p — —q.
a)V,V,F,V,;b)F, F F V.
Se construye su tabla de verdad. Es una contradiccion

puesto que su tabla de verdad es falsa para todos los
valoresde py Q.

Primero se traducen los argumentos a su forma sim-
bolica: p por “Llueve” y q por “Eric esta enfermo”:

a p—>q-pk—q b)p—q,—~qk—p

Por el problema 4.10, a) es una falacia. Por el problema
4.11, b) es valida.

Sean p “Estudio”, q “Reprobé matematicas” y r “Juego
basquetbol”. EI argumento tiene la forma:

p— -0 -r—pqkr

Se construyen las tablas de verdad como en la figura
4-15, donde las premisas p — —q, =r — p, y g son
verdaderas simultaneamente sélo en la quinta linea de
la tabla, y en ese caso la conclusion r también es verda-
dera. Por tanto, el argumento es valido.

p|laq | r|7q|p>7q | | Tr>p
V|V |V F F F \Y
V|V F F F \Y% \Y
\Y F V|V V F \Y
\Y F F \Y% \Y% \Y% \Y
F V|V F \Y% F \Y
F \Y% F F Vv V F
F F \Y \Y \Y% F \Y
FIFI|FI|V \Y \Y, F
Figura 4-15

4.25

4.26

4.27

4.28

d) vx, [x| = x

a)

b)

c)
d)
a)
b)

c)

b)
a)

b)

c)
d)

La proposicién abierta en dos variables esta prece-
dida por dos cuantificadores; por tanto, se trata de
una proposicion. Ademas, la proposicion es ver-
dadera.

La proposicion abierta esta precedida por un cuan-
tificador; por tanto, se trata de una funcién propo-
sicional de la otra variable. Observe que para todo
yeA X +Yy < 1ldsiysolosix,=1,203. Por
tanto, el conjunto de verdad es {1, 2, 3}.

Se trata de una proposicion y es falsa: si X, = 8 y
Yo =9, entonces X, + Y, < 14 no es verdadera.

Es una oracion abierta en x. El conjunto de verdad
es A en si mismo.

El profesor est4 ausente y todos los estudiantes ter-
minaron su tarea.

Algunos estudiantes no terminaron su tarea o el
profesor est& ausente.

Todos los estudiantes terminaron su tarea y el pro-
fesor esta presente.

(Vx e A)(x+3#£10) c)(YxeA)(x+3>5)
AxeA)Xx+3>10) d)(AxeA)(x+3=>7)

Aqui 3 es un contraejemplo.

La proposicion es verdadera; por tanto, no existe
ningUn contraejemplo.

Aqui el nico contraejemplo es 9.

La proposicion es verdadera; por tanto, no existe
ningln contraejemplo.
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Técnicas
de conteo

CAPITULO

5.1 INTRODUCCION
En este capitulo se desarrollan algunas técnicas para determinar, sin enumeracion directa, el namero de resultados

posibles de un evento particular o el nmero de elementos en un conjunto. Este conteo sofisticado, que algunas veces
se denomina analisis combinatorio, incluye el estudio de permutaciones y combinaciones.

5.2 PRINCIPIOS BASICOS DE CONTEO

A lo largo de este capitulo se utilizan dos principios de conteo basicos. EI primero implica la adicion y el segundo, la
multiplicacién.

Principio de la regla de la suma:

Suponga que algln evento E puede ocurrir en m formas y que un segundo evento F puede ocurrir en n formas, pero
ambos eventos no pueden ser simultaneos. Entonces E o F puede ocurrir en m + n formas.

Principio de la regla del producto:

Suponga que un evento E ocurre en m formas e, independientemente de este evento, hay un segundo evento F que
puede ocurrir en n formas. Entonces la combinacion de E y F ocurre en mn formas.

Los principios indicados pueden extenderse a tres 0 mas eventos. Es decir, suponga un evento E; que puede ocurrir
en n, formas, un evento E, que puede ocurrir en n, formas, y a continuacion de E,, un tercer evento, E,, puede ocurrir en
n; formas y asi en lo sucesivo. Entonces:

Regla de la suma: Si ningun par de eventos puede ocurrir al mismo tiempo, entonces uno de los eventos ocurre
en:

ny +ny +ny + - - formas.

Regla del producto: Si los eventos ocurren uno después del otro, entonces todos los eventos ocurren en el orden
indicado en:

ny-ny-ny-...formas.

88

www.FreelLibros.me



5.3 FuNCIONES MATEMATICAS 89

EJEMPLO 5.1 Suponga que en una universidad se imparten 3 cursos diferentes de historia, 4 cursos diferentes de literaturay 2
cursos diferentes de sociologia.

a) El nimero m de formas en que los estudiantes pueden escoger un curso de cada area es:
m = 3(4)(2) = 24

b) EIl nimero n de formas en que un estudiante puede escoger justo uno de los cursos es:
n=3+4+2=9

Hay una interpretacion teérica de estos dos principios. Con mas precision, suponga que n(A) denota el nimero de elementos en
un conjunto A. Entonces:

1) Principio de la regla de la suma: Suponga que A y B son conjuntos ajenos. Entonces
n(AUB) =n(A) 4+ n(B)
2) Principio de la regla del producto: Sea A x B el producto cartesiano de los conjuntos A y B. Entonces

n(A x B) =n(A) -n(B)

5.3 FUNCIONES MATEMATICAS

A continuacion se analizan dos funciones matematicas importantes por su uso continuo en teoria combinatoria.

Funcion factorial
El producto de los enteros positivos desde 1 hasta n, incluso, se denota por n! y se lee “n factorial”. A saber,
n=1-2-3-...-(n=2)n—n=n—-1)(n=2)-...-3-2-1

En consecuencia, 1! = 1y n! = n(n — I)! También es conveniente definir 0! = 1.

EJEMPLO 5.2
a) 31=3.2.1=6, 4/=4.3.2.1=24, 5=5-41=5(24) = 120.

12-11-10  12-11-10-9! 12!

b) 321 - 3.2.1.9 :ﬁy,enformamasgeneral,
nn—0---(n—r+1) nmw-1---(n—r+hHn—-r)! n!
rr—=1--3-2-1 = rr—=0D--32-1-a—r)  rlin—r)!

c) Paran grande, se aplica la aproximacion de Stirling (donde e = 2.7128...):

n!=~2rnn"e™"
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Coeficientes binomiales

El simbolo < ) que se lee “nCr” o “de n elementos se eligen r”’, donde r y n son enteros positivos con r < n, se define
r
como sigue:

n!
- ri(n —r)!

(n)_n(n—1)~-~(n—r+l)

: n
- D.3.21 0, en forma equivalente (r>

r

Observe que n — (n — r) = r. Esto conduce a la siguiente relacion importante.

n n R n n
Lema5.1: ( ) = < ) 0, en forma equivalente, ( ) = < ) dondea+b=n.
n—r r a b

Con la motivacion derivada del hecho de haber definido 0! = 1, se define:

n n! 0 0!
(o) 0! (o) 010!

EJEMPLO 5.3

8\ 8.7 9\ 9.8.7-6 12\ 12-11-10-9-8
a) = =18 A | T == 7% _ 79,
2) 21 4)  4.3.2-1 5 5.4.3.2-1
n
r

Observe que ( ) tiene exactamente r factores tanto en el numerador como en el denominador.

10
b) Suponga que se desea calcular ( . > Hay 7 factores tanto en el numerador como en el denominador.

Sin embargo, 10 — 7 = 3. Asi, se aplica el lema 5.1 para calcular:
10 10 10-9-8
7 3 3.2-1

Coeficientes inomiales tri ngdo de P ascal

Los nlimeros (r> se denominan coeficientes binomiales, ya que aparecen como los coeficientes en el desarrollo de

(a + b)". Especificamente:
" n
Teorema (del inomio) 5.2: (a + b)" = Z ( ) a"*pk
r
k=0

Los coeficientes de las potencias consecutivas de a + b pueden escribirse en un arreglo triangular de nimeros,
denominado triangulo de Pascal, como se muestra en la figura 5-1. Los ndmeros en el tridangulo de Pascal poseen las
siguientes propiedades interesantes:

i) En cada renglon, el primero y el ltimo nimero es 1.
ii) Cualquier otro nimero se obtiene al sumar los dos nimeros que aparecen arriba de él. Por ejemplo:

10=4+6, 15=5+10, 20=10+10

Puesto que estos nimeros son coeficientes binomiales, a continuacion se presenta el planteamiento formal de lo ante-
rior.
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(@a+b = 1 1
(@+hbt= a+b 1 1
(@a+h? = a4 2ab + b? 1 2 1
(@a+b)?® = a® + 3a%h + 3ab® + b° 1 3 3 1
(@a+h)* = a* + 4a° + 6a%? + 4ab® + b 1 4 6 4 1
(@a+b)® = a° + 5a'h + 10a%® + 10a%h® + 5ab* + b° 1 5 (1010 5 1
(a+h)® =  a® + 6a’h + 15a*b? + 20a%0® + 15a%* + 6ab® + b° 1 6 (15(@)15 6 1

Figura5-1 Tridngulo de Pascal

Teorema 5.3: (n + 1) = ( " > 4+ <n>
r r—1 r

54 PERMUTACIONES

Cualquier arreglo de un conjunto de n objetos en un orden dado se denomina permutacion del objeto (tomando todos
a la vez). Cualquier arreglo de cualesquiera r < n de estos objetos en un orden dado se denomina “r-permutacion” o
“permutacion de los n objetos tomando r a la vez”. Considere, por ejemplo, el conjunto de letras A, B, C, D.
Entonces

i) BDCA, DCBA y ACDB son permutaciones de las cuatro letras (tomando todas al mismo tiempo).
ii) BAD, ACB y DBC son permutaciones de las cuatro letras tomando tres a la vez.
iii) AD, BCy CA son permutaciones de las cuatro letras tomando dos a la vez.

Normalmente se tiene interés en el nimero de tales permutaciones sin enumerarlas.
El nimero de permutaciones de n objetos tomando r a la vez se denota por

P(n,r) (otros textos usan P, P, 0 (n),).

El siguiente teorema se aplica.

n!

Teorema54: Pn,r)=nn—-1)n-2)---n—r+1) = ———
(n—r)!

Se recalcaqueenn(n—1)(n—-2)---(n—r + 1) hay r factores.

EJEMPLO 5.4 Encuentre el nimero m de permutaciones de seis objetos: A, B, C, D, E, F, tomando tres a la vez. En otras pala-
bras, encuentre el nimero de “palabras de tres letras” que usen sélo las seis letras dadas sin repeticion.
La palabra general de tres letras se representara con las tres siguientes posiciones:

) 5

La primera letra puede elegirse en seis formas; luego, la segunda letra puede elegirse en 5 formas; y, por ultimo, la tercera letra
puede escogerse en 4 formas. Cada nimero se escribe en su posicion correcta como sigue:

6,5 4

Por la regla del producto, a partir de las seis letras hay m = 6 - 5 - 4 = 120 palabras posibles de tres letras sin repeticion. A saber,
hay 120 permutaciones de 6 objetos tomando 3 a la vez. Esto coincide con la férmula en el teorema 5.4:

P(6,3)=6-5-4=120

De hecho, el teorema 5.4 se demuestra en la misma forma como se hizo para este caso particular.

Considere ahora el caso especial de P(n, r) cuando r = n. Se obtiene el siguiente resultado.
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Corolario 5.5: Hay n! permutaciones de n objetos (tomando todos a la vez).
Por ejemplo, hay 3! = 6 permutaciones de las letras A, B, C. Estas permutaciones son
ABC, ACB, BAC, BCA, CAB, CBA.

Permutaciones con repeticiones

A menudo es necesario conocer el nimero de permutaciones en un multiconjunto; es decir, un conjunto de objetos de
los cuales algunos son iguales. Entonces,

P(n; ny, ny, ..., n,.)

denota el niumero de permutaciones de n objetos, en donde hay n, iguales, n, iguales, ..., n, iguales. A continuacion se
presenta la férmula general:

n!
Teorema5.6: P(n; ny, ny, ..., n.) =

onIng!.in,!
La demostracion del teorema 5.6 se indica mediante un ejemplo particular. Suponga que desea formar todas las
“palabras” posibles de cinco letras con las letras de la palabra “BABBY”. Hay 5! = 120 permutaciones de los objetos

By, A, B,, B, Y, donde se han identificado las tres letras B. Observe que las seis permutaciones siguientes
B,B, B;AY, B,B; B;AY, B,B,B,AY, B,;B;B,AY, B,B;B,AY, B;B,B,AY

producen la misma palabra cuando se suprimen los subindices. EI 6 proviene del hecho de que hay 3! =3-2-1 =16
formas distintas de colocar las tres letras B en las tres primeras posiciones en la permutacion. Esto es cierto para cada
conjunto de tres posiciones en que pueden aparecer las letras B. En consecuencia, el nimero de palabras diferentes de
cinco letras que pueden formarse con las letras de la palabra “BABBY” es:

5!
P(5:3) =5 =20

EJEMPLO 5.5 Encuentre el nimero m de palabras de siete letras que pueden formarse con las letras de la palabra
“BENZENE”.

Se busca el nimero de permutaciones de 7 objetos, de los cuales 3 son iguales (las tres letras E) y 2 son iguales (las dos letras
N). Por el teorema 5.6,

7 7-6-5-4-3.2-1
m:P(7; 3,2):*:—:420
312! 3.2-1-2-1

Muestras ordenadas
Muchos problemas tienen que ver con la eleccidn de un elemento de un conjunto S con, por ejemplo, n elementos.

Cuando un elemento se elige después de otro; por ejemplo r veces, la eleccién se denomina muestra ordenada de
tamafio r. Se consideran dos casos.

1) Muestreo con reemplazo

Aqui el elemento se devuelve al conjunto S antes de elegir el siguiente elemento. Por tanto, cada vez hay n formas de
elegir un elemento (se permiten las repeticiones). La regla del producto establece que el nimero de tales muestras
es:

n-n-n---n-n(r factores) = n"
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2) Muestreo sin reemplazo

Aqui el elemento no se regresa al conjunto S antes de elegir el siguiente elemento. Por tanto, en la muestra ordenada
no hay repeticiones. Una muestra asi es simplemente una r-permutacion. Por tanto, el nimero de estas muestras es:

n!

Pn,ry=nn—-1)(n-2)---n—r+1)=—
(n—r)!

EJEMPLO 5.6 De una baraja con 52 naipes se eligen tres cartas, una después de la otra. Encuentre el nimero m de formas en
que puede hacerse lo anterior: a) con reemplazo; b) sin reemplazo.

a) Cada carta puede elegirse en 52 formas. Asi, m = 52(52)(52) = 140 608.

b) Aqui no hay reemplazo. Por tanto, la primera carta puede escogerse en 52 formas; la segunda en 51 y la tercera en 50 formas.
Por tanto:

m = (P52, 3) = 52(51)(50) = 132 600

5.5 COMBINACIONES

Sea S un conjunto con n elementos. Una combinacién de estos n elementos tomando r a la vez es cualquier seleccion
de r de los elementos, donde el orden no importa. Esta seleccion se denomina r combinacion; es simplemente un sub-
conjunto de S con r elementos. EI nimero de tales combinaciones se denotara por

C(n,r) (otros texto pueden usar ,C,, C, .0 C}).

Antes de presentar la formula general para C(n, r) se considerara un caso especial.

EJEMPLO 5.7 Encuentre el nimero de combinaciones de 4 objetos, A, B, C, D, tomando 3 a la vez. Cada combinacion de tres
objetos determina 3! = 6 permutaciones de los objetos como sigue:

ABC: ABC, ACB, BAC, BCA, CAB, CBA
ABD: ABD, ADB, BAD, BDA, DAB, DBA
ACD: ACD, ADC, CAD, CDA, DAC, DCA
BCD: BDC, BDC, CBD, CDB, DBC, DCB

Por tanto, al multiplicar el nimero de combinaciones por 3! se halla el namero de permutaciones; es decir,

P4,3)

C4,3)-3'=P4,3) 0 C4,3)= 3

PeroP(4,3)=4-3 .2 =24y 3! =6, por tanto C(4, 3) = 4 como se anoto antes.
Como ya se indico, cualquier combinacion de n objetos tomando r a la vez determina r! permutaciones de los objetos en la
combinacién; es decir

Pn,ry=r!C(n,r)

En consecuencia, se obtiene la siguiente formula para C(n, r), que tiene su expresion formal en el teorema.
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P(n, !
Teorema5.7: C(n,r) = (. 1) = "
r! rl(n —r)!
|
Recuerde que el coeficiente binomial <n) se definié como m i )'; por tanto,
r r:n—r).

n
C(r,n)=(>
.
n
r

Las expresiones C(n, r) y < ) se usan como sinénimos.

EJEMPLO 5.8 Un granjero compra 3 vacas, 2 cerdos y 4 gallinas a una persona que tiene 6 vacas, 5 cerdos y 8 gallinas. Encuentre
el nimero m de opciones que tiene el granjero.

El granjero puede escoger las vacas en C(6, 3) formas, los cerdos, en C(5, 2) formas y las gallinas, en C(8, 4) formas. Por tanto,
el nimero m de opciones es:

=20-10-70 = 14 000

RS
)
~

7
3

\S} o)

.7-6-5
.3.2.1

8
14

\S}

5.6 EL PRINCIPIO DEL PALOMAR

Muchos resultados de la teoria combinatoria provienen de la siguiente proposicién casi evidente.

Principio del palomar: Sin casillas en el palomar las ocupan n 4+ 1 palomas, entonces por lo menos una casilla esta
ocupada por mas de una paloma.

Este principio se aplica a muchas situaciones en las que se busca demostrar que puede ocurrir una situacion dada.

EJEMPLO 5.9

a) Suponga que en un area escolar hay 13 profesores y dos de ellos (palomas) nacieron el mismo mes (casillas).

b) Encuentre el nimero minimo de elementos que es necesario tomar del conjunto S = {1, 2, 3,..., 9} para tener la certeza de que
la suma de dos nimeros es 10.
Aqui las casillas son los cinco conjuntos: {1, 9}, {2, 8}, {3, 7}, {4, 6}, {5}. Por tanto, cualquier eleccion de seis elementos (palo-
mas) de S garantiza que la suma de dos nimeros es 10.

El principio del palomar se generaliza como sigue.

Principio del palomar generalizado: Si n casillas estan ocupadas por kn 4+ 1 0 mas palomas, donde k es un entero
positivo, entonces por lo menos una casilla esta ocupada por k 4+ 1 0 mas palomas.

EJEMPLO 5.10 Encuentre el nimero minimo de estudiantes en un curso para asegurar que tres de ellos nacieron el mismo
mes.

Aqui n = 12 meses son las casillas y k + 1 = 3, de modo que k = 2. Entonces, entre kn + 1 = 25 estudiantes (palomas) cua-
lesquiera, tres de ellos nacieron el mismo mes.

www.FreelLibros.me



5.8 DiaGRAMAS DE ARBOL 95

5.7 EL PRINCIPIO DE INCLUSION-EXCLUSION

Sean Ay B conjuntos finitos arbitrarios. Recuerde el teorema 1.9, que establece:
n(AUB) =n(A) +n(B) —n(AN B)

En otras palabras, para encontrar el nimero n(A U B) de elementos en la unidn de A'y B, se suman n(A) y n(B) y luego
se resta n(A N B); es decir, se “incluyen” n(A) y n(B) y se “excluye” n(A N B). Esto se debe a que cuando se suman
n(A) y n(B), los elementos de (A N B) se han contado dos veces.

El principio anterior es verdadero para cualquier niamero de conjuntos. Primero se plantea para tres conjuntos.

Teorema 5.8: Para tres conjuntos finitos arbitrarios, se tiene
n(AUBUC)=n(A)+n(B)+n(C)—n(ANB)—n(ANC)—n(BNC)+n(ANBNC)

Es decir, se “incluyen” n(A), n(B), n(C) y se “excluye” n(A N B), n(A N C), n(B N C), y por dltimo se “incluye”
n(ANBNC).

EJEMPLO 5.11 Encuentre el nimero de estudiantes de matematicas en una universidad que cursan por lo menos uno de los
siguientes idiomas: francés, aleman y ruso, tomando en consideracion los datos siguientes:

65 estudian francés, 20 estudian francés y aleman.
45 estudian aleman, 25 estudian francés y ruso, 8 estudian los 3 idiomas.
42 estudian ruso, 15 estudian aleman y ruso.

Se quiere encontrar n(F U G U R), donde F, G y R denotan los conjuntos de estudiantes que estudian francés, aleman y ruso, res-
pectivamente.
Por el principio de inclusién-exclusion,

n(FUGUR)=n(F)+n(G)+n(R)—n(FNG)—n(FNR)—n(GNR)+n(FNGNR)
=654+45+42-20—-25—-15+8 =100

A saber, 100 estudiantes estudian por lo menos uno de los tres idiomas.
Ahora suponga que tiene cualquier nimero finito de conjuntos finitos; por ejemplo, A;, A,, ..., A,,. Sea S, la suma de las cardi-
nalidades

n(Ail n Aiz n---N Ai[()
de todas las intersecciones k-tuplas de los m conjuntos dados. Entonces se tiene el siguiente principio de inclusion-exclusion general.

Teorema5.9: n(A;UA,U---UA,) =5 —5, +53— -+ (=1)"" s, .

5.8 DIAGRAMAS DE ARBOL

Un diagrama de arbol es un instrumento para enumerar todos los resultados posibles de una sucesion de eventos, donde
cada evento puede ocurrir en una forma finita de formas. La construccion de los diagramas de arbol se ilustra en el
siguiente ejemplo.

EJEMPLO 5.12

a) Encuentre el producto A x B x C,donde A= {1,2},B={a, b, c},C={x,y}.

El diagrama de arbol para A x B x C aparece en la figura 5-2a). Aqui el arbol se construye de izquierda a derecha, y el nime-
ro de ramas en cada punto corresponde a los resultados posibles del siguiente evento. Cada punto terminal (hoja) del arbol se
identifica mediante el elemento correspondiente de A x B x C. Como ya se observo, A x B x C tiene n = 2(3)(2) = 12 ele-
mentos.

b) Marcos y Eric van a enfrentarse en un torneo de tenis. EI ganador del torneo es el primero que gane dos partidos seguidos o
quien gane tres juegos. Encuentre el nimero de formas en que puede ocurrir el torneo.
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x  (l,a,x)
”<y (1,a,y)

X (1, b,x) M E
: <, by /\ /\
x  (1,¢x)
M E M E
C<y (1’ C,y) /\ /\
x  (2,a,x)
a<y 2 0y M E M E
x  (2,b,%) /\
x (2’ c, X) /\ /\
C<y 2,¢,) M E M E
a) b)

Figura 5-2

El diagrama de arbol que muestra los resultados posibles se muestra en la figura 5-2b). Aqui, el arbol se construye de arriba
abajo, en lugar de izquierda a derecha. (Es decir, la “raiz” esta en la parte superior del arbol.) Observe que hay 10 puntos terminales,
que corresponden a las 10 formas como puede ocurrir el torneo:

MM, MEMM, MEMEM, MEMEE, MEE, EMM, EMEMM, EMEME, EMEE, EE

La ruta desde el inicio (parte superior) del arbol hasta el punto terminal describe quién gan6 qué juego en el torneo.

PROBLEMAS RESUELTOS
NOTACION FACTORIAL Y COEFICIENTES BINOMIALES

5.1  Calcule: a)4! 5! b)e!, 71, 8! 9! c) 50!
a) 41=4.3.2-1=24, 5!=5.4.3.2-1=5(24) = 120.
b) Ahoraseusa(n+ 1)! =(n+ 1)nk:

6! = 5(5!) = 6(120) = 720, 8! = 8(7!) = 8(5040) = 40320,
71 =7(6)) = 7(720) = 5 040, 9! = 9(8!) = 9(40 320) = 362 880.
c) Puesto que n es muy grande, se usa la aproximacion de Stirling: n! = +/2rnn"e" donde e ~ 2.718. Por tanto,

50! &~ N = +/1007 50~

Al evaluar N con una calculadora, se obtiene N = 3.04 x 10% (que tiene 65 digitos).

7!

5.2 Calcule: )13!- b)
' YT P o

13 13-12-11-10-9-8-7-6-5-4-3-2-1

a — =
) 11! 11-10-9-8-7-6-5-4-3-2-1

=13.12 = 156.

En forma alterna, lo anterior se resuelve asi:

131 13-12- 11!

- = =13-12 = 156.
11! 11! 3 3
b) 7 7 L
100~ 10-9-8-7! 10-9-8  720°
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5.6

PROBLEMAS RESUELTOS

! 2)!
Simplificar: a) " ;. b) (n +2) .
(n—1)! n!
a) n = nn—Din=2)---3:-2:1 = n; en forma alterna: n! = nin — Dt =
mn-1)! —-Dm-2)---3-2-1 n—=10!"" (=1
(n+2)!  (n+2)(n+ Dn!

b) =m+2)n+1) =n>+3n+2.

n! n!

Calcule: a) (136>; b) (142); ) <§>

Recuerde que en el numerador hay tantos factores como en el denominador.

16\ 16-15-14 12\ 12-11-10-9
a) =— """ -560; b) =7 495
3 3.2-1 4 4.3.2-1
8.7

8 8 .6
c) Puestoque 8 — 5= 3, setiene <5> = ( ) =

3 3.2-1
Demuestre: 17 = 16 + 16
\6/) \5 6 )

= 56.

97

16 16 16! 16! . ., - .
Ahora ( ) + ( ) + La primera fraccion se multiplica por g y la segunda por % a fin de obtener el

5 6) 511t 610!
mismo denominador en ambas fracciones; luego se suma:

16 N 16\  6-16! N 11-16! _6~16!+11-16!

5 6 T 650110 6-11-100 6. 11! 611!
_6-16l+11-16!  (64+11)-16! 17-16! 170 (17
o 6!- 11! o611 el 11 611\ 6

Demuestre el teorema 5.3: <n + 1) = < " ) + (”)
r r—1 r

(La técnica aplicada en esta demostracion es semejante a la del problema precedente.)

n!

n n n!
Ahora<r—1>+<r>= r—=0D'@m—r+1! +r!-(n—r)!'

Para obtener el mismo denominador en ambas fracciones, la primera fraccion se multiplica por £ y la segunda, por

4
%. Por tanto,

n n _ r-n! nm—r+1)-n
(r—l)+<r> T D G Dl M m—r T

r-n! n—r+1)-n!
rln—r+1)! rl(n —r+1)!

renl+(n—r+1)-nl [r+m-r+1]-n

n—r+

ri(n —r+1)! rli(n —r+1)!
(n+Dn! 41D n+1)
rln—r+ D! rln—r+ D!\ r

PRINCIPIOS DE CONTEO

5.7

Suponga que en un librero hay 5 textos de historia, 3 de sociologia, 6 de antropologia y 4 de psicologia.

Encuentre el nimero n de formas en que un estudiante puede escoger:
a) Uno de los libros; b) un libro de cada tema.

a) Aquise aplica laregla de la suma; por tanto,n =5+ 3 + 6 + 4 = 18.
b) Aqui se aplica la regla del producto; por tanto,n=5-3 -6 - 4 = 360.
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5.8

5.9

En un curso de historia hay 8 estudiantes varones y 6 estudiantes mujeres. Encuentre las n formas en que es
posible elegir: a) un representante del curso; b) dos representantes del curso: 1 vardn y una mujer; ¢) 1 presi-
dente y 1 vicepresidente.

a) Aquise usa laregla de la suma; por tanto, n = 8 + 6 = 14.
b) Aqui se usa la regla del producto; por tanto, n =8 - 6 = 48.

c) Hay 14 formas para elegir un presidente, y asi hay 13 formas para elegir al vicepresidente. Por tanto, n = 14.13 =
182.

Entre Ay B hay cuatro lineas de autobuses, y entre B y C hay tres lineas de autobuses. Encuentre el nimero m
de formas en que una persona puede viajar en autobus: a) de A a C pasando por B; b) en viaje redondo de A a
C pasando por B; c) en viaje redondo de A a C pasando por B pero sin usar una linea de autobus mas de una
Vez.

a) Hay 4 formasdeirde AaBy 3formasdeirdeBaC;portanto,n=4-3=12.
b) Hay 12 formas de ir de A a C pasando por B, y 12 formas para regresar. Por tanto, n = 12.12 = 144,
c) Lapersonaviajarade AaBaCaBaA. Estas letras se escriben con flechas vinculatorias:

A—-B—-C—B— A

La persona puede viajar en cuatro formas de A a By en tres formas de B a C, pero s6lo puede viajar en dos formas de
C aByen tres formas de B a A puesto que no desea viajar en la misma linea de autobds mas de una vez. Estos nime-
ros se escriben arriba de las flechas correspondientes como sigue:

ASB3Zc3BSA

Entonces, por la regla del producto,n=4.3.2-3 =72.

PERMUTACIONES

5.10

5.11

5.12

5.13

Escriba la diferencia principal entre permutaciones y combinaciones, con ejemplos.

El orden importa en las permutaciones, como en las palabras, sentarse en filay elegir un presidente, un vicepresidente y un
tesorero. El orden no importa en las combinaciones, como en comités y equipos (sin contar las posiciones). La regla del
producto suele usarse con permutaciones, puesto que la eleccion de cada una de las posiciones ordenadas se considera como
una sucesion de eventos.

Encuentre: a) P(7, 3); b) P(14, 2).

Recuerde que P(n, r) tiene r factores, empezando con n.

a) P(7,3)=7-6-5=219; b)P(14,2)=14.13 = 182.

Encuentre las m formas en que 7 personas pueden sentarse:

a) Enuna filade sillas; b) alrededor de una mesa redonda.

a) Agquim=P(7,7)=7!formas.
b)  Una persona puede sentarse en cualquier sitio en la mesa. Las otras 6 personas pueden colocarse en 6! formas alrede-
dor de la mesa; es decir, m = 6!

Este es un ejemplo de permutacion circular. En general, n objetos pueden colocarse en un circulo en (n — 1)! for-
mas.
Encuentre el nimero n de permutaciones distintas que pueden formarse con todas las letras de cada palabra:
a) PATOS; b) PARADAS; ¢) SOCIOLOGICAS.

Este es un problema de permutaciones con repeticiones.
a) n=>5!=120, puesto que hay 5 letras sin repeticion.

7! .
b) n= 3= 840, ya que hay 7 letras, de las cuales 3 son Ay no se repite ninguna otra letra.
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31212121
factoriales, debido a que el nimero es muy grande.)

c) n= , yaque hay 12 letras, de las cuales 3son O, 2son S, 2 son | y 2 son C. (La respuesta se deja en términos

En un curso hay 8 estudiantes. Encuentre el nmero n de muestras de tamafio 3:
a) Con reemplazo; b) sin reemplazo .
a) A cada estudiante de la muestra ordenada se le puede escoger de 8 formas; por tanto, hay

n=28-8-8=8 =512 muestras de tamafio 3 con reemplazo.
b) Hay 8 formas de escoger al primer estudiante; al segundo, 7 formas; y al ultimo, 6 formas. Por tanto, hayn=8-7-6

= 336 muestras de tamafio 3 sin reemplazo.
Encuentre n si P(n, 2) = 72.
P(n, 2) =n(n — 1) =n? —n. Por tanto, se obtiene
n—-n=72 o nP—n—-72=0 o (N—9)(n+8)=0

Debido a que n debe ser positiva, la Gnica respuesta es n = 9.

COMBINACIONES

5.16

5.17

5.18

En un curso hay 10 estudiantes; 6 varones y 4 mujeres. Encuentre el nimero n de formas para:

a) Elegir un comité de 4 miembros.
b) Elegir un comité de 4 miembros con 2 varones y 2 mujeres.
c) Elegir un presidente, un vicepresidente y un tesorero.

a) Esta situacion corresponde a combinaciones, no a permutaciones, ya que en un comité el orden no importa. Hay “10
en 4” comités asi. Es decir,

=210

10\ 10-9-8.7
n=C(0, 4) = ="

4)7 4.3.2-1

b) Los 2 varones pueden elegirse de los 6 varones en C(6, 2) formas, y las 2 mujeres pueden elegirse de las 4 mujeres en
C(4, 2) formas. Entonces, por la regla del producto:

6\ /4 6-5 4-3
n= == . 27— 15(6) = 90
2)\2) 21 21

c) Estasituacion corresponde a permutaciones, no a combinaciones, ya que en un comité importa el orden. Asi,
n=P6,3)=6-5-4=120

Una caja contiene 8 calcetines azules y 6 calcetines rojos. Encuentre el nimero de formas en que es posible

extraer dos calcetines de la caja si:

a) Pueden ser de cualquier color. b) Deben ser del mismo color.

a) Hay “14 en 2” formas de seleccionar 2 de los 14 calcetines. Por tanto,

14-13

b) Hay C(8, 2) = 28 formas para escoger 2 de los 8 calcetines azules, y C(6, 2) = 15 formas para escoger 2 de los 6
calcetines rojos. Por la regla de la suma, n = 28 + 15 = 43.

Encuentre el nimero m de comités de 5 miembros con un director que es posible escoger entre un grupo de 12
personas.

Hay 12 formas de escoger al director, a los otros 4 miembros del comité se les puede escoger entre las 11 personas restan-
tes en C(11, 4) formas. Asi, m = 12-C(11, 4) = 12-330 = 3 960.
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PRINCIPIO DEL PALOMAR

5.19

5.20

521

Encuentre el nimero minimo n de enteros a seleccionar de S = {1, 2,..., 9} de modo que: a) La suma de dos
de los n enteros sea par. b) La diferencia de dos de los n enteros sea 5.

a) Lasuma de dos enteros pares o0 dos enteros impares es par. Considere que los subconjuntos {1, 3,5, 7,9} y {2, 4, 6, 8}
de S son casillas. Por tanto, n = 3.

b) Considere que los cinco subconjuntos {1, 6}, {2, 7}, {3, 8}, {4, 9}, {5} de S son casillas. Por tanto, n = 6 garantiza que
dos enteros pertenecen a uno de los subconjuntos y que su diferencia es 5.

Encuentre el nimero minimo de estudiantes necesario para garantizar que cinco de ellos estan en el mismo
nivel (de primero, de segundo, de tercero o de ultimo afio).

Aqui los n = 4 niveles son las casillas y k + 1 = 5, de modo que k = 4. Por tanto, de entre cualesquiera kn 4+ 1 = 17 estu-
diantes (las palomas), cinco de ellos estan en el mismo nivel.

Sea L una lista (no necesariamente en orden alfabético) de las 26 letras del alfabeto inglés (que consta de cinco
vocales: A, E, I, O, Uy 21 consonantes).

a) Demuestre que L contiene una sublista que consta de cuatro 0 mas consonantes consecutivas.
b) En el supuesto de que L empiece con una vocal; por ejemplo A, demuestre que L contiene una sublista que
consta de cinco 0 mas consonantes consecutivas.

a) Lascinco letras dividen a L en n = 6 sublistas (casillas) de consonantes consecutivas. Aquik + 1 =4y asi k = 3. Por
tanto, nk + 1 = 6(3) + 1 = 19 < 21. Por tanto, alguna sublista tiene por lo menos cuatro consonantes consecutivas.

b) Puesto que L empieza con una vocal, el resto de las vocales dividen a L en n = 5 sublistas. Aqui k + 1 = 5y entonces
k = 4. Por tanto, kn 4+ 1 = 21. Por consiguiente, alguna sublista tiene por lo menos cinco consonantes consecutivas.

PRINCIPIO DE INCLUSION-EXCLUSION

5.22

523

5.24

En un aula hay 22 estudiantes mujeres y 18 estudiantes varones. Encuentre el nimero total de t estudiantes.

Los conjuntos de estudiantes varones y mujeres son ajenos; asi, t = 22 4+ 18 = 40.

Suponga que de 32 personas que separan papel o botellas (o ambos) para reciclar, hay 30 que separan papel y
14 que separan botellas. Encuentre el nimero m de personas que:

a) separan papel y botellas; b) sélo separan papel; c) sélo separan botellas.
Sean P y B los conjuntos de personas que separan papel y botellas, respectivamente. Entonces:

a) m=n(PNB)=n(P)+n(B)—n(PUB)=30+14—-32=12
b) m=n(P\B)=n(P)—n(PNB)=30—12=18
¢) m=n(B\P)=n(B)—n(PNB)=14—12=2

Las letras A, B, C y D representan, respectivamente, cursos de arte, biologia, quimica y teatro. Encuentre el
numero N de estudiantes en un dormitorio, dado lo siguiente:

12 cursan A, 5cursan Ay B, 4 cursan By D, 2 cursan B, C, D,

20 cursanB, 7cursanAy C, 3cursanCy D, 3cursan A, C, D,

20 cursan C, 4cursanAy D, 3cursanA,By C, 2 cursan los cuatro,

8 cursan D, 16cursanBy C, 2cursanA,ByD, 71 no cursan ninguno.

Sea T el numero de estudiantes que llevan por lo menos un curso. Por el principio de inclusion-exclusion, teorema 5.9,
T=s; —s,+ 83 — s, donde:

5, =12420420+8=60, s5,=5+7+4+16+4+3 =239,
5, =34+2+2+3=10, 5, =2.

Asi, T=29yN=71+T = 100.
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DIAGRAMAS DE ARBOL

5.25

5.26

Los equipos A y B disputardn un torneo. El triunfador es el primer equipo que gane tres juegos. Encuentre el
namero n de formas en que es posible ganar el torneo.

En la figura 5-3a) aparece el diagrama de arbol idéneo. Los resultados del torneo pueden ocurrir en 20 formas:

AAA, AABA, AABBA, AABBB, ABAA, ABABA, ABABB, ABBAA, ABBAB, ABBB,
BBB, BBAB, BBAAB, BBAAA, BABB, BABAB, BABAA, BAABB, BAABA, BAAA

a b c
A B 4 B 4 B A B /\ /\ /\
A B A B A B A B A B A B
/\ /\ /\ /\ /\ /\ c b c a b a
AB ABAB ABAB AB abc achb  bac bca  cab cha
a) b)
Figura 5-3

Construya el diagrama de arbol que proporciona las permutaciones de {a, b, c}.

El diagrama de arbol se muestra en la figura 5-3b). Hay seis permutaciones, que se enumeran en la parte inferior del
diagrama.

PROBLEMAS DIVERSOS

5.27

5.28

En un curso hay 12 estudiantes. Encuentre el nimero n de formas en que los 12 estudiantes pueden presentar
3 exdmenes si 4 estudiantes deben presentar cada examen.

Hay C(12, 4) = 495 formas de escoger 4 de los 12 estudiantes para presentar el primer examen. Luego, hay C(8, 4) = 70
formas de escoger 4 de los 8 estudiantes restantes para presentar el segundo examen. Los estudiantes que quedan presentan
el tercer examen. Asi:

n = 70(495) = 34 650

n
Demuestre el teorema (del binomio) 5.2: (a + b)" = Z (’Z) atry .
r=0
El teorema se cumple para n = 1, puesto que

1
N e (1Y 150 L\ 0,1 _ _ 1
Z<r>a b_(())ab +<1>ab_a+b_(a+b)

r=0
Se supone que el teorema es verdadero para (a + b)"y se tiene que es cierto para (a 4 b)™**.

(a +b)"'=(a+b)(a+b)

— (a + b)[a” + (rll)an—l b+---+ (;‘,l)a”_r“ b1 + (;l)al‘l—r b+ (ill)abn—l + b”]
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Luego, el término en el producto que contiene b" se obtiene a partir de

b[(f—l) an—r+1 br—l] + a[(;”l) a"r br] — (r:_l) an7r+1 br + (:z)an—rJrl b
=)+ la b

n

r

Pero, por el teorema 5.3, (r ﬁ 1) = (

) = (" j 1). Asi, el término que contiene a b" es:
(}’l + 1> anfr+1 br
-
Observe que (a + b) (a + b)" es un polinomio de grado n + 1 en b. Por consiguiente:
n+1 n+ 1
n+1 __ n __ n—r+1 pr
(a+b)"" = (@+b)a+b) _Z( i ) a" "

r=0

lo que habia que demostrar.

529 Seannyny,n,,..., N, enteros no negativos tales que n; + n, + - -- + n, = n. Los coeficientes multinomiales
se denotan y definen mediante:
n n!
Ny, Noy.oyn.) nylny!. .o on,!

Calcular los siguientes coeficientes multinomiales:

6 . 8 , 10
%) <3,2,1>’ b) (4,2,2,0)’ © (5,3,2,2)'

6 6! 6-5-4-3-2-1
3) (3,2,1> 32011 3.2-1-2-1-1
8 8! 8.7-6-5-4-3-2-1
b = = =420
) (4, 2,2,0) 41212100 4.3.2.1-2-1-2-1-1
C) ( 5 3102 , Jno tiene sentido, yaque 5 + 3 + 2 + 2 # 10.

5.30 Un estudiante debe cursar cinco materias de tres areas de estudio. En cada disciplina se ofrecen numerosos
cursos, pero el estudiante no puede cursar mas de dos materias de cualquier area.

a) Use el principio del palomar para demostrar que el estudiante debe cursar por lo menos dos materias de
cada érea.

b) Use el principio de inclusion-exclusién para demostrar que el estudiante debe cursar por lo menos una
materia en cada area.

a) Las tres areas son las casillas y el estudiante debe cursar cinco materias (las palomas). Por tanto, el estudiante debe
cursar por lo menos dos materias en un area.

b) Cada una de las tres areas de estudio se representan como tres conjuntos ajenos por las letras A, B'y C. Puesto que los
conjuntos son ajenos, m(A U B U C) =5 = n(A) + n(B) + n(C). Ya que el estudiante puede cursar sélo dos materias
en cualquier area de estudio, la suma de las materias en dos conjuntos cualesquiera; por ejemplo, Ay B, debe ser menor
o igual que cuatro. Asi, 5 — [n(A) + n(B)] = n(C) > 1. Entonces, el estudiante debe cursar por lo menos una materia
en cualquier area.
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PROBLEMAS SUPLEMENTARIOS

NOTACION FACTORIAL, COEFICIENTES BINOMIALES

531
5.32

5.33

5.34

5.35

5.36

5.37

Encuentre: a) 10!, 11!, 12!; b) 60! (Sugerencia: Use la aproximacion de Sterling a n!)
Evaltie: a) 16!/141, b) 141/11!; c) 81/10!, d) 10!/13!
=1)! n! (n—1! (n—r+1)!

T b) (n—2)!; 2 (n+2)!" d)(n—r—l)!'

o ()0 ()92 () o3) 0 (2)
omsma () () () ()~ ()=
0(0)-()+ () o ()

A partir del renglén ocho del tridngulo de Pascal siguiente, encuentre: a) el noveno renglén; b) el décimo renglén.

1 8 28 5 70 56 28 8 1
Evalle los siguientes coeficientes multinomiales (definidos en el problema 5.29):

6 7 9 8
a)(z, 3,1>; b)<3, 2,2,0); C)<3,5,1); d)<4, 3,2)'

Simplifique: a) @

PRINCIPIOS DE CONTEO

5.38

5.39

5.40

Una tienda vende ropa para hombre: tiene 3 estilos de chamarra, 7 estilos de playera y 5 estilos de pantaldn. Encuentre el
numero de formas en que una persona puede comprar: a) uno de los articulos; b) un articulo de cada uno de los tres tipos
de prenda.

En un grupo hay 10 estudiantes varones y 8 estudiantes mujeres. Encuentre el nimero de formas en que es posible elegir:
a) un representante del grupo; b) dos representantes del grupo: un vardn y una mujer; c) un presidente y un vicepresidente
del grupo.

Suponga que un codigo consta de cinco caracteres: dos letras seguidas por tres digitos. Encuentre el nimero de: a) c6digos;
b) cadigos con letras distintas; c) codigos con las mismas letras.

PERMUTACIONES

541

5.42

5.43

5.44

5.45

5.46
5.47

5.48

5.49
5.50

Encuentre el nimero de placas de automdvil de modo que: a) cada placa contenga 2 letras distintas seguidas por 3 digitos
distintos; b) el primer digito no sea 0.

Encuentre el nimero m de formas en que un juez puede otorgar el primer lugar, el segundo lugar y el tercer lugar en una
justa con 18 competidores.

Encuentre el nimero de formas en que es posible colocar 5 libros grandes, 4 libros medianos y 3 libros pequefios en un
librero de modo que: a) no haya restricciones; b) todos los libros del mismo tamafio estén juntos.

Un grupo de debate consta de tres muchachos y tres muchachas. Encuentre el nimero de formas en que pueden sentarse en
una fila de modo que: a) no haya restricciones; b) los muchachos y las muchachas se sienten juntos; c) sélo las muchachas
se sienten juntas.

Encuentre el nimero de formas en que 5 personas pueden sentarse juntas de modo que: @) no haya restricciones; b) dos
personas insistan en sentarse juntas.

Repita el problema 5.45 si las personas se sientan en una mesa redonda.

Considere todos los enteros positivos con tres digitos distintos. (Observe que el cero no puede ser el primer digito.) Encuentre
el nimero de los que son: a) mayores que 700; b) impares; c¢) divisibles entre 5.

Suponga que no se permiten repeticiones. a) Encuentre la cantidad de ndmeros de tres digitos que es posible formar con
los seis digitos 2, 3, 5, 6, 7 y 9. b) ¢ Cuantos de ellos son menores que 400? ¢) ¢ Cuantos son pares?

Encuentre el nimero m de formas en que seis personas pueden subirse a un tobogan si uno de 3 de ellos debe ir adelante.
Encuentre nsi:  a) P(n, 4) = 42P(n, 2); b) 2P(n, 2) + 50 = P(2n, 2).
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PERMUTACIONES CON REPETICION, MUESTRAS ORDENADAS

5.51

5.52

5.53

5.54

Encuentre el nimero de permutaciones que pueden formarse con todas las letras de cada palabra: a) QUEUE; b) COMMITTEE;
c) PROPOSITION; d) BASEBALL.

Suponga que se tienen 4 banderas rojas idénticas, 2 banderas azules idénticas y 3 banderas verdes idénticas. Encuentre el
nimero m de sefiales diferentes que es posible formar al colgar las 9 banderas en una linea vertical.

Una caja contiene 12 lamparas. Encuentre el nmero n de muestras ordenadas de tamafio 3: a) con reemplazo; b) sin reem-
plazo.

En un grupo hay 10 estudiantes. Encuentre el nimero n de muestras ordenadas de tamafio 4: a) con reemplazo; b) sin
reemplazo.

COMBINACIONES

5.55

5.56

5.57

5.58

5.59

5.60

Un restoran ofrece 6 postres distintos. Encuentre el nimero de formas en que un cliente puede elegir:
a) un postre; b) 2 de los postres; ¢) 3 de los postres.

En un grupo que integran 9 hombres y 3 mujeres, encuentre el numero de formas en que un maestro puede seleccionar un
comité de 4 personas del grupo, de modo que:

a) no haya restricciones; c) haya exactamente una mujer;

b) haya 2 hombres y 2 mujeres;  d) por lo menos una persona sea mujer.

Una mujer tiene 11 amigos cercanos. Encuentre el nimero de formas en que la mujer puede invitar a cenar a 5 de sus ami-
gos, de modo que:

a) No haya restricciones.

b) Dos de las personas formen un matrimonio y no se sienten separadas.

c) Dos de los amigos no hablen entre si y no se sienten separados.

En un curso hay 8 hombres y 6 mujeres y entre ellos sélo hay un matrimonio. Encuentre el nimero m de formas en que
un maestro puede seleccionar un comité de 4 personas del curso donde el esposo o la esposa, pero no ambos, estén en el
comite.

En una caja hay 6 calcetines azules y 4 calcetines blancos. Encuentre el nimero de formas en que es posible extraer dos
calcetines de la caja de modo que:

a) No haya restricciones. b) Sean de distinto color. c) Sean del mismo color.

Una estudiante debe contestar 10 de 13 reactivos. Encuentre el nimero de sus opciones en que debe responder:

a) los dos primeros reactivos; c) exactamente 3 de los 5 primeros reactivos;
b) el primero o el segundo reactivo, pero no ambos;  d) por lo menos 3 de los 5 primeros reactivos.

PRINCIPIO DE INCLUSION-EXCLUSION

5.61

5.62

5.63

5.64

5.65

Suponga que 32 estudiantes estan en un curso de arte Ay que 24 estudiantes estan en un curso de biologia B, y suponga que
10 estudiantes estan en ambos cursos. Encuentre el nimero de estudiantes que estan:
a)enel curso Aoenel curso B; b)sdloenel curso A; c)soloen el curso B.

Una encuesta aplicada a 80 propietarios de automaévil mostrd que 24 poseen un automavil extranjero y 60 poseen un auto-
movil nacional. Encuentre el nimero de propietarios que poseen:

a) tanto un automavil extranjero como uno nacional;

b) sélo un automovil extranjero;

c) s6lo un automdvil nacional.

Considere todos los enteros desde 1 hasta 100. Encuentre el nimero de ellos que son:
a) impares o el cuadrado de un entero; b) pares o el cubo de un entero.

En un curso de 30 estudiantes, 10 obtuvieron A en el primer examen, 9 obtuvieron A en el segundo examen y 15 no obtu-
vieron A en ningin examen. Encuentre el nimero de estudiantes que obtuvieron:

a) A en ambos examenes;

b) A en el primer examen pero no en el segundo;

c) A en el segundo examen pero no en el primero.

Considere todos los enteros desde 1 hasta 300. Encuentre el nimero de ellos que son divisibles entre:
a) por lomenos uno de 3,5,7; c) por 5, pero no por 3 ni por 7;
b) 3y 5 pero no por 7, d) ninguno de los nimeros 3, 5, 7.
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5.67
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En una escuela se imparten tres idiomas extranjeros: francés (F), espafiol (S) y aleman (G). De 80 estudiantes:
i) 20 estudian F, 25 estudian S, 15 estudian G.

ii) 8estudian Fy S, 6 estudian Sy G, 5 estudian F y G.

iii) 2 estudian los tres idiomas.

De los 80 estudiantes, encuentre el nimero de ellos que estudian:

a) ninguno de los idiomas;

b) soélo francés;

c) s6loun idioma;

d) solo espafiol y aleman;

e) exactamente dos de los idiomas.

Encuentre el nimero m de elementos en la union de los conjuntos A, B, C y D, donde:
i) A B, Cy D tienen 50, 60, 70 y 80 elementos, respectivamente.

ii) Cada par de conjuntos tiene 20 elementos en comun.

iii) Cada grupo de tres conjuntos tienen 10 elementos en comun.

iv) Los cuatro conjuntos tienen 5 elementos en coman.

PRINCIPIO DEL PALOMAR

5.68

5.69

5.70

571

5.72

Encuentre el nimero minimo de estudiantes necesarios para garantizar que 4 de ellos nacieron: a) el mismo dia de la sema-
na; b) el mismo mes.

Encuentre el nimero minimo de estudiantes necesarios para garantizar que 3 de ellos:

a) tienen apellidos que empiezan con la misma letra.

b) nacieron el mismo dia de un mes (de 31 dias).

Considere un torneo con n jugadores, donde cada jugador se enfrenta a cada uno de los demas jugadores. Suponga que cada
jugador gana por lo menos una vez. Demuestre que por lo menos 2 de los jugadores tienen el mismo nimero de victorias.

Suponga que en el interior de un tridngulo equilatero T que mide 2 pulgadas por lado se eligen al azar 5 puntos. Demuestre
que la distancia entre dos de los puntos debe ser menor que una pulgada.

Considere el conjunto X = {Xy, X,, ..., X;} de siete enteros distintos. Demuestre que existen X,y € X talesquex +yox —y
es divisible entre 10.

PROBLEMAS DIVERSOS

5.73

5.74

5.75

5.76

5.77

5.78

5.79

5.80

Encuentre el nimero m de formas en que es posible separar 10 estudiantes en tres equipos, donde un equipo tiene 4 estu-
diantes y los otros equipos tienen 3 estudiantes cada uno.

Si se considera que una celda puede estar vacia, encuentre el nimero n de formas en que un conjunto de 3 elementos puede
colocarse en: a) 3 celdas ordenadas; b) 3 celdas desordenadas.

Si se supone que una celda puede estar vacia, encuentre el nimero n de formas en que un conjunto de 4 elementos puede
acomodarse en: a) 3 celdas ordenadas; b) 3 celdas desordenadas.

El alfabeto inglés tiene 26 letras, de las cuales cinco son vocales. Considere sélo “palabras” de cinco letras integradas por
tres consonantes distintas y dos vocales diferentes. Encuentre el nimero de palabras que:

a) no tengan restricciones;  c¢) contienen las letras By C;

b) contienen la letra B; d) empiezan con la letra B y contienen la letra C.

Los equipos A'y B juegan la Serie Mundial de Béishol, de modo que el primer equipo que gane cuatro juegos gana la serie.
Suponga que A gana el primer juego y que el equipo que gana el segundo juego también gana el cuarto juego.

a) Encuentre y enliste el nimero n de formas en que puede ocurrir el desenlace de la serie.

b) Encuentre el nimero de formas en que B gana la serie.

c¢) Encuentre el nimero de formas en que la serie dura siete juegos.

Encuentre el nimero de formas en que puede lanzarse una moneda:

a) de modo que en una serie de 6 lanzamientos caigan exactamente 3 caras (H) y no se caigan dos caras (H) seguidas.

b) 2n veces de modo que en una serie caigan exactamente n caras y no caigan dos caras seguidas.

Encuentre el nimero de formas en que 3 elementos a, b, ¢ pueden asignarse a 3 celdas, de modo que exactamente una celda
quede vacia.

Encuentre el nimero de formas en que n elementos distintos pueden asignarse a n celdas, de modo que quede vacia exac-
tamente una celda.
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Respuestas a los problemas suplementarios

531

5.32
5.33

5.34
5.35

5.36

5.37
5.38
5.39
5.40
5.41

5.42
5.43
5.44
5.45
5.46
5.47
5.48
5.49
5.50
5.51

5.52
5.53
5.54
5.55
5.56

5.57

5.58
5.59

5.60
5.61
5.62
5.63
5.64
5.65

5.66
5.67

5.68.

5.69
5.70

a) 3 628 800; 39 916 800; 479 001 600;

b) log(60!) = 81.92, aqui 60! = 6.59 x 108

a) 240; b) 2 184; ¢) 1/90; d) 1/1 716.

a)n+1; (b) n(n - 1); (c) V[n(n + 1)(n + 2);

dy(n-nNnh-r+1).

a) 10; b) 35; ¢) 91; d) 15; e) 1 140; f) 816.

Sugerencias: a) Desarrolle (1 + 1)™

b) Desarrolle (1 - 1)".

a) 1,9, 36,84, 126, 126, 84, 36, 9, 1,

b) 1, 10, 45, 120, 210, 252, 210, 120, 45, 10, 1.

a) 60; b) 210; c) 504; d) no esta definido.

a) 15; b) 105.

a)18; b) 80; c) 306.

a) 262 - 10%; (b) 26 - 25 - 10%; b); c) 26 - 10°.

a)26-25-10-9-8=468000;b)26-25-9-9-8=

421 200.

m=18-17-16 = 4 896.

a) 12!; b) 315!413! = 103 680.

a) 6! =720;b)2-31-31. =72;c)4-3! .31 =144,

a) 120; b) 48.

a) 24; b) 12.

a)3-9-8:0)9-8-5:¢)9-8-7/2;d)9-8-7/5.

a)P(6,3) =120;b)2-5-4=40;c)2-5-4=40.

m = 360.

a)9; b) 5.

a) 30; b) 9/[212121] = 45 360; c) 111/[2!1312!] =

1663 200; d) 81/[21212!] = 5 040.

m = 91/[412131] = 1 260.

a) 12° =1 728; b) P(12, 3) = 1 320.

a) 10* = 10 000; b) P(10, 4) = 5 040.

a) 6; b) 15; c¢) 20.

a) C(12, 4); b) C(9, 2) - C(3, 2) = 108;

) C(9, 3) - 3=252;d) 9 + 108 + 252 = 369 0 C(12,
4) - C(9, 4) = 3609.

a) C(11, 5) = 462; b) 126 + 84 = 210;

c) C(9, 5) + 2C(9, 4) = 378.

m = C(12, 4) + 2C(12, 3) = 935.

a) C(10,2) =45;b) 6 -4 =24;c)C(6,2) + C(4,2) =

21045-24 =21.

a) 165; b) 110; c) 80; d) 276.

a) 46; b) 22; c) 14.

a) 4; b) 20; c) 56.

a) 55; b) 52.

a) 4;b) 6; c) 5.

a) 100 + 60 + 42 — 20 — 14 — 8 + 2 = 162;

b)20 —2=18;c) 60 — 20 — 8 + 2 = 34;

d) 300 — 162 = 138.

a) 37;b) 9; ¢) 28; d) 4; e) 13.

m =175

a) 22; b) 37.

a) 53; b) 63.

Cada jugador ganara cualquiera desde 1 hastan — 1

juegos (casillas). Hay n jugadores (palomas).

5.71

5.72

5.73
5.74

5.75.

5.76

5.77

5.78

5.79
5.80

Trace tres lineas entre los puntos medios de los lados de
T. Esto divide a T en 4 triangulos equilateros (casillas)
donde la longitud de cada lado mide 1. Dos de los 5
puntos (palomas) deben estar en uno de los triangulos.
Sear; el residuo cuando x; es divisible entre 10. Considere
las seis casillas: H; = {x; | r; =0},
Hy={x|r=5,Hy={x|r;=109},
Hy={xIr=2u8}Hs={x|r=307}

Hg = {X; | r; =4 0 6}. Entonces alguna x y y pertenecen
aalguna H,.

m = C(10, 4) - C(6, 3) = 420.

a) n = 33 = 27. (Cada elemento puede colocarse en
cualquiera de las tres celdas.) b) El nimero de elementos
en tres celdas puede distribuirse como sigue: [3, 0, 0],
[2,1,0],0[1,1,1]. Portanton=1+3+ 1 =5.

a) n = 3% = 81. (Cada elemento puede colocarse en
cualquiera de las tres celdas.). b) EI nimero de elemen-
tos en tres celdas puede distribuirse como sigue: [4, O,
0],[3,1,0],[2,2,0],0[2,1,1]. Portanton=1+ 4 +
3+6=14.

a) C(21,3) - C(5,2) - 515 b) C(20, 2) - C(5, 2) -5!;
€)19-C(5,2)-5!;d)19-C(5, 2) - 4!

Trace el diagrama de arbol T como en la figura 5-4.
Observe que T empieza en A, el ganador del primer
juego, y que sdlo hay una opcién en el cuarto juego, el
ganador del segundo juego.

a) n = 15 como se enumera a continuacion; b) 6; c) 8:
AAAA, AABAA, AABABA, AABABBA,

AABABBB, ABABAA, ABABABA, ABABABB,
ABABBAA, ABABBAB, ABABBB, ABBBAAA,
ABBBAAB, ABBBAB, ABBBB.

a) 4, HTHTHT, HTTHTH, HTHTTH, THTHTH;
b)yn+1.

18.

n!C(n, 2).

Figura 5-4
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Técnicas de
conteo avanzadas,

, recurrencia
CAPITULO

6.1 INTRODUCCION

En este capitulo se presentan técnicas y problemas de conteo mas elaborados como son combinaciones con repeti-
cién, particiones ordenadas y no ordenadas, el principio de inclusién-exclusion y el principio del palomar.
Aqui también se analiza la relacidn recursiva o de recurrencia.

6.2 COMBINACIONES CON REPETICIONES

Considere el siguiente problema. Una panaderia elabora M = 4 tipos de galleta: @) manzana, b) platano, c) zanahoria
y d) datil. Encuentre el nimero de formas en que una persona puede comprar r = 8 galletas.

Observe que el orden no cuenta y que se trata de un ejemplo de combinaciones con repeticion. En este caso, cada
combinacion se enumera con letras a, primero, luego con las b, después con las ¢ y finalmente con las d. A continuacion
se muestran cuatro de estas combinaciones.

r, = aa, bb, cc,dd; r,=aaa,c, ddd; r;=bbbb,c, ddd; r,=aaaaa, ddd.

Contar el nimero m de tales combinaciones puede no ser facil.

Suponga que quiere codificar las combinaciones anteriores con dos simbolos, por ejemplo 0y 1. Entonces 0 deno-
ta una galleta y 1 denota el cambio de un tipo de galleta a otro. Asi, cada combinacién requiere r = 8 ceros, uno para
cada galleta, y M — 1 = 3 unos, donde el primer uno denota el cambio de a a b; el segundo, el cambiode bacy el
tercero, un cambio de ¢ a d. De modo que las cuatro combinaciones anteriores se codifican como sigue:

r, = 00100100100, r, =00001101000, r;= 10000101000, r,= 00000111000.

Contar el nimero m de estas “palabras codigo” es facil. Cada una contiene R + M — 1 = 11 digitos, donde r = 8 son
ceros y, por tanto, M — 1 = 3 son unos. En consecuencia,

11-10-9
M=C(1,8)=C(11,3) = ——— = 165
3.2.1

Con un razonamiento semejante se obtiene el siguiente teorema.

107
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108 CariTuLo 6 TECNICAS DE CONTEO AVANZADAS, RECURRENCIA

Teorema 6.1: Suponga que hay M tipos de objetos. Entonces el nimero de combinaciones de r de estos objetos es
Cr+M-1,nN=Cr+M—-1,M-1).

EJEMPLO 6.1 Encuentre el nimero m de soluciones enteras no negativas de x +y + z = 18.
Cada solucion, por ejemplo x = 3,y = 7, z = 8, se considera una combinacion de r = 18 objetos que constan de 3 aes, 7 bes y
8 ces, donde hay M = 3 tipos de objetos: aes, bes y ces. Por el teorema 6.1,

m=Cr+M-1,M—1)=C(0,2) =190.

6.3 PARTICIONES ORDENADASY NO ORDENADAS

Suponga que un conjunto tiene 7 elementos y quiere encontrar el nimero m de particiones ordenadas de S en tres
celdas: [A;, A,, A5] de modo que contengan 2, 3 'y 2 elementos, respectivamente.

Puesto que S tiene 7 elementos, hay C(7, 2) formas de escoger los dos primeros elementos para A;. A continuacion
hay C(5, 3) formas de escoger los 3 elementos para A,. Por ultimo, hay C(2, 2) formas de escoger los 2 elementos para
A; (0 bien, los 2 ultimos elementos forman la celda A;). Asi,

m = C(7,2)C(5,3)C(2,2) = (;) (2) (;) = g : % : Z—i =210

C(T\(5\(2\ _ 7 5t 20 7
=23/ \2) T 251 3121 2000 T 213021

puesto que cada numerador después del primero se cancela con un término en el denominador del factor previo.
Es posible demostrar que el analisis anterior es cierto en general. A saber:

Observe que

Teorema 6.2: EIl nimero m de particiones ordenadas de un conjunto S con n elementos en r celdas [A, A,,..., A]
donde, para cada i, n(A;) = n;, es:

n!
m— —-
nylny!...on,!

Particiones no ordenadas

A menudo es necesario partir un conjunto S en celdas [A;, A,,..., A,], donde ahora las celdas no estan ordenadas. El
nimero m de tales particiones no ordenadas se obtiene a partir del nimero m’ de particiones ordenadas al dividir m
entre cada k!, donde k celdas tienen el mismo ndimero de elementos.

EJEMPLO 6.2 Encuentre el nimero m de formas para repartir a 10 estudiantes en cuatro equipos [A;, A,, A, A,] de modo que
en dos equipos haya 3 estudiantes y en dos equipos haya 2 estudiantes.

Por el teorema 6.2, hay m’ = 10!/(3!312!2!1) = 25 200 de estas particiones ordenadas.

Debido a que los equipos forman una particién no ordenada, m’ se divide entre 2! debido a las dos celdas con 3 elementos cada
unay 2! debido a las dos celdas con 2 elementos cada una.

Asi, m = 25 200/(2!2!) = 6 300.

6.4 OTRAAPLICACION DEL PRINCIPIO DE INCLUSION-EXCLUSION

Sean Ay, A,,..., A, subconjuntos de un conjunto universo U. Suponga que s, denota la suma de las cardinalidades de
las k intersecciones posibles de los conjuntos; es decir, la suma de todas las cardinalidades

n(Al'l N Aiz n---N Aik)
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Por ejemplo,

s Y n(A), s=Y n(A,NA), sy= Y n(A NA,NA)
i

i<j i1<ip<i3

El principio de inclusion-exclusién, que aparece en la seccion 5.7, proporcion6 una formula para el nimero de elemen-
tos en la union de los conjuntos. Esto es, por el teorema 5.9

NAJUA U UA) =5 —s5+53—---+ (=) Ls,
Si se aplica la ley de DeMorgan,
n(ASNASN...NAS) =n([A,UA,U...UA, IS = U —n(A,UA,U...UA,)

En consecuencia, resulta una forma alterna del teorema 5.9:

Teorema (principio de inclusidn-exclusion) 6.3: Sean A;, A,, ..., A, subconjuntos de un conjunto universo U. Entonces
el nimero m de elementos que no aparecen en ninguno de los subconjuntos A;, A,,..., A, de U es:

m=nASNASN...NAS) = Ul =5, +55 =53+ -+ (=15,

EJEMPLO 6.3 Sea U el conjunto de enteros positivos menores o iguales que 1 000. Entonces |U| = 1 000. Encuentre |S|, donde
S es el conjunto de los enteros que no son divisibles entre 3,50 7.

Sean A el subconjunto de enteros que son divisibles entre 3, B los divisibles entre 5 y C los divisibles entre 7. Entonces S = A®
NnBCncc puesto que cada elemento de S no es divisible entre 3, 5 0 7. Por division entera,

|Al =1000/3 =333, |B|=1000/5=200, |C|=1000/7= 142,
[ANB|=1000/15=66, |[ANC|=1000/21=47, |BNC|=1000/35= 28,
|ANBNC|=1000/105=9

Asi, por el principio de inclusion-exclusion, teorema 6.3:

S| = 1000 — (333 + 200 + 142) + (66 + 47 + 28) — 9 = 1 000 — 675 + 141 — 9 = 457

NUmero de funciones sobre

Sean Ay B conjuntos tales que |A| = 6 y |B| = 4. Se quiere encontrar el nimero de funciones suprayectivas (sobre)
de A sobre B.

Sean by, b,, b, b, los cuatro elementos en B. Sea U el conjunto de todas las funciones de A en B. Ademas, sea F,
el conjunto de funciones que no mandan ningun elemento de A en by; es decir, b; no esté en el rango de ninguna funcidn
en F;. En forma semejante, sean F,, F; y F, los conjuntos de funciones que no mandan ningun elemento de A en b,
b5 y b, respectivamente.

Lo que se busca es el niimero de funciones en S = FF NFX NF{ NES, es decir, aquellas funciones que mandan
por lo menos un elemento de A en b;, por lo menos un elemento de A en b,, y asi en lo sucesivo. El principio de inclu-
sion-exclusion, teorema 6.3, se aplica como sigue.

i) En cada funcién de U, hay 4 opciones para cada uno de los 6 elementos en A; por tanto, |U| = 4% = 4 096.
ii) En F; hay C(4, 1) = 4 funciones. En cada caso hay 3 opciones para cada uno de los 6 elementos en A; por tanto,
|F;| =3%=729.
iii) Hay C(4, 2) = 6 pares F; N F;. En cada caso hay 2 opciones para cada uno de los 6 elementos en A; por tanto,
IF,NF;|=2°=64.
iv) Hay C(4, 3) = 4 tripletas F; N F; N F,. En cada caso s6lo hay una opcion para cada uno de los 6 elementos en A;
por tanto, |F,NF;NF|=1°=1.

www.FreelLibros.me



110 CariTuLo 6 TECNICAS DE CONTEO AVANZADAS, RECURRENCIA

v) F;NF, N F;NF,no tiene elementos; es decir, es vacio. Por tanto, |F; N F, N F; N F, | = 0. Por el principio de
inclusion-exclusion, teorema 6.3:

IS|=|FENFf NFENES|=4%—C@4,1)3% + C(4,2)2° — 4,317
=4096 — 2916 + 384 — 1 =795
El resultado anterior es cierto en general. A saber,

Teorema 6.4: Suponga que |A| =my |B| =n, donde m > n. Entonces el nimero N de funciones suprayectivas (sobre)
de A sobre B es:

N=n"=Cmn, D)(n—1D"+Cn,2)(n—2)" —-- -4+ (=" 'Cn,n — HI"

Desarreglos

Un desarreglo es una permutacion de objetos en la que ninglin objeto esta en su posicion original. Por ejemplo, 453162
no es un desarreglo de 123456, ya que 3 estd en su posicion correcta, pero 264531 es un desarreglo de 123456. (En
forma alterna, una permutacion de o = X — X es un desarreglo si o (i) # i paratodai € X = {1, 2,..., n}.)

Sea D, el nimero de desarreglos de n objetos. Por ejemplo, 231 y 312 son los Unicos desarreglos de 123. Por tanto,
D, = 2. El siguiente teorema, demostrado en el problema 6.6, se aplica.

Teorema 6.5: D, =n![1 — { + 5 — 3 + -+ (=D 1.

La probabilidad (capitulo 7) de que ocurra un desarreglo de n objetos es igual a D, dividido entre n!, el nimero de
permutaciones de los n objetos. Asi, el teorema 6.5 produce el siguiente

Corolario 6.6: Sea p la probabilidad de un desarreglo de n objetos. Entonces

ol
p=lo—d—— — ot (-1 =
! ! n!

EJEMPLO 6.4 (Problemade los sombreros) Suponga que n =5 personas dejan sus sombreros en el guardarropa de un restoran,
y que los sombreros les son devueltos al azar. Encuentre la probabilidad p de que ninguna persona reciba su sombrero.
Este es un ejemplo de un desarreglo con n = 5. Por el corolario 6.6,

p=1—1+1/2—1/6+1/24—1/120 =44/120 = 11/30 ~ 0.367
Observe que los signos alternan y que los términos se hacen muy, muy pequefios en el corolario 6.6. En la figura 6-1 se propor-
cionan los valores de p para los primeros valores de n. Observe que, para n > 4, p esta muy préximo del siguiente valor (donde e =

2.718):

el=1—d+5—F+ DL+~ 0368

n 1 2 3 4 5 6 7

p=D,/m! | 0.0000 0.5000 0.3333 0.3750 0.3667 0.3681 0.3679

Figura 6-1

6.5 OTRAAPLICACION DEL PRINCIPIO DEL PALOMAR

El principio del palomar (con su generalizacion) se planted con ejemplos sencillos en la seccién 5.6. Aqui se propor-
cionan ejemplos con aplicaciones mas complicadas de este principio.
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EJEMPLO 6.5 Considere a seis personas, de las que dos de ellas son conocidas o desconocidas. Demuestre que hay tres perso-
nas que se conocen o se desconocen entre si.

Sea A una de las personas. Sean X el conjunto que consta de las personas que conoce Ay Y el conjunto que consta de las que
desconoce A. Por el principio del palomar, X 0 Y contiene por lo menos a tres personas. Suponga que X consta de tres personas. Si
a dos de ellas las conoce, entonces las dos y A son tres personas que se conocen. En caso de no serlo, entonces X consta de tres
personas desconocidas entre si. En forma alterna, suponga que Y consta de tres personas. Si dos de ellas se desconocen, entonces
las dos con A son tres personas que se desconocen. De no serlo, entonces X contiene tres personas que se conocen.

EJEMPLO 6.6 Considere cinco puntos reticulares (X, y,), ..., (Xs, ¥s) en el plano; es decir, puntos con coordenadas enteras.
Demuestre que el punto medio de cualquier par de los puntos también es un punto reticular.

El punto medio de los puntos P(a, b) y Q(c, d) es ([a + c]/2, ([b + d]/2). Observe que (r + s)/2 es un entero si r y s son ente-
ros con la misma paridad; es decir, que ambos sean impares 0 ambos sean pares. Hay cuatro pares de paridades: (impar, impar),
(impar, par), (par, impar) y (par, par). Hay cinco puntos. Por el principio del palomar, dos de los puntos tienen el mismo par de
paridades. El punto medio de estos dos puntos tiene coordenadas enteras.

A continuacion se presenta una aplicacion importante del principio del palomar.

Teorema 6.7: Toda sucesion de n? + 1 nimeros reales distintos contiene una subsucesion de longitud n + 1 que es
estrictamente creciente o estrictamente decreciente.

Por ejemplo, considere la siguiente sucesion de 10 = 32 + 1 nimeros (donde n =3): 2, 1, 8,6, 7,5, 9, 4, 12, 3.
Hay muchas subsucesiones de longitud n + 1 = 4 que son estrictamente crecientes o estrictamente decrecientes; por
ejemplo,

2,6,9,12; 1,50912; 8,6,54; 7,543

Por otra parte, la siguiente sucesion de 9 = 32 nlimeros no tiene ninguna subsucesion de longitud n 4+ 1 = 4 que sea
estrictamente creciente o estrictamente decreciente:

3, 2, 1, 6, 5 4 9, 8 T.

La demostracion del teorema 6.7 se presenta en el problema 6.10.

6.6 RELACIONES RECURSIVAS, O DE RECURRENCIA

Previamente analizé funciones definidas de manera recursiva como la
a) funcion factorial, b) sucesion de Fibonacci, c) funcién de Ackermann.

Aqui analizard ciertos tipos de sucesiones {a,} definidas recursivamente y su solucion. Lo primero es darse cuenta de
gue una sucesion es simplemente una funcién cuyo dominio es

N=1{1,2,3,...} 0o Nyg=NU{0}={0,1,23,...}
Se empieza con algunos ejemplos.
EJEMPLO 6.7 Considere la siguiente sucesion que empieza con el nimero 3y para la cual cada uno de los términos siguientes
se encuentra al multiplicar por 2 el término previo:
3, 6, 12, 24, 48,
Es posible definirla recursivamente por:
ay=3, a=2a_jparak>1 o0 ay=3, a_,=2a parak=>0

La segunda definicion se obtiene a partir de la primera al hacer k = k + 1. Resulta evidente que la férmula a, = 3(2") proporciona
el n-ésimo término de la sucesion sin necesidad de calcular ningtn término previo.
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1)

2)
3)

4)

5)

A continuacion se presentan las siguientes observaciones pertinentes sobre el ejemplo anterior.

La ecuacion a, = 2a,_, 0, en forma equivalente, a, , = 2a,, donde un elemento de la sucesion se define en funcion
del término previo de la sucesion, se denomina relacion recursiva o de recurrencia.

La ecuacion a, = 3, que asigna un valor especifico a uno de los términos, se denomina condicion inicial.

La funcion a, = 3(2"), que proporciona una férmula para a, como una funcién de n, no del término previo, se
denomina solucioén de la relacion de recurrencia.

Puede haber muchas sucesiones que satisfacen una relacion de recurrencia. Por ejemplo, cada una de las siguientes
expresiones es una solucion de la relacion recursiva a, = 2a,_;.

1,2,4,8,16,... y 7,14,28,56,112,...

Todas las soluciones constituyen la solucién general de la relacién de recurrencia.

Por otra parte, puede haber una solucién Unica a una relacién de recurrencia que también satisface condiciones
iniciales dadas. Por ejemplo, la condicion inicial a, = 3 Unicamente produce la solucion 3, 6, 12, 24, ... de la rela-
cion de recurrencia a, = 2a,_;.

En este capitulo se muestra como resolver algunas relaciones recursivas. Primero se proporcionan dos sucesiones
importantes que quiza el lector ya ha estudiado.

EJEMPLO 6.8

a)

b)

Progresion aritmética

Una progresion aritmética es una sucesion de la forma
a,a+d a+2d,a+3d,...

Es decir, la sucesion empieza con el nimero a y cada término sucesivo se obtiene a partir del término previo al sumarle d
(la diferencia comun entre dos términos cualesquiera). Por ejemplo:

) a=5d=3 5,89 11,...
i) a=2,d=5 27,12,17,...
i) a=1,d=0 1,1,1,1,1,...

Se observa que la progresion aritmética general puede definirse recursivamente por:
ag=a y a=a+d parak>1
donde la solucién es a, = a + (n — 1)d.
Progresion geométrica
Una progresion geométrica es una sucesion de la forma
a,ar,ar? ar’,...

Es decir, la sucesion empieza con el nimero a y cada término sucesivo se obtiene a partir del término previo al multiplicarlo
por r (la razén comdn entre dos términos cualesquiera) por ejemplo:

i) a=1r=3: 1,3927,81,...
ii) a=5r=2: 5,10,20,40,...
SN _ 1. 111
iii) a_l,r_j. LE*Z’E""
Se observa que la progresion geométrica general puede definirse recursivamente por:

aj=a y ag;=ra parak>1

donde la solucién es a,,,; = ar".
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6.7 RELACIONES RECURSIVAS, O DE RECURRENCIA,
LINEALES CON COEFICIENTES CONSTANTES

Una relacién recursiva de orden k es una funcién de la forma
a, = P(a,_ja,_p,...,a, ¢, n)

es decir, donde el n-ésimo término a,, de una sucesion es una funcion de los k términos precedentes a,_;, @,_5- .-, &,
(y posiblemente n). En particular, una relacion recursiva lineal de orden k con coeficientes constantes es una relacion
recursiva de la forma

a, = Clan—l + C2an—2 +oee Ckan—k + f(n)

donde C,, C,, ..., C, son constantes son C, # 0y f(n) es una funcion de n. A continuacion se proporciona el significa-
do de los términos lineal y coeficientes constantes:

Lineal: No hay potencias o productos de los a;.
Coeficientes constantes: Las C,, C,, ..., C, son constantes (no dependen de n).

Si f(n) = 0, entonces la relacién es homogénea.

Resulta evidente que a,, se resuelve de manera Unica si se conocen los valoresde a,_;, &,_5- - ., &,_x En consecuen-
cia, por induccién matematica, hay una sucesidn Unica que satisface la relacion de recurrencia si se proporcionan los
valores iniciales de los k primeros términos de la sucesion.

EJEMPLO 6.9 Considere cada una de las siguientes relaciones de recurrencia.

a) a,=>5a, ; —4a, ,+ n

Se trata de una relacién de recurrencia de segundo orden con coeficientes constantes. Es no homogénea debido a la n%. Suponga
que se proporcionan las condiciones iniciales a; = 1, a, = 2. Entonces es posible encontrar secuencialmente los siguientes
términos de la sucesion:

a3 =52) —4(1) +3* =15, a;=5(15)—4Q2)+4> =83

b) a,=2a, ,a, ,+ n?

El producto a,_,a,_, significa que la relacion de recurrencia no es lineal. Dadas las condiciones iniciales a; = 1, a, = 2, aln

es posible encontrar los siguientes elementos de la sucesion:

a3 =22)(1) +32 =13, a, =2(13)(2) + 4> = 68

) a;=na,_;+3a,,

Se trata de una relacion de recurrencia lineal homogénea de segundo orden pero sin coeficientes constantes porque el coefici-

ente de a,_; es n, no una constante. Dadas las condiciones iniciales a; = 1, a, = 2, los siguientes elementos de la sucesion

son:

a3 =32)+3(1)=9, a,=40)+3Q2) =42

d) a,=2a,_,+5a, , —6a,_3

Se trata de una relacion de recurrencia lineal homogénea de tercer orden con coeficientes constantes. Asi, se requieren tres, no

dos, condiciones iniciales para obtener una solucidn Unica de la relacion recursiva. Suponga que se proporcionan las condicio-

nes iniciales a; = 1, a, = 2, a; = 1. Entonces, los siguientes elementos de la sucesion son:

a; =2()+52)—6(1) =6, a5 =2(2)+5(1) —6(6) = —37
ag = 2(1) + 5(6) — 6(—37) = 254

En este capitulo se investigan las soluciones de relaciones de recurrencia lineales homogéneas con coeficientes constantes. La
teoria de las relaciones de recurrencia no homogéneas y de las relaciones de recurrencia homogéneas sin coeficientes constantes
rebasa el alcance de este texto.

Por conveniencia al realizar los célculos, la mayor parte de las sucesiones que se estudian aqui empiezan con a, en lugar de
hacerlo con a,_,. La teoria no se afecta en absoluto.
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6.8 SOLUCION DE RELACIONES DE RECURRENCIA
LINEALES HOMOGENEAS DE SEGUNDO ORDEN

Considere una relacion de recurrencia homogeénea de segundo orden con coeficientes constantes que tiene la forma
a,=sa, ,+ta, , 0 a,—sa,;—ta,_,=0

donde s y t son constantes con t = 0. El siguiente polinomio cuadratico se asocia a la relacion de recurrencia ante-
rior:

A(X) =x% —sx —t

El polinomio A(x) se denomina polinomio caracteristico de la relacion de recurrencia, y las raices de A(x) se deno-
minan sus raices caracteristicas.

Teorema 6.8: Suponga que el polinomio caracteristico A(x) = x> — sx — t de la relacién de recurrencia
a,=sa, ;+1ta,,

tiene raices distintas r, y r,. Entonces la solucion general de la relacion de recurrencia es la siguiente,
donde c; y ¢, son constantes arbitrarias:

_ n n
a, = Iy + Gy

Conviene sefialar que las constantes ¢, y ¢, pueden determinarse en forma unica mediante condiciones iniciales;
ademas, el teorema se cumple aun cuando las raices no sean reales. Pero dichos casos rebasan el alcance de este
texto.

EJEMPLO 6.10 Considere la siguiente relacion de recurrencia homogénea:
a,=2a,_1+3a,_,
La solucidn general se obtiene al encontrar, primero, su polinomio caracteristico A(x) y sus raices ry y r,:
AX)=x2 —2x—3=(x—3)(x+1); raicesr;=3,r,=—1
Puesto que las raices son distintas, se aplica el teorema 6.8 para encontrar la solucién general:
a, =c;3" + (="

Asi, valores arbitrarios ¢, y ¢, proporcionan una solucion de la relacion de recurrencia.
Suponga que también se proporcionan las condiciones iniciales a; = 1, a; = 2. Mediante la relacion de recurrencia es posible
calcular los siguientes términos de la sucesion:

1, 2, 8 28, 100, 356, 1268, 3516,
La solucidn Unica se obtiene al encontrar ¢, y ¢, mediante las condiciones iniciales:
Paran=0ya,=1,seobtiene: ¢;3°+cy(-1)°=1 0 ¢, +c,=1
Paran=1ya, = 2, se obtiene: ¢,;3' +cy(—1)'=2 0 3c;—c,=2

Al resolver el sistema de dos ecuaciones en las incognitas ¢, y ¢, se obtiene:

3 1

a=y3 ¥ a=y

Por tanto, la solucion Unica de la relacion de recurrencia dada con las condiciones iniciales dadas a; = 1, a; = 2 es:

3n+l1 + (=D

3 1
a, = -3" + Z(—l)n = 2

4
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EJEMPLO 6.11 Considere la famosa sucesion de Fibonacci:
a,=a,(+a,, con a;=0a=1
Los 10 primeros términos de la sucesion son:
0,1,1,23,5,8,13,21, 34,...

Algunas veces la sucesion de Fibonacci se define mediante las condiciones iniciales a;= 1, a; = 1 o las condiciones iniciales a; =
1, a, = 2. Por conveniencia al realizar los célculos aqui se usa a, = 1, a; = 1. (Las tres condiciones iniciales producen la misma
sucesion después del par de términos 1, 2.)

Observe que la sucesion de Fibonacci es una relacién de recurrencia lineal homogénea de segundo orden, de modo
que es posible resolverla con el teorema 6.8. Su polinomio caracteristico es el siguiente:
AX)=x>—x—1
Al aplicar la férmula cuadréatica se obtienen las raices:

14+4/5 1-+5
=, -

ry =

Por el teorema 6.8 se obtiene la solucion general:

a, = ¢ ) + ¢ )

Las condiciones iniciales producen el siguiente sistema de dos ecuaciones lineales en ¢, y c,:

Paran=0ya, =0, seobtiene: 0=c; +¢,

: 1 5 1—+/5
Paran =1y a; =1, se obtiene: 1=c1< +f>+c2< f)

2 2

La solucién del sistema es:
1 1

NIV

En consecuencia, la solucion de la relacién de recurrencia de Fibonacci es:

1 (1+v5) 1 (1-45)
M=\ 2 NAWE

Puede demostrarse que el valor absoluto del segundo término para a, siempre es menor que %. Por tanto, a, también
es el entero mas préximo al nimero

) =

1 (1445
NAUE

) ~ (0.4472)(1.6180)"

Solucion cuando las raices del polinomio caracteristico son iguales

Suponga que las raices del polinomio caracteristico no son distintas. Entonces se tiene el siguiente resultado.
Teorema 6.9:  Suponga que el polinomio caracteristico A(x) = x> — sx — t de la relacién de recurrencia
a, =sa, | +ta, ,

solo tiene una raiz ry. Entonces se concluye que la solucion general de la relacion de recurrencia, donde
C, Y C, son constantes arbitrarias, es:

a, = cyry + conrg

Las constantes c; y ¢, se determinan en forma Unica mediante las condiciones iniciales.
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EJEMPLO 6.12 Considere la siguiente relacion de recurrencia homogénea:
a,=06a,_; —9,_,
El polinomio caracteristico A(x) es el siguiente:
A(X) =x2 — 6x + 9 = (x — 3)?

Asi, A(x) slo tiene la raiz ry = 3. Luego se aplica el teorema 6.9 para obtener la siguiente solucion general de la relacion de recu-
rrencia:

a, = ¢,3" + c,n3"
Por tanto, valores arbitrarios de ¢, y ¢, proporcionan una solucion de la relacion de recurrencia.
Suponga que también se proporcionan las condiciones iniciales a; = 3, a, = 27. La relacion de recurrencia permite calcular los
siguientes términos de la sucesion:
3, 27, 135, 567, 2187, 8109,

La solucion Unica se obtiene al encontrar ¢, y ¢, mediante las condiciones iniciales:

Paran=1ya, = 3, se obtiene: ¢;3' +c,(1)(3)'=3 o 3¢, +3c,=3
Paran =2y a, = 27, se obtiene:  ¢,32 4+ ¢,(2)(3)2=27 o 9c, — 18c, = 27

Al resolver el sistema de ecuaciones con dos incognitas ¢, y ¢, se obtiene:
cG=—-11Yy ¢=2
Por tanto, la Gnica solucién de la relacién de recurrencia con las condiciones iniciales dadas es:

a,=-3"+2n3"=3"(2n - 1)

6.9 SOLUCION DE RELACIONES DE RECURRENCIA LINEALES
HOMOGENEAS GENERALES

Ahora considere una relacion general de recurrencia lineal homogénea de orden k con coeficientes constantes que tiene
la forma

k
a, = Clan—l + C2an—2 + C3an—3 +oeeet Ckan—k = Z Cian—l (61)
i=1
donde C;, C,,..., C, son constantes con C, # 0. El polinomio caracteristico A(x) de la relacion de recurrencia (6.1)
es:

k
A)=x - o P - P - = =Y T op!
i=1

Las raices de A(x) se denominan raices caracteristicas de la relacion de recurrencia.
Las siguientes observaciones son pertinentes.

Observacion 1:  Si p(n) y gq(n) son soluciones de (6.1), entonces cualquier combinacion lineal
c1p(n) + cpq(n)

de p(n) y q(n) también es una solucién. (Esto no es cierto si la relacion de recurrencia es no homogénea.)
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Observacion 2: Sires una raiz con multiplicidad m del polinomio caracteristico A(x) de (6.1), entonces cada uno de
los siguientes términos

n 2

' nr't,n n=lyn

", ..., n
es una solucion de (6.1). Por tanto, cualquier combinacion lineal
e eanr™ 4 e3n? " 4 e,n™ T = (¢ 4 en + en® 4 -+ ¢,n™ D"

también es una solucién.

EJEMPLO 6.13 Considere la siguiente relacion de recurrencia homogénea de tercer orden:
a, = 1la,_ —39a,_, +45a,_3
El polinomio caracteristico A(x) de la relacion de recurrencia es:
_ .3 2 _ 2
Ax)=x"—11x"+39%x —45=(x —3)°(x — 5)

Asi, A(x) tiene dos raices: r; = 3 con multiplicidad 2 'y r, = 5 con multiplicidad 1. En consecuencia, por las observaciones ante-
riores, la solucion general de la relacion de recurrencia es la siguiente:

a, =c;(3") + con(3") 4+ c3(5") = (¢] + ¢n)(3") + ¢3(5")
Por tanto, valores arbitrarios de c;, c,, c; proporcionan una solucion de la relacion de recurrencia.
Suponga que también se proporcionan las condiciones iniciales a; = 5, a; = 11, a; = 25. La relacion de recurrencia permite
calcular los siguientes términos de la sucesion:
5 11, 25, 71, 301, 1667,

La solucion Unica se encuentra al determinar c,, ¢,, c; mediante las condiciones iniciales:

Paran=0ya,=5, seobtiene: ¢;+c3=5
Paran=1ya; =11, seobtiene: 3c; + 3c, + 5¢3 =11
Paran=2ya, =25, seobtiene: 9c; + 18c, + 25¢; =25

Al resolver el sistema de tres ecuaciones en las incognitas c;, ¢,, C5 Se obtiene:
c,=4, c,=-2, c3=1
En consecuencia, la solucién Unica de la relacion de recurrencia con las condiciones iniciales dadas es la siguiente:

a, =@-2n)3" +5"

Observacién: La determinacidn de las raices del polinomio caracteristico A(x) es un paso importante al resolver
relaciones de recurrencia, pero, en términos generales, es dificil cuando el grado de A(x) es mayor que 2. (En el ejem-
plo B.16 se muestra una forma de encontrar las raices de algunos polinomios de grado mayor o igual que 3.)
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PROBLEMAS RESUELTOS

TECNICAS AVANZADAS DE CONTEO, INCLUSION-EXCLUSION

6.1

6.2

6.3

6.4

6.5

Una tienda de bagels vende M = 5 tipos de bagels. Encuentre el namero m de formas en que un cliente puede
comprar: a) 8 bagels; b) una docena de bagels.

Seaplicam=C(r+M—1,r)=C(r+M—1, M —1); es decir, el teorema 6.1, puesto que este problema corresponde a
combinaciones con repeticiones.

a) Aquir =8,de modoquem=C(8+4,4)=C(12,4) = 494.

b) Aqui r = 12, de modo que m = C (12 + 4, 4) = C(16, 4) = 1 820.

Encuentre el nimero m de soluciones no negativas de x +y + z = 18 con las condiciones x > 3,y > 2,z > 1.

Seanx'=x — 3,y =y — 2y z =z — 1. Entonces m también es el nimero de soluciones no negativas de X' +y’ + 2’ =
12. Asi como en el ejemplo 6.1, este segundo problema corresponde a combinaciones con repeticiones con M = 3y
r = 12. Por tanto,

m=C(12+2,2) =C(14,2) =091.

Sea E la ecuacion x + y + z = 18. Encuentre el nimero m de soluciones no negativas de E con las condiciones
dequex<7,y<8,z<0.

Sea S el conjunto de todas las soluciones no negativas de E. Sean A el conjunto de soluciones para las cuales x > 7, B el
conjunto de soluciones para las cuales y > 8 y C el conjunto de soluciones para las cuales z > 9. Entonces

m=|A° N B NCC|
Como en el problema 6.2, se obtiene

Al=C(11+2,2)=78, |ANB|=C(3+2,2) =10
|B|=C(10+2,2) =66, |[ANC|=C2+2,2) =6
IC|=C(O9+2,2)=55 |BNC|=C(1+2,2) =3

También, |S| = C(18 +2,2) =190 y |A N B N C| = 0. Por el principio de inclusion-exclusion,

m =190 — (78 + 66 + 55) + (10 + 6 +3) — 0 =10

En un grupo hay 9 estudiantes. Encuentre el nimero m de formas: a) en que los 9 estudiantes pueden presentar

3 exdmenes distintos si 3 estudiantes deben presentar todos los examenes; b) los 9 estudiantes pueden repartir-

se en 3 equipos A, B, C, de modo que en cada equipo haya 3 estudiantes.

a) Método 1: Se busca el namero m de particiones de los 9 estudiantes en celdas que contengan 3 estudiantes. Por el teo-
rema 6.2, m = 91/(3!313!) = 5 040.
Método 2: Hay C(9, 3) formas de escoger tres estudiantes para que presenten el primer examen, luego, hay C(6, 3)
formas de escoger 3 estudiantes para que presenten el segundo examen; y los estudiantes restantes presentan el tercer
examen. Por tanto, m = C(9, 3)C(6, 3) = 5 040.

b) Cada particion {A, B, C} de los estudiantes puede ordenarse en 3! = 6 formas como una particion ordenada. Por a), hay
5 040 de estas particiones ordenadas. Por tanto, m = 5 040/6 = 840.

Encuentre el nimero N de formas en que una empresa puede asignar 7 proyectos a 4 personas de modo que
cada persona obtenga por lo menos un proyecto.

Se quiere encontrar el nimero N de funciones sobre de un conjunto con m = 7 elementos sobre un conjunto con n = 4
elementos. Se aplica el teorema 6.4:

N=4%2—C(4 1)(3") + C(4 2)(27) — C4,3)1")
= 47— 4(37) + 6(2') — 4(1") = 16 334 — 8748 + 768 — 4 = 8 400
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Demuestre el teorema 6.5: D, = n![1 — & + % — 4 + -+ + (= 1) 4]

Conviene recordar por la seccion 3.3, que S, denota el conjunto de permutaciones sobre X = {1, 2,..., n} y [S,| = n! Para
i =1,...,n, representa F; todas las permutaciones en S, que “fijan i”; es decir, F; = {o € S,, | o(i) = i}. Entonces,
para subindices distintos,

IFl=@m=DY |FNFl=0=2,. . .|F NF,N0...0F]|=@-r)!
Sea Y el conjunto de todos los desarreglos en S,,; entonces
D,=Y|=|FFNFfN---NFE|
Por el principio de inclusion-exclusion,
D, =S, —s +5, =53+ -+ (=1)"s,
donde
= |F, NF,N...0F|=Cnr)(—r!= n

" r!
i|<ip<..<in

Al hacer |S,| =n!ys, =n!/r!en la formula para D, se obtiene el teorema.

PRINCIPIO DEL PALOMAR

6.7

6.8

6.9

6.10

Si se escogen cinco puntos del interior de un cuadrado S que mide dos pulgadas por lado, demuestre que la
distancia entre dos de los puntos debe ser menor que +/2 pulgadas.

Se trazan dos lineas entre los lados opuestos de S, con lo cual S se separa en cuatro subcuadrados, cada uno de los cuales
mide una pulgada por lado. Por el principio del palomar, dos de los puntos estan en uno de los subcuadrados. La diagonal
de cada subcuadrado mide v/2 pulgadas, de modo que la distancia entre los dos puntos es menor que V2 pulgadas.

Sean p y g enteros positivos. Se dice que un ndmero r satisface la propiedad (p, q) de Ramsey si un conjunto
de r personas contiene un subconjunto p de personas conocidas o un subconjunto g de personas desconocidas.
El nimero de Ramsey R(p, q) es el menor entero r. Demuestre que R(3, 3) = 6.

Por el ejemplo 6.5, R(3, 3) > 6. Lo que demuestra R(3, 3) > 5. Si cinco personas estan sentadas alrededor de una mesa
redonda y cada persona s6lo es amiga de la persona que esta a su lado, no puede haber tres personas desconocidas mutua-
mente porque dos de las tres personas deben estar sentadas una al lado de la otra. Asimismo, no puede haber tres personas
amigas entre si, ya que no pueden sentarse una al lado de la otra. Por tanto, R(3, 3) > 5. En consecuencia, R(3, 3) = 6.

Un equipo X sostiene 18 encuentros en un periodo de dos semanas —14 dias— y sostiene por lo menos un
encuentro diario. Demostrar que hay un periodo de dias en el que se juegan exactamente 9 encuentros.

Sea S = {sy, Sy .., S14}, donde s; es el nimero de encuentros sostenidos por X desde el primer dia hasta el i-ésimo dia.
Entonces s;, = 18 y todas las s; son distintas. Sea T = {t;, t,, ..., t,}, donde t; = s; + 9. Entonces t;,, = 18 + 9 = 27, y las
t; son distintas. Juntos, Sy T tienen 14 + 14 = 28 nimeros, que estan entre 1 y 27. Por el principio del palomar, dos de los
nimeros deben ser iguales. No obstante, los elementos en Sy los elementos en T son distintos. Por tanto, hay s;e Sy t, e T
tales que s; = t, = s, + 9. En consecuencia,

9=s5—5,= ntmero de encuentros jugados en losdiask + 1,k + 2,...,j — 1,]
Demuestre el teorema 6.7: cualquier sucesion de n 4+ 1 ndmeros reales distintos contiene una subsucesion de
longitud n + 1 que es estrictamente creciente o estrictamente decreciente.

Sea ay, @,,..., 2, Una sucesion de n? + 1 numeros reales distintos. A cada a; se asocia el par (i, d,) donde: 1) i es la
subsucesion creciente mas larga que empieza en a, y 2) d, es la subsucesion decreciente mas larga que empieza en a,. Por
tanto, hay n? + 1 pares ordenados asi: uno por cada niimero en la sucesion.

Luego se supone que ninguna subsucesion es més larga que n. Entonces i, y d; no pueden exceder a n. Por tanto, hay
cuando mucho n? pares distintos (i, d,). Por el principio del palomar, dos de los pares n? + 1 son iguales; es decir, hay dos
puntos distintos a, y a tales que (i, d,) = (i, d;). Se puede suponer que r < s. Entonces a, aparece antes que a, en la suce-
sion [vea la figura 6-2a)]. Luego, a, seguido por la subsucesion creciente de i; nimeros empezando en a, constituye una
subsucesion de longitud i; + 1 =i, + 1 empezando en a, [vea la figura 6-2b)]. Esto contradice la definicion de i,. En forma
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;-.\' a’b
seey pyueey Aoy our By Qg ——> Ay g —m
a)r<s bya,>a, cla,>a
Figura 6-2
semejante, se supone que a, > a,. Luego, a, seguido por la subsucesion decreciente de d; nimeros empezando en &, cons-
tituye una subsucesion de longitud d, + 1 = d, + 1 empezando en a,, lo cual contradice la definicion de d, [vea la figura
6-2c)]. En cada caso se llega a una contradiccion. Asi, la hipotesis de que ninguna subsucesion excede a n no es verdadera,
por lo que se ha demostrado el teorema.
RECURSION
6.11 Considere larelacion de recurrencia homogénea de segundo orden a, = a,_; + 2a,_, con condiciones iniciales
a.o = 2, al == 7
a) Encuentre los tres términos siguientes de la sucesion.
b) Encuentre la solucion general.
c) Encuentre la solucién Gnica con las condiciones iniciales dadas.
a) Cada término es la suma del término precedente mas dos veces su segundo término precedente. Asi:
a,=T7+22) =11, a;=11+2(7) =25 a,=25+2(11)=46
b)  Primero se debe encontrar el polinomio caracteristico A(x) y sus raices:
A)=x"—x—2=(x—2)(x+1); raicesr, =2,r,=—1
Puesto que las raices son distintas, para obtener la solucion general se aplica el teorema 6.8:
a, =c;2") +c,(=1)"
c) Lasolucion Unica se obtiene al determinar c; y ¢, mediante las condiciones iniciales:
Paran =0, a, = 2, se obtiene: ¢,(2°) + c,(—1)°=2 0 ¢ 4¢c,=2
Paran =0, a, = 7, se obtiene: ¢;(2Y) + c(-1)! =7 o 2¢,—c,=7
Al resolver las dos ecuaciones para c; y ¢, se obtiene ¢, = 3y ¢, = 1. La solucion unica es la siguiente:
a,=3(2") — (-1)"
6.12  En larelacion de recurrencia homogénea de tercer orden a, = 6a,_; — 12a,_, + 8a,_4

a)
b)

a)

b)

Encuentre la solucién general.
Encuentre la solucion con condiciones iniciales ay = 3, a; = 4, a, = 12.

Primero se debe encontrar el polinomio caracteristico
A(x) =x7 —6x7 + 12x =8 = (x —2)°
Entonces A(x) s6lo tiene una raiz: ry = 2, de multiplicidad 3. Asi, la solucién general de la relacion de recurrencia es:
a, =c;2") +c,n(2") + c3n2(2”) =(c,+c,n+ c3n2)(2”)

Para encontrar los valores de ¢, C, y C4 Se procede asi:

Paran=0,a,=3 seobtiene: ¢; =3

Paran=1,a,=4 seobtiene: 2c;+ 2c, +2c;=4

Paran=2,a,=12 seobtiene: 4c; + 8c, + 16c; = 12
Al resolver el sistema de tres ecuaciones en c,, C, Y C5 Se obtiene la solucion

=3, ¢=-2 =1
Por tanto, la solucion Unica de la relacion de recurrencia es:
a, = (3 —2n+n"H2"
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PROBLEMAS SUPLEMENTARIOS

TECNICAS AVANZADAS DE CONTEO, INCLUSION-EXCLUSION

6.13

6.14
6.15

6.16
6.17

6.18

6.19

6.20

Una tienda vende M = 4 tipos de galleta. Encuentre el nimero de formas en que un cliente puede comprar:
a) 10 galletas; b) 15 galletas.
Encuentre el nimero m de soluciones no negativas de x + y + z = 20 con las condiciones de que x > 5,y > 3yz> 1.

Sea E la ecuaciéon x + y + z = 20. Encuentre el nimero m de soluciones no negativas de E con las condiciones de que
x<8,y<912<10.

Encuentre el nimero m de enteros positivos que no exceden a 1 000 y no son divisibles entre 3, 7 ni 11.

Encuentre el nimero de formas en que es posible repartir 14 personas en 6 comités de modo que en 2 comités haya 3 per-
sonas Yy en los otros comités haya 2 personas.

Suponga que una celda puede estar vacia. Encuentre el nimero m de formas en que un conjunto:

a) Con 3 personas puede separarse en i) tres celdas ordenadas; ii) tres celdas no ordenadas.

b) Con 4 personas puede separarse en i) tres celdas ordenadas; ii) tres celdas no ordenadas.

Encuentre el nimero N de funciones suprayectivas (sobre) de un conjunto A a un conjunto B donde:

a)|Al=8,[B|=3; b)|A|=6,|B|=4; c)|A|=5,|B|=5; d)|A|=5,|B|=7.

Encuentre el nimero de desarreglos de X = {1, 2, 3,..., 2m} tales que los m primeros elementos de cada desarreglo sean:
a) Los m primeros elementos de X; b) los m Gltimos elementos de X.

PRINCIPIO DEL PALOMAR

6.21  Encuentre el namero minimo de estudiantes que es posible admitir en una universidad, de modo que haya por lo menos 15
estudiantes de cada uno de los 50 estados de la Union Americana.

6.22  Considere nueve puntos reticulares en el espacio. Demuestre que el punto medio de dos de los puntos también es un punto
reticular.

6.23  Encuentre una subsucesion creciente de longitud maxima y una subsucesion decreciente de longitud maxima en la sucesion:
14,2,8, 3, 25, 15, 10, 20, 9, 4.

6.24  Considere una fila de 50 personas de estaturas distintas. Muestre una subfila de 8 personas que sea creciente o decreciente.

6.25  Proporcione un ejemplo de una sucesion de 25 enteros distintos que no tenga una subsucesion de 6 enteros que sea crecien-
te o decreciente.

6.26  Suponga que un equipo X sostiene 19 encuentros en un periodo de dos semanas de 14 dias y que sostiene por lo menos un
encuentro por dia. Demuestre que hay un periodo de dias consecutivos en que X sostiene exactamente 8 encuentros.

6.27  Suponga que se escogen 10 puntos al azar en el interior de un triangulo equilatero T que mide 3 pulgadas por lado. Demuestre
que la distancia entre dos de los puntos debe ser menor que 1 pulgada.

6.28  Sea X = {x;} un conjunto de n enteros positivos. Demuestre que la suma de los enteros de un subconjunto de X es divisible
entre n.

6.29  Considere un grupo de 10 personas (donde cada par son conocidas o desconocidas). Demuestre que hay un subgrupo de 4
que se conocen o0 un subgrupo de 3 que se desconocen.

6.30  Para los nimeros de Ramsey R(p, q), demuestre que: a) R(p, q) = R(q, p); b) R(p, 1) = 1; ¢) R(p, 2) = p.

RECURSION

6.31  Para cada relacion de recurrencia y condiciones iniciales, encuentre: i) la solucién general; ii) la solucién Unica con las

condiciones iniciales dadas:

a)a,=3a, ;+10a, ,;ay=5a, =11 d)a, =5a,  —6a, ,;a,=2,a, =8
b)a, =4a, , +2la, ;ay=9,a, =13 e€)a,=3a, ,—a, ;;a,=0,a, =1
¢)a,=3a, , —2a, ,;a,=5a, =8 fya,="5a, , —3a, ,;a,=0,a, =1
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6.32

6.33

6.34

6.35

CAPiTULO 6 TECNICAS DE CONTEO AVANZADAS, RECURRENCIA

Repita el problema 6.31 para las siguientes relaciones de recurrencia y condiciones iniciales:

aa,=06a, ;a,=5 C)a,=4a, ,—4a, ;a,=1a, =8
b)a,=7a, ;;ay=5 d)a,=10a, ; —25a, ,;a,=2,a, =15
Encuentre la solucion Unica de cada relacion de recurrencia con las condiciones iniciales dadas:
a) a,=10a,_; — 32a, ,+ 323, z3conay=5,a, =18,a, =76
b) a,=9a,_; — 27a,_, + 27a,_3cona, =5, a; = 24, a, = 117
Considere la siguiente relacion de recurrencia de segundo orden y su polinomio caracteristico A(x):
a,=sa, ;+ta, , ¥y AX)=x2—sx—t (%)
a) Suponga que p(n) y g(n) son soluciones de (x). Demuestre que, para constantes arbitrarias ¢; y C,, ¢; p(n) + c,q(n)
también es una solucion de (x).

b) Suponga que r es una raiz de A(x). Demuestre que a, = r" es una solucién de (x).
c) Suponga que r es una raiz doble de A(x). Demuestre que: i) s = 2ry t = —r?; ii) a, = nr" también es una raiz de (x).

Repita el problema 6.34a) y b) para cualquier relacion de recurrencia lineal homogénea de orden k con coeficientes cons-
tantes y su polinomio caracteristico A(x) que tiene la forma:

k k
a,=Ca,  +Ca, ,+---+Ca, , = Z Cia,, y Ax)=x"— Z C\ X
i=1

i=1

Respuestas a los problemas suplementarios

6.13
6.14
6.15
6.16
6.17
6.18

6.19
6.20
6.21
6.22

6.23
6.24
6.25
6.26
6.27

6.28

a) 286; b) 646. les. Por ejemplo r, = ry, donde p < g. Entonces n divide
78. aSy— Sy =Xpy1 +--+Xg

15. 6.31 a)a,=c;(5") +cx(—2)" c;=3,c,=2

520. b)a,=c,(7") + c,(—-3)"; ¢, =4,¢c,=5

a) i) 3° = 27; ii) Pueden distribuirse como: [3, 0, 0], [2, d)a, = c,(2" + ¢,(3"; ¢, =-2,c,=4

1,0],0[1,1,1]. Portantom=1+3+1=5.h)i)3*

= 81; ii) Pueden distribuirse como: [4, 0, 0], [3, 1, 0], &) a = o[ +1)/2]" + [ — /2] ¢ =1/t

[2,2,000[2 1,1]. Portanto, m =1 + 4 + 3 4+ 6 — c, = —1/tdonde t=+/5

14. f)a, = ci[(5+s)/2]" + ¢,[(5 — 5)/2]"; ¢, =1/s,
a) 5 796; b) 1 560; ¢) 5! = 120; d) 0. ¢, = —1/s donde = 13

a) (D)% b) (12 632 a)a,=c,6"), ¢, =5

701 b) &, =cy(7"), ¢, =5

Hay ocho tripletas de paridades: (impar, impar, impar),
(impar, impar, par), . . .. Asi, 2 de los 9 puntos tienen la
misma tripleta de paridades.

c)a,=¢;(2" +¢c,n2", ¢;=1c¢,=3
d)a,=c¢,(5" +c2n(5"), c¢;=2,¢c,=1

2,3, 10, 20; 25, 15, 10, 8, 4. 633  a)a,=2(4")+n(4") +3(2"); b) a, =5(@") + 2n(3") +
Use el teorema 6.7 conn = 9. n%(3" = (5 + 2n + n?)3".
54,3,21,10,9,8,7,6,...,25,24,23,22,21. 6.34  b)resunaraizde A(x) de modoquer? —sr —t=00
(Sugerencia: vea el problema 6.9.) r? =sr+t. Seaa, = r". Entonces sa,_, + ta,_, =sr"!
(Sugerencia: separe T en 9 triangulos equilateros que + " 2= (sr+ )" 2 =M =r"=a,

midan 1 pulgada por lado.) c) i) r es una raiz doble de A(x); por tanto A(x) =
Seas; = X, +---+ ;. El resultado es verdadero si n (x =1)? = x* =2rx +r* = x* —sx —t. Asi s = 2r y
divide alguna s;. En caso contrario, sea r’ el residuo t=—r2.ii) Seaa, nr,. Entonces sa,_, +ta, ,=nr"=
cuando s; se divide entre n. Dos de los rs deben ser igua- an.
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Probabilidad

CAPITULO

7.1 INTRODUCCION

La teoria de la probabilidad es un modelo matematico para analizar el fenémeno del azar o la aleatoriedad. Por ejem-
plo, si se lanza una moneda en forma aleatoria, el resultado puede ser cara (H) o cruz (T), pero es dificil saber cual sera
el resultado en el siguiente lanzamiento. No obstante, suponga que s es el nimero de veces que aparece cara cuando
la moneda se lanza n veces. A medida que n crece, la razon f = s/n, denominada frecuencia relativa del resultado, se
vuelve mas estable. Si la moneda esta perfectamente balanceada, entonces se espera que el resultado sea cara aproxi-
madamente 50% de las veces o, en otras palabras, la frecuencia relativa tiende a % En forma alterna, si la moneda esta
perfectamente balanceada, es posible obtener al valor % en forma deductiva. Es decir, cualquier lado de la moneda tiene
la misma probabilidad de ocurrir que el otro; por tanto, la posibilidad de obtener una cara es 1 de 2, lo cual significa
que la probabilidad de obtener cara es % Aunque se desconoce el resultado especifico de un lanzamiento, el compor-
tamiento a largo plazo es determinado. Este comportamiento estable a largo plazo de los fendmenos aleatorios consti-
tuye la base de la teoria de la probabilidad.

Un modelo matematico probabilistico de fenémenos aleatorios se define al asignar “probabilidades” a todos los
resultados posibles de un experimento. La confiabilidad del modelo matematico de un experimento depende de la
proximidad que tengan las probabilidades asignadas con las frecuencias relativas limitantes reales. Esto origina pro-
blemas de pruebas y confiabilidad, que constituyen el tema de estudio de la estadistica y que rebasan el alcance de este
libro.

7.2 ESPACIO MUESTRAL Y EVENTOS

El conjunto S de todos los resultados posibles de un experimento dado se denomina espacio muestral. Un resultado
particular, un elemento en S, se denomina punto muestral. Un evento A es un conjunto de resultados o, en otras palabras,
un subconjunto del espacio muestral S. En particular, el conjunto {a} que consta de un punto muestral a € S se deno-
mina evento elemental. Ademas, el conjunto vacio ¢y S mismo son subconjuntos de Sy entonces (#j y S también son
eventos; algunas veces se denomina evento imposible o evento nulo a .

Puesto que un evento es un conjunto, es posible combinar eventos para formar nuevos eventos al usar las diversas
operaciones con conjuntos:

i) AU B es el evento que ocurre sii A ocurre o B ocurre (0 ambos).
ii) AN B es el evento que ocurre sii A ocurre y B ocurre.
iii) A° el complemento de A, también se escribe A es el evento que ocurre sii no ocurre A.

Dos eventos A y B se denominan mutuamente excluyentes si son ajenos; es decir, si AN B = (. En otras palabras,
A'y B son mutuamente excluyentes sii no pueden ocurrir simultdneamente. Tres 0 mas eventos son mutuamente exclu-
yentes si dos de ellos son mutuamente excluyentes.

123
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124 CariTuLo 7 PROBABILIDAD

EJEMPLO 7.1

a)

b)

c)

Experimento: Lance una moneda tres veces y observe la sucesion de caras (H) y cruces (T) que se obtiene.
El espacio muestral consta de los ocho elementos siguientes:

S = {HHH, HHT, HTH, HTT, THH, THT, TTH, TT T}
Sean A el evento de obtener dos 0 mas caras consecutivas y B el evento que todos los resultados sean iguales:
A ={HHH,HHT, THH} y B={HHH TTT}

Entonces A N B = {HHH} es el evento elemental en que sélo se obtienen caras. El evento de obtener cinco caras es el conjunto
vacio .

Experimento: Lance un dado (de seis caras), mostrado en la figura 7-1a), y observe el nimero (de puntos) que aparece en la
cara superior.

El espacio muestral S consta de los seis nimeros posibles; es decir, S = {1, 2, 3, 4, 5, 6}. Sea A el evento en el que se obser-
va un nimero par, B el evento en el que se observa un nimero impar y C el evento en el que se observa un nimero primo. Es
decir, sea

A={2,4,6}, B={1,35}, C={235}
Entonces

AUC={2,3,4,5, 6} es el evento en que ocurre un nlmero par 0 un nimero primo.
B N C = {3, 5} es el evento en que ocurre un nimero primo impar.
C®= {1, 4, 6} es el evento en que no ocurre un ndmero primo.

Observe que A 'y B son mutuamente excluyentes: A N B = (. En otras palabras, el que ocurran un nimero par y un nimero
impar no puede ocurrir simultaneamente.

Experimento: Lance una moneda hasta que aparezca una cara y cuente el nimero de veces que se lanz6 la moneda.
El espacio muestral S de este experimento es S = {1, 2, 3, . . .}. Debido a que todo entero positivo es un elemento de S, el
espacio muestral es infinito.

Observacion: El espacio muestral S en el ejemplo 7.1c), como se observd, no es finito. La teoria que relaciona a dichos
espacios muestrales rebasa el alcance de este texto. Por tanto, a menos que se establezca otra cosa, todos los espacios
muestrales S que se presentan en este texto son finitos.

Segundo dado

I S 0 O g

e o/ 10 . . . .

O ]l an ay aly (176)
[}

£ ]l en e 276)

o . . . .
< e ? IZI 3,1 3,2) 3,5) (3, 6)

° o £ 45 4.6
. e oo o o IZI B “.3) “.6)

[ ] [ ) [ ] [ ) . . .

° o o|e o 5,2 5,5 5,6
: ) BER

[ ) . . . . . .
. 61 62 63  6H 65 (66

2) b)

Figura 7-1
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7.2 EspPACIO MUESTRAL Y EVENTOS 125

EJEMPLO 7.2 (Par de dados) Lance un par de dados y anote los nimeros de las caras superiores.

En cada dado hay seis ndmeros posibles: 1, 2,..., 6. Por tanto, S consta de los pares de nimeros de 1 a 6, de modo que n(S) =
36. En la figura 7-1b) se muestran estos 36 pares de nimeros dispuestos de modo que los renglones corresponden al primer dado y
las columnas, al segundo.

Sean A el evento cuando la suma de los dos nimeros es 6 y B el evento cuando el mayor de los dos nimeros sea 4. Es decir,
sea

A=1{(15),(2,4),3,3), (42,61} B={(14),(24). (34 (44, (423) (42,41}

Entonces el evento “A 'y B” consta de los pares de enteros cuya suma es 6 y el nimero mas grande es 4 o, en otras palabras, la
interseccion de Ay B. Asi,

ANB={(24), 4 2)}

En forma semejante, “A o B”, que la suma sea 6 o el nimero mas grande sea 4, la parte sombreada en la figura 7-1b), es la unién
AUB.

EJEMPLO 7.3 (Mazo de cartas) De una baraja normal de 52 naipes, mostrada en la figura 7-2a) se extrae una carta.

El espacio muestral S consta de cuatro palos: tréboles (T), diamantes (D), corazones (C) y picas (P), y cada palo tiene 13 cartas
numeradas del 2 al 10, asi como una sota (J), una reina (Q), un rey (K) y un as (A). Los corazones (C) y los diamantes (D) son
naipes rojos, y los picas (P) y los tréboles (T) son naipes negros. En la figura 7-2b) se muestran 52 puntos que representan el mazo
S de la baraja en la forma evidente. Sea E el evento de una carta con figura; es decir, una sota (J), una reina (Q) o un rey (K), y sea
F el evento de un corazon. Entonces E N F = {JH, QH, KH}, como aparece en el sombreado de la figura 7-2b).

4 palos
Tréboles Diamantes Corazones Picas
4 N\ 4 N\ e N\ 'd N\
Ad A A A®
KK N fl( N (I( N (K N T D C P
6@“ 0 [AYF7] | 5 [OY7T] | @ NS
J M4 I =71 J K ° ° ° °
Y N V- N
108 10 10 108 Ql|e e |o| ofE
f9§ N (9 N /9 N /9, N
,89 N (8 N /8 N /8, N J hd hd hd hd
4 N 4 N V N V N 10 o o [ o
74 ! ! 4 9 ° ° ° °
Y -\ Y N\ V -\ V R
KGQ N (6 N /6 N /6, N 8 () ) ) [}
KSQ -\ fS N\ f5 -\ fSQ R 7 o o o o
f4§ N (4 N /4 N /4, N
3% 3 3 38 6| © o |o| @
4 N 4 N V N V N
28 2 2 28 5 e o (o] o
Q Q 4 ° ° ° °
3 ° ° ° °
Q ’ 2 ° ° [ °
. 6Z/ . Z/ AN Z/ . 6Z/ F
Negro Rojo Rojo Negro
a) b)
Figura 7-2
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126 CariTuLo 7 PROBABILIDAD

7.3 ESPACIOS DE PROBABILIDAD FINITOS

Se aplica la siguiente definicion.

Definicion 7.1: Sea S un espacio muestral finito; por ejemplo S = {a;, a,, ..., a,}. Un espacio de probabilidad finito,
0 modelo de probabilidad, se obtiene al asignar a cada punto a; en S un nimero real p;, denominado probabilidad de
a; que cumple las siguientes propiedades:

i) Todo p; es no negativo; es decir, p; > 0.
i) Lasuma de los p;es 1;esdecir,p; +p,+---+p,=1

La probabilidad de un evento A, escrito P(A), se define entonces como la suma de las probabilidades de los puntos
enA.

El conjunto unitario {a;} se denomina evento elemental y, por conveniencia en la notacion, se escribe P(a;) en lugar
de P({&}).

EJEMPLO 7.4 (Experimento) Suponga que se lanzan tres monedas y que se registra el nimero de caras. [Compare este expe-
rimento con el ejemplo 7.1a)].

El espacio muestral es S = {0, 1, 2, 3}. Las siguientes asignaciones sobre los elementos de S definen un espacio de probabili-
dad:

PO)=4, P)=3 PQ=3 P3=42

Es decir, cada probabilidad es no negativa y la suma de las probabilidades es 1. Sea A el evento de obtener por lo menos una cara y
sea B el evento de obtener sélo caras o s6lo cruces; es decir, sean A = {1, 2, 3} y B = {0, 3}. Entonces, por definicion,

P(A)=P)+P2Q)+PB)=3+3+5=% ¥ PB=PO+PB)=g+5=13

Espacios equiprobables

A menudo las caracteristicas fisicas de un experimento sugieren la asignacion de probabilidades iguales a los diversos
resultados del espacio muestral. De modo que un espacio de probabilidad finito S, donde cada punto muestral tiene la
misma probabilidad, se denomina espacio equiprobable. En particular, si S contiene n puntos, entonces la probabilidad
de cada punto es 1/n. Ademas, si un evento A contiene r puntos, entonces su probabilidad es r(1/n) = r/n. En otras
palabras, donde n(A) denota el nimero de elementos en un conjunto A,

numero de elementos en A _ n(A) P(A) = numero de resultados favorables a A

P(A) = = = §
(4) nimero de elementosenS  n(S) numero total de resultados posibles

Conviene sefalar que la formula anterior para P(A) sélo se aplica para a un espacio equiprobable, no es posible
utilizarla en general.

La expresion al azar s6lo se usara para un espacio equiprobable; la declaracién “escoger al azar un punto de un
conjunto S” significara que cualquier punto muestral en S tiene la misma probabilidad de ser escogido.

EJEMPLO 7.5 De una baraja normal de 52 naipes se selecciona una carta. Sean
A = {lacartaesunapica} y B = {lacartaesuna figura}.
Se calculan P(A), P(B) y P(A N B). Puesto que se tiene un espacio equiprobable,

P(A) = nimero de picas 13 1 P(B) = nimero de cartas con figura 12 3
" namero de cartas 52 4’ - nGmero de cartas T 52 13

ntmero de cartas de picas con figura 3

P(ANB) = —_ =
( ) nlmero de cartas 52
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7.4 PROBABILIDAD CONDICIONAL 127

Teoremas sobre espacios de probabilidad finitos

El siguiente teorema se concluye directamente a partir que la probabilidad de un evento es la suma de las probabilida-
des de sus puntos:

Teorema 7.1: La funcion de probabilidad P definida sobre la clase de todos los eventos en un espacio de probabilidad
finito tiene las siguientes propiedades:
[P,] Paratodo evento A, 0 < P(A) < 1.
[P,] P(S) =1.
[P5] Silos eventos Ay B son mutuamente excluyentes, entonces P(A U B) = P(A) + P(B).
El siguiente teorema formaliza la intuicidn que si p es la probabilidad que ocurra un evento E, entonces 1 — p es la

probabilidad que E no ocurra. (Es decir, si se acierta en el blanco 1/3 de las veces, entonces se fallal — p = 2/3 de
las veces.)

Teorema 7.2: Sea A cualquier evento. Entonces P(A®) = 1 — P(A).
El siguiente teorema (que se demuestra en el problema 7.13) se concluye directamente a partir del teorema 7.1.

Teorema 7.3: Considere el conjunto vacio ¢ y dos eventos arbitrarios A y B. Entonces:

i) P(O)=0.
ii) P(A\B) =P(A) — P(ANB).
iii) Si A C B, entonces P(A) < P(B).
Observe que la propiedad [P] en el teorema 7.1 proporciona la probabilidad de la unién de eventos cuando los

eventos son ajenos. La formula general (demostrada en el problema 7.14) se denomina principio de adicion.
Especificamente:

Teorema 7.4 (Principio de adicion): Para dos eventos arbitrarios Ay B,
P(AUB) =P(A) + P(B) — P(ANB)

EJEMPLO 7.6 Suponga que un estudiante es elegido al azar entre 100 estudiantes, de los cuales 30 cursan matemaéticas, 20
cursan quimica y 10 cursan matematicas y quimica. Encuentre la probabilidad p que curse matematicas o quimica.

Sean M = {estudiantes que cursan matematicas} y C = {estudiantes que cursan quimica}. Puesto que el espacio es equiproba-
ble,

30 3 20 1 10 1
PM)y=—=—, P(C)=-—==, PMyC)=PMNC)=— =—
M =T00=10 PO=T=5 PMYO=PMNO=155=15
Entonces, por el principio de adicion (teorema 7.4),

31 1 2
pP=PM0C)=P(MUC)=P(M)+P(C) = PMMNC)= -+ 5~ 1-=5

7.4 PROBABILIDAD CONDICIONAL

Suponga que E es un evento en un espacio muestral S con P(E) > 0. La probabilidad de que un evento A ocurra una
vez que ha ocurrido E o, especificamente, la probabilidad condicional de A dado E, que se escribe P(A|E) se define
como sigue:

P(ANE)

P(A|E) = P(E)

Como se muestra en el diagrama de Venn en la figura 7-3, P(A|E) mide, en cierto sentido, la probabilidad relativa de
A con respecto al espacio reducido E.
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128 CariTuLo 7 PROBABILIDAD

Figura 7-3

Suponga que S es un espacio equiprobable, y que n(A) denota el nimero de elementos en A. Entonces:

n(ANE) n(E) ) P(ANE) n(ANE)
PANE)=——" P(E)= , yasi P(A|E) = -
n($) n(S) P(E) n(E)

Este resultado se plantea formalmente.

Teorema 7.5: Suponga que S es un espacio equiprobable y que Ay E son eventos. Entonces

P(AIE) — nimero de elementosenANE  n(ANE)
"~ namero de elementosenE  n(E)

EJEMPLO 7.7

a) Se lanza un par de dados normales. El espacio muestral S consta de los 36 pares ordenados (a, b), donde a y b pueden ser cual-
quiera de los enteros del 1 al 6. (\Vea el ejemplo 7.2.). Por tanto, la probabilidad de cualquier punto es 3—16 Encuentre la probabi-
lidad de que uno de los dados sea 2 si la suma es 6. Es decir, encuentre P(A|E) donde:

E = {lasumaes6} y A = {el2aparece porlo menos en un dado}
Asi, E consta de 5 elementos y A N E consta de dos elementos; a saber,
E={(1,5).(24).33).42),5 1)} y ANE={(24), (4 2)}

Por el teorema 7.5, P(A|E) = 2/5.
Por otra parte, A en si consta de 11 elementos; es decir,

A=1(21),(2,2),(23),(2,4).(25),(26).(1,2), 3 2),(42),(52), 6 2)}

Puesto que S consta de 36 elementos, P(A) = 11/36.

b) Una pareja tiene dos hijos; el espacio muestral es S = {vv, vn, nv, nn} (v = vardn; n = nifia) con probabilidad % para cada punto.
Encuentre la probabilidad p que ambos hijos sean varones si se sabe que: i) por lo menos uno de los hijos es varon; ii) que el
hijo mayor es varon.

i) Aqui el espacio reducido consta de tres elementos: {vv, vn, nv}; entonces, p = %
ii) Aqui el espacio reducido consta sdlo de dos elementos: {vv, vn}; entonces, p = %

Teorema de la multiplicacién para la probabilidad condicional

Suponga que Ay B son eventos en un espacio muestral S con P(A) > 0. Por definicion de probabilidad condicional,

P(ANB)

P(B|A) = )
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Al multiplicar ambos miembros por P(A) se obtiene el siguiente resultado dtil:

Teorema 7.6 (Teorema de la multiplicacion para la probabilidad condicional):
P(A N B) = P(A)P(B|A)

Este teorema proporciona una formula para encontrar la probabilidad de ocurrencia de ambos eventos Ay B. Resulta
facil extenderlo a tres 0 mas eventos A, A,, ... A,,; es decir,

P(AyNAyN---Ay) = P(A)) - P(Ay]A)--- P(A,|A N Ay N -2 N A, )

EJEMPLO 7.8 Un lote contiene 12 articulos, de los cuales 4 son defectuosos. Del lote se extraen al azar tres articulos, uno des-

pués del otro. Encuentre la probabilidad p de que los tres articulos no sean defectuosos.

La probabilidad de que el primer articulo no sea defectuoso es 1% puesto que 8 de los 12 articulos no son defectuosos. Si el

primer articulo no es defectuoso, entonces la probabilidad de que el siguiente articulo no sea defectuoso es % ya que sélo 7 de los
11 articulos restantes no son defectuosos. Si los dos primeros articulos no son defectuosos, entonces la probabilidad que el dltimo
articulo no sea defectuoso es 1% ya que ahora s6lo 6 de los 10 articulos restantes no son defectuosos. Asi, por el teorema de la
multiplicacién,

7.5 EVENTOS INDEPENDIENTES

Se dice que los eventos A y B en un espacio de probabilidad S son independientes si la ocurrencia de uno de ellos no
afecta la ocurrencia del otro. De forma mas precisa, B es independiente de A si P(B) es igual a P(B|A). Luego, al sus-
tituir P(B) por P(BJA) en el teorema de la multiplicacion P(A N B) = P(A)P(B|A) se obtiene

P(A N B) = P(A)P(B).
Las ecuaciones anteriores se utilizan formalmente como la definicion de independencia.

Definicion 7.2: Los eventos Ay B son independientes si P(A N B) = P(A)P(B); en caso contrario, son dependientes.

Conviene sefialar que la independencia es una relacion simétrica. En particular, la ecuacion

P(ANB)=P(A)P(B) implicaambos P(B|A)=P(B) y P(AB)=P(A)

EJEMPLO 7.9 Una moneda normal se lanza tres veces, lo que da el espacio equiprobable
S = {HHH, HHT, HTH, HTT, THH, THT, TTH, TTT}
Considere los eventos:

A = {el primer lanzamiento es cara} = {HHH, HHT, HTH, HTT}
B = {el segundo lanzamiento es cara} = {HHH, HHT, THH, THT}
C = {se obtienen exactamente dos caras consecutivas} = {HHT, THH}

Resulta evidente que A y B son eventos independientes: este hecho se comprueba a continuacién. Por otra parte, la relacion entre A
y Cyentre By C no es evidente. Se afirma que A y B son eventos independientes, en cambio B y C son dependientes. Se tiene:

PA)=3=1% PB=3=3 PO=3=}
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También,

P(ANB)=P({HHH,HHT}) =%, P(ANC)=P{HHT}) =4, P(BNC)=P{HHT,THH}) = §

En consecuencia,

P(A)P(B) = 3-1=1=P(ANB), vyasiAy B sonindependientes
P(A)P(C) = 1.-1=%1=P(ANC), yasiAyC sonindependientes
P(B)P(C) = 1 -1=4#P(BNC), yasiByCsondependientes

A menudo, se postulara que dos eventos son independientes, o el experimento en si implicard que dos eventos son indepen-
dientes.

EJEMPLO 7.10 La probabilidad que A acierte en un blanco es 1, y la probabilidad que B acierte en el blanco es % Ambos dis-
paran al blanco. Encuentre la probabilidad que por lo menos uno de ellos acierte en el blanco; es decir, que A o B (0 ambos) den en
el blanco.

Se cuenta con que P(A) = % y P(B) = % y se busca P(A U B). Ademas, la probabilidad que A o B dé en el blanco no afecta que
el otro lo haga; es decir, el evento que A acierte en el blanco es independiente del evento que B dé en el blanco; es decir, P(A N B)
= P(A) P(B). Asi,

P(AUB) = P(A)+ P(B) = P(ANB) = P(A) + P(B) - POPB) = 1+ 3 — () (3) = &

o
(=

7.6 ENSAYOS INDEPENDIENTES REPETIDOS, DISTRIBUCION BINOMIAL
Previamente se han analizado espacios de probabilidad asociados con un experimento repetido un namero finito de
veces, como lanzar tres veces una moneda. Este concepto de repeticion se formaliza como sigue:

Definicion 7.3: Sea S un espacio de probabilidad finito. Por el espacio de n ensayos independientes repetidos se
entiende el espacio de probabilidad S, que consta de las n-adas ordenadas de elementos de S, con la probabilidad de
una n-ada definida como el producto de las probabilidades de sus componentes:

P((s1,82,...,5,)) = P(s))P(sy)... P(s,)

EJEMPLO 7.11 Siempre que tres caballos a, b y ¢ corren juntos, sus probabilidades respectivas de ganar son % % y % En otras
palabras, S = {a, b, ¢} con P(a) = % P(b) = % y P(c) = % Si los caballos corren dos veces, entonces el espacio muestral de los dos
ensayos repetidos es

S, = {aa, ab, ac, ba, bb, bc, ca, cb, cc}

Por conveniencia en la notacion, se ha escrito ac en lugar del par ordenado (a, c). La probabilidad de cada punto en S, es

o= Bl

Paa) = P@P@ =1 (}) P(ba) =
Pab) = P@P®b) =4 (4) =

Pac) = P(a)P(c) = 1 (é) L POy =1, Pleo) =4

P(ca) = %

Ol—= Q=

P(bb) = P(cb) =

- &=

(o)

Por tanto, la probabilidad que c gane la primera carrera y que a gane la segunda carrera es P(ca) = %
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Ensayos repetidos con dos resultados, ensayos de Bernoulli, experimento binomial

Ahora se considerara un experimento con s6lo dos resultados. Ensayos repetidos independientes de tal experimento se
denominan ensayos de Bernoulli, en honor del matematico suizo Jacob Bernoulli (1654-1705). La expresién ensayos
independientes significa que el resultado de cualquier ensayo no depende de los resultados previos (como lanzar una
moneda). Uno de los resultados se denomina éxito y el otro, fracaso.

Sea p la probabilidad de éxito en un ensayo de Bernoulli, de modo que g = 1 — p es la probabilidad de fracaso. Un
experimento binomial consta de un nimero fijo de ensayos de Bernoulli. Un experimento binomial con n ensayos y
probabilidad p de éxito se denota por

B(n, p)

A menudo se tiene interés en el nimero de éxitos en un experimento binomial y no en el orden en que ocurren.
Entonces se aplica el siguiente teorema (que se demuestra en el problema 7.27). Observe que en el teorema se usa el
siguiente coeficiente binomial, que se analiz6 con detalle en el capitulo 5:

n _n(n—l)(n—Z)...(n—k+1)_ n!
(k )‘ k(k—1D(k—2)...3-2-1  kl(n—k)!

Teorema 7.7: La probabilidad de obtener exactamente k éxitos en un experimento binomial B(n, p) esta dada por

P(k) = P(k éxitos) = ( Z ) prgn*

La probabilidad de uno o més éxitoses 1 — q".

EJEMPLO 7.12 Una moneda normal se lanza 6 veces; un éxito se denomina cara. Por tanto, éste es un experimento binomial
conn=6yp=q=3

a) La probabilidad de obtener exactamente dos caras (es decir, k = 2) es

6\ /1\>/1\* 15
ro=(2) () () -0

b) La probabilidad de obtener por lo menos cuatro caras (es decir, k = 4,50 6) es

(5)E G- () 06

~f—f—=—=~034
oa vt 0

P4)+ P(5)+ P(6)

1\ 1
¢) La probabilidad de no obtener caras (es decir, de obtener sélo fracasos) es ¢ = <7) = de modo que la probabilidad de

2
. 1 63
obtener unaoméascarasesl —g" =1 — — = — ~ 0.94.
64 64

Observacion: La funcion P(k) parak =0, 1, 2,..., n, para un experimento binomial B(n, p) se denomina distribucion
binomial porque corresponde a los términos sucesivos del desarrollo del binomio:

n _ n _
(q+p)”=q”+( | )q” 1p+( 5 )q” P4 p!

El uso del término distribucion se explicara después en este capitulo.
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7.7 VARIABLES ALEATORIAS

Sea S un espacio muestral de un experimento. Como ya se observé, el resultado del experimento, o los puntos en S, no
necesariamente son nimeros. Por ejemplo, al lanzar una moneda los resultados son H (cara) o T (cruz), y al lanzar un
par de dados los resultados son pares de enteros positivos. Sin embargo, a menudo es necesario asignar un nimero
especifico a cada resultado del experimento. Por ejemplo, al lanzar una moneda, puede ser conveniente asignar 1 a H
y 0 aT; o al lanzar un par de dados, asignar la suma de los dos enteros al resultado. Una asignacion asi de valores
numeéricos se denomina variable aleatoria. En forma méas general, se tiene la siguiente definicion.

Definicién 7.4: Una variable aleatoria X es una regla que asigna un valor numérico a cada resultado en un espacio
muestral S.

Ry denota el conjunto de nimeros asignados por una variable aleatoria X, y Ry se denomina espacio rango.

Observacion: En términos méas formales, X es una funcion de S en los nimeros reales R, y Ry es el rango de X. También,
para algunos espacios muestrales infinitos S, no todas las funciones de S en R se consideran variables aleatorias. Sin
embargo, los espacios muestrales en este texto son finitos, y toda funcién real definida sobre un espacio muestral fini-
to es una variable aleatoria.

EJEMPLO 7.13 Se lanzan un par de dados normales. (Vea el ejemplo 7.2.). El espacio muestral S consta de los 36 pares orde-
nados (a, b), donde a y b pueden ser cualquiera de los enteros del 1 al 6.
Sea X la suma de los nimeros en cada punto en S; entonces X es una variable aleatoria con espacio rango

Ry=1{2,3,4,5,6,7,8,9,10,11,12}
Sea Y el méaximo de los dos nimeros en cada punto en S; entonces Y es una variable aleatoria con espacio rango

Ry=11,2,3,4,5,6}

Sumas y productos de variables aleatorias: notacion

Suponga que X yY son variables aleatorias sobre el mismo espacio muestral S. Entonces X + Y, kX y XY son funciones
sobre S definidas como sigue (donde s € S):

X+Y)(S) =X(S) +Y(5),  (kX)(s) =kX(s), (XY)(s) = X(s)Y(s)

En forma mas general, para cualquier funcion polinomial o exponencial h(x, y,..., z), h(X, Y,..., Z) se define como la
funcién sobre S dada por

[h(X, Y, ..., 2)I(S) = h[X(s), Y(S), ..., Z(S)]

Puede demostrarse que éstas también son variables aleatorias. (Esto es trivial cuando todo subconjunto de S es un
evento).

La notacion abreviada P(X = a) y P(a < X < b) se usaran, respectivamente, para indicar la probabilidad que “X
mapea sobre a” y “X mapea sobre el intervalo [a, b]”. Es decir, paras € S:

PX=a)=P({s|X(s)=a}) y Pl@a=<X<b)=P({s|a=<X(@s)<b})

Significados semejantes se asignan aP(X < a), P(X=a,Y =h), P(@a< X <b,c <Y <d), y asi sucesivamente.

Distribucion de probabilidad de una variable aleatoria

Sea X una variable aleatoria sobre un espacio muestral finito S con espacio rango Rx = {X;, X,,..., X;}. Entonces, X
induce una funcion f que asigna probabilidades p, a los puntos x, en R, como sigue:

f (x) = px = P(X = x,) = suma de probabilidades de los puntos en S cuya imagen es X,.

www.FreelLibros.me



7.7 VARIABLES ALEATORIAS 133

El conjunto de pares ordenados (xy, f(Xy)), (X;, F(X,)), ..., (X, f(X;)) se denomina distribucidn de la variable aleatoria
X; suele proporcionarse mediante una tabla como en la figura 7-4. Esta funcién f posee las dos propiedades siguien-
tes:

Nf) =0 y i)Y flp) =1
k

Por tanto, Ry con las asignaciones de probabilidades anteriores es un espacio de probabilidad. (Algunas veces, para
denotar la distribucion de X, se usara la notacion de pares [x,, p,] en lugar de la notacion funcional [x, f(x)].)

Resultado x Xy Xy X3 X

Probabilidad f(x) | f(x) | f(x,) | f(xg) |~ | f(x)

Figura 7-4 Distribucion f de una variable aleatoria X.

Cuando S es un espacio equiprobable, resulta facil obtener la distribucion de una variable aleatoria a partir del
siguiente resultado.

Teorema 7.8: Sea S un espacio equiprobable, y sea f la distribucién de una variable aleatoria X sobre S con el espacio
rango Ry = {Xy, X,,..., X;}. Entonces

nGmero de puntos en S cuya imagen es X;
namero de puntos en S

pi = fx;) =

EJEMPLO 7.14 Sea X la variable aleatoria del ejemplo 7.13 que asigna la suma al resultado del lanzamiento de un par de dados.
Observe que n(S) = 36 y que R, = {2, 3,..., 12}. Al aplicar el teorema 7.8, se obtiene la distribucion f de X:

f(2) = 1/36, ya que hay un resultado (1, 1) cuya suma es 2.

f(3) = 2/36, ya que hay dos resultados (1, 2) y (2, 1) cuya suma es 3.
f(4) = 3/36, ya que hay tres resultados (1, 3), (2, 2) y (3, 1) cuya suma es 4.

En forma semejante, f(5) = 4/36, f(6) = 5/36,..., f(12) = 1/36. Asi, se tiene como distribucion de X:

x |2 3 4 5 6 7 8 9 0 11 12
fx) | 1/36 2/36 3/36 4/36 5/36 6/36 5/36 4/36 3/36 2/36 1/36

Esperanza de una variable aleatoria

Sea X una variable aleatoria sobre un espacio de probabilidad S = {s;, S,, ..., S,,}. Entonces la media o esperanza de X
se denota y define como:

p=EX)=X(@s)P(sp)+ X(5)P(sar) + -+ X(5,)P(s,,) = Y _ X(s,) P(s)
En particular, si X esta dada por la distribucién f en la figura 7-4, entonces la esperanza de X es:
= EX)=xf(x) +xf00) - +x,f0) =Y x5 f(x)
De manera alterna, cuando se usa la notacion [x,, p,] en lugar de [x,, f(x)],
p=EX)=x1pj+ x5+ +xp =Y xp,

(Por conveniencia en la notacion, se han omitido los limites en el simbolo de sumatoria .)
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EJEMPLO 7.15

a) Suponga que una moneda normal se lanza seis veces. EI nimero de veces que puede ocurrir cara, con sus probabilidades res-
pectivas es:
x |0 1 2 3 4 5 6
p1 | 1/64 6/64 15/64 20/64 15/64 6/64 1/64

Entonces la media o esperanza (o nimero esperado de caras) es:

w= E(X)—O( )+1( )+2( )+3( )+4< )+5(%)+6(6—14>=3

(Esto coincide con la intuicion de que la mitad de los resultados sera cara.)

b) Tres caballos a, b y ¢ compiten en una carrera; suponga que sus probabilidades de triunfo respectivas son 2, 3 y 1 Sea X la
funcién de rendimiento para el caballo triunfador, y suponga que X paga $2, $6 o0 $9, segln sea a, b o c el ganador de la carrera.
El rendimiento esperado para la carrera es

E(X) = X(a)P(a) + X()P(D) + X(c)P(c)

-2(3)+0(t) +o(1) =+

Varianza y desviacion estandar de una variable aleatoria

Sea X una variable aleatoria con media w y distribucidn f como en la figura 7-4. Entonces la varianza de X, denotada
por Var(X), se define como:

Var(X) = (x; — > fx) + Oy — 0)* f () + -+ 4 (x, — w2 f(x) = By, — )’ f () = E(X — )?)
De manera alterna, cuando se usa la notacion [x,, p,] en lugar de [x,, f(x)],
Var(X) = (x; — )’py + (g — w)’py + -+ (x, — )’ p, = By, — )’ p = E(X — p)*)
La desviacion estandar de X, que se denota o, 0 simplemente o, es la raiz cuadrada no negativa de Var(X):
=/Var(X)

En consecuencia, Var(X) = o,2. Tanto Var(X) como ¢,2 0 simplemente o? se usan para denotar la varianza de X.
Las formulas siguientes suelen ser mas convenientes para calcular Var(X):

Var(X) =0 f () 437 ) + x5 F) = p? = [ Y nP f 0 | =i = EQX) = a2
Var(X) = x’py+ 37y + - 320 — w2 = [ Y xdp | - i = EXY) - 2

EJEMPLO 7.16 Sea X el nimero de veces que ocurre cara cuando una moneda normal se lanza seis veces. La distribucion de X
aparece en el ejemplo 7.15a), donde se calculd su media « = 3. La varianza de X se calcula como sigue:

Var(X) = (0-324 +(1-3&+2-32+ - +(6-3)E =15
De manera alterna:
Var(X) = 02 + 128 2213 1 3220 L 215 1 26 L 21 32135

Por tanto, la desviacion estandar es o = +/1.5 ~ 1.225 (caras).
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Distribucion binomial

Considere un experimento binomial B(n, p). Es decir, B(n, p) consta de n ensayos independientes repetidos con dos
resultados: éxito o fracaso, y p es la probabilidad de éxito (y g = (1 — p) es la probabilidad de fracaso). EI nimero X
de k éxitos es una variable aleatoria cuya distribucion se muestra en la figura 7-5.

NUmero de éxitos k 0 1 2 n

Probabilidad P(K) q (Y)q”'lp (Z)q”‘lpz N

Figura 7-5

Se aplica el siguiente teorema.
Teorema 7.9: Sonsidere la distribucion binomial B(n, p). Entonces:

i) Valor esperado E(X) = u = np.
i) Varianza Var(X) = o = npq.
iii) Desviacion estandar o = \/npq.

EJEMPLO 7.17

a) La probabilidad de que una persona acierte en el blanco es p = 1/5. La persona dispara 100 veces. Encuentre el nimero espe-
rado . de veces que la persona acertara en el blanco, asi como la desviacion estandar o.
4

Aquip = % asi que g = z. Por tanto,
1 1 4
p=np=100-2=20 y o =./npq = 100 = -2 =4
b) Encuentre el nimero esperado E(X) de respuestas correctas que se obtienen al adivinar en una prueba de cinco reactivos falso-

verdadero. Aqui p = 3. Por tanto, E(X) =np =5} =25.

7.8 DESIGUALDAD DE CHEBYSHEV, LEY DE LOS GRANDES NUMEROS

La desviacion estandar o de una variable aleatoria X mide la dispersion ponderada de los valores de X con respecto a
la media w. Asi, para o mas pequefia, es de esperar que X esté mas proxima a p. Un planteamiento mas preciso de esta
esperanza esta dado por la siguiente desigualdad, denominada de Chebyshev en honor del matematico ruso P.L.
Chebyshev (1821-1894).

Teorema 7.10 (Desigualdad de Chebyshev): Sea X una variable aleatoria con media w y desviacion estandar o.
Entonces para cualquier nimero positivo arbitrario k, la probabilidad que un valor de X esté en el inter-
valo [ — ko, i + kol es al menos 1 — 1/k?. Es decir,

1
P(M—kUEXEM-FkU)El—ﬁ

EJEMPLO 7.18 Suponga que X es una variable aleatoria con media i = 75y desviacion estandar o = 5. ;Qué conclusion acer-
ca de X puede obtenerse a partir de la desigualdad de Chebyshev parak =2y k = 3?
Al hacer k = 2, se obtiene:

n—ko=75-2(5)=65 y u-+ko=75+2(5)=85
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Asi, puede concluirse que la probabilidad que un valor de X esté entre 65y 85 es al menos 1 — (1/2)? = 3/4; es decir:
P(65 <X <85) > 3/4
En forma semejante, al hacer k = 3 puede concluirse que la probabilidad que un valor de X esté entre 60 y 90 es al menos 1 — (1/3)?

=8/9.

Media muestral y ley de los grandes nimeros

Considere un nimero finito de variables aleatorias X, Y, ..., Z sobre un espacio muestral S. Estas variables son inde-
pendientes si, para valores arbitrarios X;, Y, .., Z,

PX=x,Y=y;,....2 =) =PX=x)PY =y;)... P(Z=1)
En particular, X y Y son independientes si
PX=x,.Y=y)=P(X=x)PY =y))

Ahora, sea X una variable aleatoria con media 1. Es posible considerar el resultado numérico de cada uno de n
ensayos independientes como una variable aleatoria con la misma distribucion que X. La variable aleatoria correspon-
diente al i-ésimo resultado se denotara por X; (i=1, 2,..., n). (Se observa que las X; son independientes con la misma
distribucion que X.) El valor promedio de todos los n resultados también es una variable aleatoria que se denota por
X, y se denomina media muestral. Es decir:

o Xt Xt X,

n

n

La ley de los grandes numeros establece que conforme n crece, el valor de la media muestral X, tiende al valor de la
media u. A saber:

Teorema 7.11 (Ley de los grandes nimeros): para cualquier nimero positivo «, no importa cuan pequefio sea, la
probabilidad que la media muestral X, tenga un valor en el intervalo [ — «, 1 + o] Se aproxima a 1
cuando n tiende a infinito. Es decir:

Pu-a<X<wu+a])—>1 cuando n— oo.

EJEMPLO 7.19 Suponga que un dado se lanza cinco veces, con los siguientes resultados:
X1=3, X=4, X3=6, x4=1 x=4
Entonces el valor correspondiente x de la media muestral X es:

34+446+1+4
: =

3.6

X =

Para un dado normal, la media x = 3.5. La ley de los grandes nimeros indica que, a medida que n crece, hay una mayor probabi-
lidad que X, esté mas proxima a 3.5.

PROBLEMAS RESUELTOS
ESPACIOS MUESTRALESY EVENTOS

7.1 Selanzan simultdneamente un dado y una moneda. Sea S el espacio muestral que consta de los 12 elementos:

S ={H1, H2, H3, H4, H5, H6, T1, T2, T3, T4, T5, T6}
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7.2

a)

b)
c)

a)

b)

c)

PROBLEMAS RESUELTOS

Exprese explicitamente los siguientes eventos:
A = {caray un nimero par}, B = {un nimero primo}, C = {cruz y un nimero impar}

Exprese explicitamente los eventos: i) ocurre A o B; ii) ocurren B y C; iii) s6lo ocurre B.
¢ Qué par de eventos, A, B y C son mutuamente excluyentes?

Los elementos de A son los elementos de S que constan de una H (cara) y un nimero par:
A = {H2, H4, H6}
Los elementos de B son los puntos en S cuya segunda componente es un nimero primo (2, 3 0 5):
B = {H2, H3, H5, T2, T3, T5}

Los elementos de C son los puntos en S que constan de una T (cruz) y un ndmero impar: C = {T1, T3, T5}.
i) AUB={H2, H4, H6, H3, H5, T2, T3, T5}

ii) BNC=({T3, T5}

iii) BN A°N C® = {H3, H5, T2}

Ay C son mutuamente excluyentes, puesto que AN C = .

Se lanza un par de dados. (\ea el ejemplo 7.2). Encuentre el nimero de elementos en cada evento:

a)
b)
c)

A = {dos nimeros son iguales}
B = {la suma es 10 o mayor}
C = {5 aparece en el primer dado}

d) D = {5 aparece por lo menos en un dado}

Usar la figura 7-1b) como ayuda para contar el nimero de elementos en el evento.

a)
b)
c)
d)

A=1{1,1), (2 2),..., (6, 6)}, de modo que n(A) = 6.
B = {(6, 4), (5, 5), (4, 6), (6, 5), (5, 6), (6, 6)}, de modo que n(B) = 6.
C={(5,1),5,2),..., (5, 6)}, de modo que n(C) = 6.

137

Hay seis pares con 5 como primer elemento, y seis pares con 5 como segundo elemento. No obstante, (5, 5) aparece

en ambos sitios. Por tanto

nD)=6+6—1=11

De manera alterna, se cuentan los pares en la figura 7-1b) que estan en D para obtener n(D) = 11.

ESPACIOS EQUIPROBABLES FINITOS

7.3

Determine la probabilidad p de cada evento:

a)
b)

Al lanzar una vez un dado normal, obtener un nimero par;
Al lanzar una vez tres monedas al mismo tiempo, obtener una o mas caras;

c) Obtener una canica roja al extraer al azar una canica de una caja que contiene cuatro canicas blancas, tres

canicas rojas y cinco canicas azules.

Cada espacio muestral S es un espacio equiprobable. Asi, para cada evento S, se usa:

b)

c)

nimero de elementos en E _ n(E)
ndmero de elementosenS ~ n(S)

P(E) =
El evento puede ocurrir en tres formas (2, 4 0 6) de los 6 casos; por tanto, p = % = %
Hay 8 casos:
HHH, HHT, HTH,HTT, THH, THT, TTH, TTT

Sélo el Gltimo caso no es favorable; asi, p = 7/8.

Hay 4 + 3 4+ 5 = 12 canicas, de las cuales tres son rojas; por tanto, p = 1% = %
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7.4

7.5

7.6

7.7

7.8

De una baraja normal con 52 naipes se extrae una carta. (Vea la figura 7-2.) Encuentre la probabilidad p que la
carta sea:

a) una carta con figura (sota, reina o rey);
b) un corazon;

€) una carta con figura'y un corazén;

d) una carta con figura o un corazén.

Aqui, n(S) = 52.
a) Hay 4(3) = 12 cartas con figura; por tanto, p = % = 13—3
b) Hay 13 corazones; asi, p = 1B = 1.
52 4
c) Hay 3 cartas con figura que son corazones; por tanto, p = i

52
d) Sise hace F = {cartas con figura} y H = {corazones}, se tiene
nW(FUH)=n(F)+nH)—n(FNH)=12+13-3=22

Por tanto, p = 2 = 4.

De una baraja normal con 52 naipes se extraen al azar dos cartas. Encuentre la probabilidad p de que:

a) ambas cartas sean picas;
b) una carta sea pica y la otra sea un corazon;

Hay (522> = 1 326 formas de extraer 2 cartas de una baraja con 52 naipes.

a) Hay (123) = 78 formas de extraer 2 picas de un palo con 13 picas; por tanto,

nimero de formas en que es posible extraer 2 picas 78

P= numero de formas en que es posible extraer 2 cartas T 1326 51

b) Hay 13 picas y 13 corazones, de modo que hay 13-13 = 169 formas de extraer una pica y un corazon. Por tanto,
169 _ 13

P = 1326 = 102

Considere el espacio muestral en el problema 7.1. Suponga que la moneda y el dado son normales; entonces S
es un espacio equiprobable. Encontrar:

a) P(A), P(B), P(C)
b) P(AUB),P(BNC), P(BNA°NCS

Puesto que S es un espacio equiprobable, se usa P(E) = n(E)/n(S). Aqui n(S) = 12. Por tanto, s6lo es necesario contar el
numero de elementos en el conjunto dado.

a) P(A)=3. PB)=g. PO =3

12 12’

b) P(AUB)=L, P(BNC)=35, P(BNANCS) =3

Una caja contiene dos calcetines blancos y dos calcetines azules. Se extraen al azar dos calcetines. Encuentre
la probabilidad p de que coincidan (que ambos sean del mismo color).

Hay (3) = 6 formas de extraer dos de los calcetines. S6lo dos pares coinciden. Por tanto, p = % = %

Cinco caballos compiten en una carrera. Audrey escoge al azar dos de los caballos y apuesta por ellos. Encuentre
la probabilidad p que Audrey haya escogido al ganador.

Hay (;) = 10 formas de escoger 2 de los caballos. Cuatro de los pares contienen al ganador. Por tanto, p = % = %
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ESPACIOS DE PROBABILIDAD FINITOS

7.9

7.10

7.11

7.12

7.13

Un espacio muestral S consta de cuatro elementos; es decir, S = {a, a,, a3, a,}. ¢Bajo cuél(es) de la(s) siguiente(s)
funcion(es) S se convierte en un espacio de probabilidad?

a) Pla)=3 Pla)=3% Pla)=7 Pla)=1
b) Pla)=3 Pla)=7% Pla3)=—%Pla)=3
¢) Pla)=3 Pla)=3; Pla)=g Pla)=3y
d) Pla)=4 Pla)=1% Pla)=3 Pla)=0

a) Puesto que la suma de los valores sobre los puntos muestrales es mayor que uno, la funcién no define a S como un
espacio de probabilidad.

b)  Puesto que P(a3) es negativo, la funcion no define a S como un espacio de probabilidad.

c) Puesto que cada valor es no negativo y la suma de los valores es uno, la funcion define a S como un espacio de proba-
bilidad.

d) Los valores son no negativos y su suma es uno; por tanto, la funcién define a S como un espacio de probabilidad.

Una moneda esta “cargada”, de modo que la probabilidad de obtener cara (H) es dos veces la probabilidad de
obtener cruz (T). Encontrar P(T) y P(H).

Sea P(T) = p; entonces P(H) = 2p. Luego, la suma de las probabilidades se iguala a uno; es decir, se hace p + 2p = 1.
Entonces p = 1. Por tanto, P(H) = 2y P(T) = 4.

Suponga que Ay B son eventos con P(A) = 0.6, P(B) = 0.3, y P(A N B) = 0.2. Encontrar la probabilidad de
que:

a)noocurraA; b)noocurraB; c¢)ocurraAoB; d)noocurraniAniB.

a) P(noA)=P(A%) =1—P(A) =04
b) P(noB)=P({B% =1-P(B)=0.7.
c) Por el principio de adicion,

P(A0B) = P(AUB) = P(A)+ P(B) — P(ANB)
=06+03-02=0.7

d) Recuerde (ley de De Morgan) que ni A ni B es el complemento de A U B. Por tanto,

P(NiAniB)=P(AUB))=1—P(AUB)=1-0.7=03

Demuestre el teorema 7.2: P(A®) = 1 — P(A).
S = A UAS, donde Ay A®son ajenos. El resultado se obtiene a partir de lo siguiente:

1= P(S) = P(AU A%) = P(A) + P(AY)

Demuestre el teorema 7.3: i) P(¥) = 0; ii) P(A\B) = P(A) — P(A N B); iii) Si A C B, entonces P(A) < P(B).

i) @=S°yP(S)=1 PortantoP()=1-1=0.
ii) Como se indica en la figura 7-6a), A = (A\B) U (A N B) donde A\B y A N B son ajenos. Por tanto

P(A) = P(A\B) + P(A N B)

De donde se obtuvo el resultado.
iii) Si A C B entonces, segln se indica en la figura 7-6b), B = A U (B\A) donde Ay B\A son ajenos. Por tanto,

P(B) = P(A) + P(B\A)
Puesto que P(B\A) > 0, se tiene P(A) < P(B).
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©

B\4

S
o
h N
s

a) A esta sombreado b) B esta sombreado c) A U B esta sombreado

Figura 7-6

Demuestre el teorema 7.4 (principio de adicidn): para eventos arbitrarios A y B,
P(AUB) =P(A) + P(B) — P(ANB)

Segun se indica en la figura 7-6¢), (A U B) = (A\B) U B, donde A\B y B son conjuntos ajenos. Por tanto, al aplicar el teo-
rema 7.3ii),
P(A UB) =P(A\B) + P(B) = P(A) — P(AN B) + P(B)
=P(A) + P(B) - P(ANB)

PROBABILIDAD CONDICIONAL

7.15

7.16

Se lanza un par de dados normales. (Vea la figura 7-1b).) Encuentre la probabilidad que la suma sea 10 0 mas si:
a) Enel primer dado aparece 5; b) aparece 5 por lo menos en un dado.
a) Sienel primer dado aparece 5, entonces el espacio muestral reducido es
A={(51).(52),(573).(54).(55). (5 6)}
I

La suma es 10 0 méas en dos de los seis resultados: (5, 5) y (5, 6). Por tanto, p = % =

b)  Siaparece 5 por lo menos en un dado, entonces el espacio muestral reducido tiene once elementos.
B=1{(5.1). (5 2), (5 3), (5 4),(55), (5 6), (1 5), (2 5), (3,5), (4 5), (6, 5)}

La suma es 10 o mayor en tres de los once resultados: (5, 5), (5, 6), (6, 5). Por tanto, p = 13—1

En una universidad, 25% de los estudiantes reprobaron matematicas (M), 15% reprobaron quimica (C) y 10%
reprobaron tanto matematicas como quimica. Se escoge un estudiante al azar.

a) Sireprobd quimica, encontrar la probabilidad de que también reprob6 matematicas.
b) Sireprob6 matematicas, encontrar la probabilidad de que también reprobd quimica.
c) Encontrar la probabilidad de que haya reprobado matematicas o quimica.

d) Encontrar la probabilidad de que no haya reprobado ni matematicas ni quimica.

a) Laprobabilidad de que un estudiante haya reprobado matematicas, dado que reprobd quimica, es

_PM0o) 0102
PMIC) = P(C) 015 3

b) La probabilidad de que un estudiante haya reprobado quimica, dado que reprobé matematicas, es

pcian < FENM) 010 2
CIM=—5an =055

c) Por el principio de adicién (teorema 7.4),

P(M U C) = P(M) + P(C) — P(M N C) = 0.25 + 0.15 — 0.10 = 0.30
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d) Los estudiantes que no reprobaron ni matematicas ni quimica forman el complemento del conjunto M U C; es decir,
constituyen el conjunto (M U C)C. Por tanto,

P(MUC)®)=1—P(MUC)=1—0.30 =0.70

Un par de dados normales se lanza una vez. Dado que los dos nimeros en la cara superior son diferentes,
encontrar la probabilidad p de que: a) la suma sea 6; b) aparezca un uno; c) la suma sea menor o igual que 4.

Hay 36 resultados posibles al lanzar un par de dados, y seis de ellos, (1, 1), (2, 2),..., (6, 6), tienen los mismos ndmeros.

Por tanto, el espacio muestral reducido consta de 36 — 6 = 30 elementos.
a) Lasuma 6 puede aparecer en cuatro formas: (1, 5), (2, 4), (4, 2), (5, 1). (No es posible incluir (3, 3) puesto que los
ndmeros son iguales.) Por tanto, p = 3 = &.

0 _ 1

b)  Ununo puede aparecer en 10 formas: (1, 2), (1, 3),..., (1, 6) y (2, 1), (3, 1),..., (6, 1). En consecuencia, p = 35 = 3

c) Que lasuma sea 4 o menor puede aparecer en cuatro formas: (3, 1), (1, 3), (2, 1), (1, 2). Asi que, p = % = %

En un grupo hay 12 varones y 4 mujeres y se seleccionan al azar tres estudiantes. Encontrar la probabilidad p
que todos sean varones.

La probabilidad de que el primer estudiante seleccionado sea un varon es 12/16, puesto que de los 16 estudiantes, 12 son
varones. Si el primer estudiante es un varon, entonces la probabilidad de que el segundo estudiante sea un varén es 11/15,
yaque 11 de los 15 estudiantes restantes son varones. Por ultimo, si los dos primeros estudiantes seleccionados son varones,
entonces la probabilidad de que el tercer estudiante sea un varén es 10/14, ya que 10 de los 14 estudiantes restantes son
varones. Asi, por el teorema de la multiplicacion, la probabilidad de que los tres estudiantes seleccionados sean varones
es

12 11 10 11

P16 15 T ®

Otro método

Hay C(16, 3) = 560 formas de seleccionar tres varones de un grupo de 16 estudiantes, y C(12, 3) = 220 formas de selec-
cionar tres varones de un grupo de 12 varones; por tanto,

220 11

P=560" %

Otro método

Si los estudiantes se seleccionan uno después del otro, entonces hay 16 - 15 - 14 formas de seleccionar tres estudiantes, y
12 -11 - 10 formas de seleccionar tres varones; por tanto,

12-11-10 11

P=16.15 14~ 28

INDEPENDENCIA

7.19

La probabilidad de que A acierte en el blanco es % y la probabilidad de que B acierte en el blanco es % Ambos
disparan al blanco. Encuentre la probabilidad de que:

a) A no acierte en el blanco; ¢) uno de ellos acierte en el blanco;
b) ambos acierten en el blanco; d) ninguno acierte en el blanco.

Se proporciona P(A) = % y P(B) = £ (y se supone que los eventos son independientes).

a) (PnoA)=PASY=1-PA=1-1=2
b) Puesto que los eventos son independientes,

P(AYB)=P(ANB)=P(A)-P(B)=1-1=1L
c) Por el principio de adicién (teorema 7.4),

P(A0B)=P(AUB)=P(A)+P(B)—P(ANB)=1+4+1—- L =L
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7.20

7.21

7.22

d) Setiene

PiAniB)=P(AUB))=1-PAUB) =1-L=1%

Considere los siguientes eventos para una familia con hijos:
A = {hijos de ambos sexos}, B = { a lo mas un vardn}

a) Demostrar que Ay B son eventos independientes si una familia tiene tres hijos.
b) Demuestre que A y B son eventos dependientes si una familia s6lo tiene dos hijos.

a) Setiene el espacio equiprobable S = {vvv, vvn, vnv, vnn, nwv, nvn, nnv, nnn} (v = varén; n = nifia). Aqui

A = {vvn, vnv, vnn, nvv, nvn, nnv} yasi P(A) = g = %

B = {vnn, nvn, nnv, nnn} yasi P(B) = g =1

AN B = {vnn, nvn, nnv} yasi P(ANB)=3
Puesto que P(A)P(B) = 2 - £ = 2 =P(ANB), Ay B son independientes.

b) Se tiene el espacio equiprobable S = {vv, vn, nv, nn}. Aqui

A = {vn, nv} yasi P(A) =

B=1{wn,nv,nn} yasi P(B)=
ANB={wn,nv} yasi PANB) =1

Puesto que P(A)P(B) # P(A N B), Ay B son dependientes.

La caja A contiene cinco canicas rojas y tres canicas azules, y la caja B contiene tres canicas rojas y dos canicas
azules. De cada caja se extrae al azar una canica.

a) Encuentre la probabilidad p de que ambas canicas sean rojas.
b) Encuentre la probabilidad p de que una canica sea roja y la otra sea azul.

a) La probabilidad de escoger una canica roja de A es g y de B es g Puesto que los eventos son independientes, P =

5 3 3

8°5 8 '
b) Laprobabilidad p, de escoger una canica roja de A'y una canica azul de B esg . % = 711 La probabilidad p, de escoger

una canica azul de Ay una canicarojade Bes3 - 2 = 2 Portanto, p = p, + p, = 5 + 5 = 1o.

Demuestre: si Ay B son eventos independientes, entonces A® y B® son eventos independientes.

Sean P(A) = x y P(B) =y. Entonces P(A®) = 1 — x y P(B%) = 1 —y. Puesto que A y B son independientes, P(A N B) =
P(A)P(B) = xy. Ademas,

P(AUB) =P(A) + P(B) — P(ANB) =X +y - xy
Por la ley de De Morgan, (A U B)® = A® N BS; por tanto,
P(A°NBY =P((AUB))=1—PAUB)=1—Xx-y+Xxy
Por otra parte,
PAYPEB)=(1-X)(1—y)=1-x-y+Xxy
Por tanto, P(A® N B€) = P(A®)P(B"), y asi A®y B° son independientes.

En forma semejante, puede demostrarse que Ay BS, asi como Ay B, son independientes.
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ENSAYOS REPETIDOS, DISTRIBUCION BINOMIAL

7.23

7.24

7.25

7.26

Suponga que, siempre que los caballos a, b, ¢, d corren juntos, sus probabilidades respectivas de ganar son 0.2,
0.5, 0.1, 0.2. Es decir, S = {a, b, ¢, d}, donde P(a) = 0.2, P(b) = 0.5, P(c) = 0.1, P(d) = 0.2. Corren tres
Veces.

a) Describay encuentre el nimero de elementos en el espacio de probabilidad producto S,.
b) Encuentre la probabilidad de que el mismo caballo gane las tres carreras.
¢) Encuentre la probabilidad de que el ganador de cada carreraseaa, by c.

Por conveniencia en la notacion, se escribe xyz en lugar de (x, y, z).

a) Pordefinicion, S; =S x S x S={xyz | X, Y, z € S} y P(xyz) = P(X)P(y)P(2).
Por tanto, en particular, S; contiene 4° = 64 elementos.
b)  Se busca la probabilidad del evento A = {aaa, bbb, ccc, ddd}. Por definicion,

P(aaa) = (0.2)° = 0.008, P(ccc) = (0.1)% =0.001
P(bbb) = (0.5)° = 0.125, P(ddd) = (0.2)* = 0.008

Por tanto, P(A) = 0.0008 + 0.125 + 0.001 + 0.008 = 0.142.

c) Sebusca la probabilidad del evento B = {abc, ach, bac, bca, cab, cha}. Cualquier elemento en B tiene la misma pro-
babilidad, el producto (0.2)(0.5)(0.1) = 0.01. Por tanto, P(B) = 6(0.01) = 0.06.

La probabilidad de que Juan acierte en un blanco es p = %. Dispara n = 6 veces. Encuentre la probabilidad de
que acierte en el blanco: a) exactamente dos veces; b) mas de cuatro veces; ¢) por lo menos una vez.

Se trata de un experimento binomial conn =6, p = ;11 yg=1—-p= %; es decir, B(6, ). En consecuencia, se aplica el teo-
rema7.7.

a) PQ)= ( g ) (1)?(3)" = 15(3%)/(4%) = 1285 ~ 0.297.

) P©+P© = (5 )1 () () =55 =¥ = % ~o0us

) PO =(3)° =72, dedonde P(X > 0) =1 — ;2 — 33 ~ 0.8,

Una familia tiene seis descendientes. Encuentre la probabilidad p que haya: a) tres varones y tres nifias;
b) menos varones que nifias. Suponga que la probabilidad que cualquier descendiente sea vardn es %

Aquin=6yp=q=1

6\ (1\*/1\* 20 5
a) p = P(3varones) = <3) <§> (5) =" 16

b) Hay menos varones que nifias si hay cero, uno o dos varones. Por tanto,

) 1\® 76\ /1\° /6)/1\°/1\* 11
p = P(Ovarones) + P(1varn) + P(2varones) = <§> + <1> <§) + (2> (5) <§> = e =0.34

Un persona dispara hacia un blanco n = 6 veces y acierta k = 2 veces. a) Enumerar las distintas formas en que
puede ocurrir esto. b) ¢Cuantas formas hay?

a) Seenumeran todas las sucesiones con dos éxitos ( E) y cuatro fracasos (F ):

EEFFFF, EFEFFF, EFFEFF, EFFFEF, EFFFFE, FEEFFF, FEFEFF, FEFFEF
FEFFFE, FFEEFF, FFEFEF, FFEFFE, FFFEEF, FFFEFE, FFFFEE

b) Como se indica en la lista, hay 15 formas distintas. Observe que lo anterior es igual a (2) puesto que se estan distri-
buyendo k = 2 letras E entre n = 6 posiciones en la sucesion.
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7.27

Demuestre el teorema 7.7: La probabilidad de obtener exactamente k éxitos en un experimento binomial
B(n, p) esta dada por

Pk) = p(kéXitOS) = < Z >pkqn—k

La probabilidad de uno o méas éxitoses 1 — q".

El espacio muestral de los n ensayos repetidos consta de todas las n-adas (es decir, sucesiones con n elementos) cuyas
componentes son E (éxito) o F (fracaso). Sea A el evento de obtener exactamente k éxitos. Entonces A consta de todas las
n-adas de las cuales k componentes son E y n — k componentes son F. El nimero de tales n-adas en el evento A es igual al
nimero de formas en que k letras E pueden repartirse entre las n componentes de una n-ada; por tanto, A consta de

C(n, k) = ( Z ) puntos muestrales. La probabilidad de cada punto en A es pq"; por tanto

P(A) — < Z >pkqn—k

En particular, la probabilidad de obtener cero éxitos es

P(0) = ( 0 )poq” =q"

Por tanto, la probabilidad de obtener uno o mas éxitos es 1 — q".

VARIABLES ALEATORIAS, ESPERANZA

7.28

7.29

7.30

Un jugador lanza dos monedas normales. Gana $2 si ocurren dos caras (H), y $1 si ocurre una cara. Por otra
parte, pierde $3 si no ocurre cara. Encontrar el valor esperado E del juego. El juego, ¢es justo? (El juego es
justo, favorable o desfavorable para el jugador segin siE=0,E > 00E < 0.)

El espacio muestral S = {HH, HT, TH, TT}, y cada punto muestral tiene la probabilidad %. Para que gane el jugador, se
tiene

X(HH) =$2, X(HT)=X(TH) =$1, X(TT)= —$3
Por tanto, se concluye que la distribucion de X es:

x |2 1 -3

i

pi | 1/4 2/4 1/4

Asi, E = E(X) =2(1/4) + 1(2/4) — 3(1/4) = $0.25. Puesto que E(X) > 0, el juego es favorable para el jugador.

Una persona ha ganado una competencia. El premio consiste en seleccionar uno de tres sobres y guardar su
contenido. Dos sobres contienen un cheque por $30 cada uno, pero el tercer sobre contiene un cheque por
$3 000. Encuentre la esperanza E de los triunfos (como una distribucion de probabilidad).

X denota los triunfos. Entonces X = 30 0 3 000, y P(30) = % y P(3000) = % Por tanto
E=E(X)=30-%+3000-%=20+1000=1020

Del conjunto {1, 2, 3} se extrae con reemplazamiento una muestra aleatoria de tamafio n = 2, de modo que se
obtiene el siguiente espacio muestral equiprobable con 9 elementos:

$={11).(12),(13).(21),(22),(23).(31).3.,2), 3, 3)}

a) Sea X la suma de los dos nimeros. Encuentre la distribucion f de X, asi como el valor esperado E(X).
b) SeaY el menor de los dos nimeros. Encuentre la distribucion g de Y, asi como el valor esperado E(Y).

a) Lavariable aleatoria X tiene los valores 2, 3, 4, 5, 6. Se calcula la distribucion f de X:

i) Un punto (1, 1) tiene suma 2; por tanto, f(2) = g
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ii) Dos puntos (1, 2), (2, 1) tienen suma 3; por tanto, f(3) = %
iii) Tres puntos (1, 3), (2, 2), (1, 3) tienen suma 4; por tanto, f(4) = %
iv) Dos puntos (2, 3), (3, 2) tienen suma 5; por tanto, f(5) = %
v) Un punto (3, 3) tiene suma 6; por tanto, f(6) = é
Asi, la distribucion f de X es:

x |2 3 4 5 6
fG 19 2/9 3/9 2/9 1/9

El valor esperado E(X) de X se obtiene al multiplicar cada valor de x por su probabilidad f(x) y tomar la suma. Por tanto,

ro=3(3) e 3) 1 3) 5 G) o) -

b) La variable aleatoria Y solo tiene los valores 1, 2, 3. Se calcula la distribucion g de Y:
i) Cinco puntos, (1, 1), (1, 2), (1, 3), (2, 1) y (3, 1), tienen a 1 como el menor nimero; por tanto, g(1) = g
ii) Tres puntos, (2, 2), (2, 3), (3, 2) tienen a 2 como el menor nimero; por tanto, g(2) = g
i) Un punto (3, 3) tiene a 3 como el menor nimero; por tanto, g(3) = ;.

Asi, la distribucion g de Y es:

y |1 2 3
g [5/9 3/9 1/9

EY)=1 > 2 3 3 ! —12~133
"= (§)+ (§)+ (6)—6”

7.31 Un arreglo lineal PALANCAS consta de n elementos. Suponga que SUMA aparece al azar en el arreglo, y
que se realiza una busqueda lineal para encontrar la ubicacion K de SUMA,; es decir, para encontrar K tal que
PALANCASIK] = SUMA. Sea f(n) el nimero que denota las comparaciones en la busqueda lineal.

El valor esperado E(Y) de Y es:

a) Encuentre el valor esperado de f(n).
b) Encuentre el valor maximo (peor caso) de f(n).

a) Sea X el numero que denota las comparaciones. Puesto que SUMA puede aparecer en cualquier posicion en el arreglo
con la misma probabilidad de 1/n, se tiene X =1, 2, 3,..., n, cada uno con probabilidad 1/n. Por tanto,

FW=EX) = 1 i42. 113l
= (1424 +4n) 1 =22t

S = 3=
3

b) Si SUMA aparece al final del arreglo, entonces f(n) = n.

MEDIA, VARIANZA, DESVIACION ESTANDAR

7.32  Encuentre la media u = E(X), la varianza o® = Var(X) y la desviacion estandar o = o, de cada distribucion:

pi |13 1/2 1/6  p |04 01 02 03

Se usan las formulas:
w=EX)=xp +X,py+ - +x,p, =Zx;p, o>=Var(X)=EX) -’

EX) =xp, +x3p,+---+x2p, = Zxp,, o =o0,=+Var (X)
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7.33

7.34

&) = =28 +3()+11(H) =4
E(X*) =%x}p; =2 (3)+3%(5) + 112 (3) =26
o?=Var(X) = E(X?>) —u>=26—-4>=10
o =Var(X) =+/10=322

b) w=3%xp, =10.4)+3(0.1)+4(0.2) +50.3) =3
E(X?) = Zx?p, = 1(0.4) +9(0.1) + 16(0.2) +25(0.3) = 12
o’=Var(X)=E(X*) —pu>=12-9=3
o=Var(X) =+/3=1.7

El lanzamiento de un dado normal da el espacio muestral equiprobable S = {1, 2, 3, 4, 5, 6}, donde n(S) =6y
cada punto tiene probabilidad 1/6.

a) Sea X una variable aleatoria que denota el doble del nimero que ocurre. Encuentre la distribucion f de X'y
su esperanza E(X).
b) Sea lavariable aleatoria que asigna 1 o 3 seglin ocurre un nimero impar o par. Encuentre la distribucion
g de Y y su esperanza E(Y).
a) Aqui el espacio rango Ry = {2, 4, 6, 8, 10, 12} puesto que
X(1)=2, X@2)=4, X@B)=6, X@)=8, X()=10, X(6)=12
También, cada nimero ocurre con probabilidad 1/6. Por tanto, se concluye que la distribucion f de X es:

x |2 4 6 8 10 12
fe [ 1/6 1/6 1/6 1/6 1/6 1/6

Asi,
E(X):fo(x)=g+i+§+§+E+E=7
6 6 6 6 6 6
b)  Aqui el espacio rango Ry = {1, 3}, ya que
Y1) =1, Y2)=3, YR =1 Y@ =3 Y5)=1 Y(6)=3
La distribucion g de Y se calcula con n(S) = 6:

i) Tres puntos, 1, 3, 5 son impares y su imagen es 1; por tanto, g(1) = 3/6.
i) Tres puntos, 2, 4, 6 son pares y su imagen es 3; por tanto, g(3) = 3/6.

Por tanto, la distribucion g de Y es:

y ‘ 1 3
g(y) | 3/6 3/6
Asi,
39
EY)=) yg =2+ =2

SeaZ = X + Y, donde X y Y son las variables aleatorias del problema 7.33. Encontrar la distribucién h de Z,
asi como E(Z). Comprobar que E(X + Y) = E(X) + E(Y).
El espacio muestral aines S = {1, 2, 3, 4, 5, 6} y cada punto sigue con la probabilidad de 1/6. Se obtiene con Z(s) = (X +
Y)(s) = X(5) + Y(8).
ZOH=XH+Y()=2+1=3; ZA@=XA+Y@) =8+3=11,
ZQ)=XQ)+Y2)=4+3=7, ZO)=XG)+YSB) =10+1=11,
Por tanto, el espacio rango es R, = {3, 7, 11, 15}. La distribucion h de Z se obtiene al usar el hecho que n(S) = 6:
i) Un punto tiene imagen 3, de modo que h(3) = 1/6; iii) Dos puntos tienen imagen 11, de modo que h(11) = 2/6;
ii) Dos puntos tienen imagen 7, de modo que h(7) = 2/6; iv) Un punto tiene imagen 15, de modo que h(15) = 1/6.
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Por tanto, se tiene como distribucién h de Z:

: |3 71 1 15
h(z) | 1/6 2/6 2/6 1/6

Asi,
3 14 22 15
EZ)=) th@=+—+—=+—=9
(2) zh(2) 6+6+6+6
En consecuencia,

EX+Y)=E(Z)=9=7+2=E(X)+E().

DISTRIBUCION BINOMIAL

7.35

7.36

7.37

La probabilidad que una persona acierte en un blanco es p = 0.1. La persona dispara n = 100 veces. Encontrar
el nimero esperado . de veces que la persona acierta en el blanco, asi como la desviacién estandar o.

Se trata de un experimento binomial B(n, p), donde n = 100, p = 0.1y g =1 — p = 0.9. En consecuencia, se aplica el
teorema 7.9 para obtener

i=np=1000.1)=10 y o = ./fpg=+/100(0.1)(0.9) = 3

Un estudiante presenta un examen de opcion multiple de 18 reactivos, con cuatro opciones por reactivo. Suponga
que una de las opciones es incorrecta en forma evidente, y que el estudiante hace una eleccion “deducida” de
las opciones restantes. Encuentre el nimero esperado E(X) de respuestas correctas, asi como la desviacion
estandar o.

Se trata de un experimento binomial B(n, p), donden=18,p=1yq=1—p =2 Asi,
EQ)=np=18-1=6 y o= Jipg=,/18-5 2 =2

Puede demostrarse que la funcién esperanza E(X) sobre el espacio de variables aleatorias sobre un espacio
muestral S es lineal; es decir,
EX)+Xy+--+X,)=EX)+EX)+---+EX,)
Usar esta propiedad para demostrar que | = np para un experimento binomial B(n, p).
Sobre el espacio muestral de n ensayos de Bernoulli, sea X; (parai =1, 2,..., n) la variable aleatoria que tiene el valor 1 o
0 si el i-ésimo ensayo es un éxito o un fracaso. Entonces, cada X; tiene la distribucion
X 0 1
p(x) | q p
Por tanto, E(X;) = 0(q) + 1(p) = p. El nimero total de éxitos en n ensayos es
X=X, +X,+ - +X,
Al aplicar la propiedad de linealidad de E, se obtiene
EX)=EX, +X,+--+X,)
=EX)+EXy)+- -+ EX,)
=p+p+---+p=np

PROBLEMAS DIVERSOS

7.38

Suponga que X es una variable aleatoria con media 4 = 75y desviacion estandar o = 5.
Calcule la probabilidad que X esté entre 75 — 20 =55y 75 + 20 = 95.
La desigualdad de Chebyshev establece lo siguiente:

1
Pu—ko <X<pu+ko)y=1—-——

kz
Aqui ko = 20. Puesto que o = 5, se obtiene k = 4. Entonces, por la desigualdad de Chebysheyv,
1 15
PO5<X=>9)=1—-——5=—=09%
(5= X295 42716
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7.39

7.40

7.41

Sea X una variable aleatoria con media p = 40 y desviacion estandar o = 2. Usar la desigualdad de Chebyshev
a fin de encontrar una b para la cual P(40 - b < X <40 + b) > 0.95.

Primero de 1 — 1/k? = 0.95 se resuelve para k como sigue:

1 1
005=— 0 kK*=-—=20 0 k=+20=2V5

k? ~0.05
Entonces, por la desigualdad de Chebyshev, b = ko = 10+/3 ~ 23.4. Por tanto, [P(16.6 < X < 63.60) > 0.95].
Sea x una variable aleatoria con distribucion f. El r-ésimo momento M, de X se define como
M, =EX") =Y x/ f(x)
Encuentre los cuatro primeros momentos de X si X tiene la distribucion:

X ‘—2 1 3
fo |12 1v4 14

Observe que M, es la media de X, y que M, se usa para calcular la desviacion estandar de X.
Se usa la formula para M, a fin de obtener:

My=3x o) =—2(5) +1()+3(5) =0
My=3"32f) =4 (5) +1 (1) +9(1) =45

My= 3 = —8(4) +1(5) +27(4) =3
M= Y5t = 16(8) + 1 (1) +81 (1) =285

Demuestre el teorema 7.10 (desigualdad de Chebyshev): Para k > 0,
P(u—ko <X <p+ko)=1-72

Por definicion,

o’ =Var(X) = Z (x; — w’p;

De la sumatoria se eliminan todos los términos x; que estéan en el intervalo [« — Ko, 1 + kol; es decir, se borran todos los
términos para los cuales |x; — u| < ko. La sumatoria de los términos restantes se denota por > *(x, — u)? pi. Entonces

[02 =) = wp =y Kotp =0’y p =Ko P(X — | > ko)]
= k0’1 — P(IX — u| <ko)] =k*c’[1 — P(u —ko < X < pu+ko)]

Si o > 0, entonces al dividir entre k%? se obtiene

S
k2

>1-Pu—ko <X<p=ko) 0 P(u—ko <X <pu+ko)=1-3
lo cual demuestra la desigualdad de Chebyshev para o > 0. Si o = 0, entonces x; = p para toda p; > 0, y
Pu—k-0<X<pu+k-0)=PX=p=1>1-1%

con lo que se completa la demostracion.
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PROBLEMAS SUPLEMENTARIOS

ESPACIOS MUESTRALESY EVENTOS

7.42

7.43

Sean A, By C eventos. Con notacion de conjuntos vuelva a escribir cada uno de los siguientes eventos:

a) Ocurren Ay B peronoocurreC; ¢) Ninguno de los eventos ocurre;
b) Ocurren Ao C peronoocurre B; d) Ocurren al menos dos de los eventos.

Se lanzan dos monedas de distintas denominaciones y un dado.

a) Describa un espacio muestral idéneo S, y encuentre n(S).
b) Exprese explicitamente los siguientes eventos:
A = {dos caras y un namero par}
B = {aparece 2}
C = {exactamente una cara y un nimero impar}
c) Exprese explicitamente los siguientes eventos: i) A'y B; ii) s6lo B; iii) By C.

ESPACIOS EQUIPROBABLES FINITOS

7.44

7.45

7.46

7.47.

7.48

7.49

7.50

Determine la probabilidad de cada evento:

a) Elresultado al lanzar un dado normal es un nimero impar.
b) En el lanzamiento de cuatro monedas normales se obtienen una o mas caras.
c) Enelresultado al lanzar dos dados normales, uno o ambos nimeros exceden a 4.

De 50 tarjetas numeradas del 1 al 50 se escoge una al azar. Encuentre la probabilidad de que el nimero de la tarjeta sea:

a) mayor que 10; c) mayor que 10y divisible entre 5;
b) divisibleentre 5; d) mayor que 10 o divisible entre 5.

De 10 muchachas en un grupo, tres tienen ojos azules. Se escogen al azar dos del grupo. Encuentre la probabilidad de que:

a) ambas tengan ojos azules; c) por lo menos una tenga ojos azules;
b) ningunatenga ojos azules; d) exactamente una tenga ojos azules.

En un grupo hay 10 estudiantes, A, B, .... Para representar al grupo es necesario elegir al azar un comité integrado por tres
estudiantes. Encuentre la probabilidad de que:

a) Apertenezcaal comité; c) Ay B pertenezcan al comité;
b) B pertenezca al comité; d) A o B pertenezcan al comité.

En una caja hay tres tornillos y tres tuercas. Se escogen dos piezas al azar. Encuentre la probabilidad que una sea un torni-
lloy la otra sea una tuerca.

En una caja hay dos calcetines blancos, dos calcetines azules y dos calcetines rojos. Se extraen al azar dos calcetines.
Encuentre la probabilidad que coincidan (que sean del mismo color).

De 120 estudiantes, 60 estudian francés, 50 estudian espafiol y 20 estudian francés y espafiol. Se escoge un estudiante al
azar, encuentre la probabilidad p que él estudie a) francés o espafiol; b) ni francés ni espafiol; c) s6lo francés; d) exacta-
mente uno de los dos idiomas.

ESPACIOS DE PROBABILIDAD FINITOS

7.51

7.52

7.53

Decida cudles de las siguientes funciones definen un espacio de probabilidad sobre S = {a,, a,, as}:
a) Pla) =3 Pla)=35Pa)=; © Pla)=gPa)=

1 1
3 3
by P(a) =% Pla)=-%Play)=% d) P(a) =0 Pla) =13 Play) =12

1
2
2
3’ 3

Una moneda esta “cargada” de modo que la ocurrencia de caras (H) es tres veces mas probable que la ocurrencia de cruces
(T). Encuentre P(H) y P(T).

Tres estudiantes A, B'y C compiten en una carrera de natacion. A y B tienen la misma probabilidad de ganar y cada uno
tiene el doble de probabilidad de ganar que C. Encuentre la probabilidad de que: a) gane B; b) gane C; c) gane B o C.
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7.54

7.55

Considere la siguiente distribucion de probabilidad:

Resultado x |1 2 3 4 5
Probabilidad P(x) | 02 04 01 01 02

Considere los eventos A = {nimero par}, B = {2, 3, 4, 5}, C = {1, 2}. Encuentre:
a) P(A),P(B),P(C); b) P(ANB),P(ANC),P(BNC).
Suponga que Ay B son eventos con P(A) = 0.7, P(B) = 0.5y P(A N B) = 0.4. Encuentre la probabilidad de que:

a) Anoocurrg; c) ocurra A pero no ocurra B;
b) ocurraAoB; d) noocurraniA niB.

PROBABILIDAD CONDICIONAL, INDEPENDENCIA

7.56

7.57

7.58

7.59

7.60

7.61

7.62

7.63

7.64

7.65

7.66

Se lanza un dado normal. Considere los eventos A = {2, 4, 6}, B = {1, 2}, C = {1, 2, 3, 4}. Encuentre:

a) P(AyB)yP(AoC), ¢) P(AIC)yP(CIA)
b) P(AIB)y P(BIA) d) P(BIC)y P(CIB)

Decida si los siguientes eventos son independientes: i) Ay B; ii) Ay C; iii) By C.

Se lanza un par de dados normales. Si los nimeros que se obtienen son diferentes, encuentre la probabilidad de que: a) la
suma sea par; b) la suma exceda a nueve.

Sean Ay B eventos con P(A) = 0.6, P(B) = 0.3y P(A N B) = 0.2 Encuentre:

a) P(AUB); b)P(AIB); c)P(BIA)

Sean Ay B eventos con P(A) = 1/3, P(B) = ;11 yP(AUB) = %

a) Encuentre P(A|B) y P(BJA). b) Ay B ¢son independientes?

Sean Ay B eventos con P(A) = 0.3, P(A U B) = 0.5y P(B) = p. Encuentre p si:
a) Ay B son ajenos; b) Ay B son independientes; c) A es un subconjunto de B.
Sean Ay B eventos independientes con P(A) = 0.3 y P(B) = 0.4. Encuentre:

a) P(ANB)y P(AUB); b)P(A|B)y P(BJA).

En un club campestre, 60% de las mujeres juegan tenis; 40% juegan golf y 20% juegan tanto tenis como golf. Se escoge
una mujer al azar.

a) Encuentre la probabilidad de que no juegue tenis ni golf.
b) Si juega tenis, encuentre la probabilidad de que juegue golf.
c) Sijuega golf, encuentre la probabilidad de que juegue tenis.

En la caja A hay seis canicas rojas y dos canicas azules, y en la caja B hay dos rojas y cuatro azules. De cada caja se extrae
al azar una canica.

a) Encuentre la probabilidad p de que ambas canicas sean rojas.
b)  Encuentre la probabilidad p de que una canica sea roja y la otra sea azul.

La probabilidad de que A acierte en un blanco es % y la probabilidad de que B acierte en el blanco es %

a) Sicada uno dispara dos veces, ;cuél es la probabilidad de que se acierte en el blanco por lo menos una vez?
b)  Si cada uno dispara una vez y sélo hay un acierto en el blanco, ;cuél es la probabilidad de que A dé en el blanco?

Se lanzan tres monedas normales. Considere los eventos:
A = {todas cara o todas cruz}, B = {por lo menos dos caras}, C = {a lo méas dos caras}.
De los pares (A, B), (A, C) y (B, C), ;cudles son independientes? ;,Cudles son dependientes?

Encuentre P(BJA) si a) A es un subconjunto de B; b) Ay B son mutuamente excluyentes. (Suponga que P(A) > 0.)
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ENSAYOS REPETIDOS, DISTRIBUCION BINOMIAL

7.67

7.68

7.69

7.70

Siempre que los caballos a, by ¢ corren juntos, sus probabilidades de ganar son 0.3, 0.5 y 0.2 respectivamente. Corren tres
Veces.

a) Encuentre la probabilidad de que el mismo caballo gane las tres carreras.
b)  Encuentre la probabilidad de que cada uno gane una carrera.

El porcentaje de bateo de un beisholista es 0.300. Tiene cuatro turnos al bat. Encuentre la probabilidad de que el jugador
conecte: a) exactamente dos sencillos; b) al menos un sencillo.

La probabilidad de que Tom anote una canasta de tres puntos es p = 0.4. Dispara h = 5 veces. Encuentre la probabilidad
de que anote a) exactamente dos veces; b) al menos una vez.

Cierto tipo de misil acierta en el blanco con probabilidad P = %

a) Sise disparan tres misiles, encuentre la probabilidad de que se acierte en el blanco por lo menos una vez.
b) Encuentre el nimero de misiles que es necesario disparar de modo que haya por lo menos una probabilidad de 90%
de dar en el blanco.

VARIABLES ALEATORIAS

7.71

7.72

7.73

7.74

7.75

7.76

7.77

7.78

Se lanza un par de dados. X denota el minimo de los dos nimeros que ocurren. Encuentre las distribuciones y la esperanza
de X.

Una moneda normal se lanza cuatro veces. X denota la secuencia mas larga de caras. Encuentre la distribucion y la espe-
ranza de X.

Una moneda normal se lanza hasta que se obtiene una cara o cinco cruces. Encuentre el nimero esperado E de lanzamien-
tos de la moneda.

Una moneda esta “cargada” de modo que P(H) = %y P(T)= % La moneda se lanza tres veces. X es el nimero de caras que
se obtienen.

a) Encuentre la distribucién f de X. b) Encuentre la esperanza E(X).

La probabilidad de que el equipo A gane cualquier juego es % Suponga que A juega contra B en un torneo. El primer equi-
po que gane dos juegos seguidos o tres juegos gana el torneo. Encuentre el nimero esperado de juegos en el torneo.

Una caja contiene 10 transistores, dos de ellos son defectuosos. De la caja se elige un transistor y se prueba hasta que se
escoge uno no defectuoso. Encuentre el nimero esperado de transistores a escoger.

Una loteria con 500 boletos otorga un premio de $100, tres premios de $50 cada uno y cinco premios de $25 cada uno.

a) Encuentre el nimero esperado de triunfos de un boleto.
b)  Siun boleto cuesta $1, ;cudl es el valor esperado del juego?

Un jugador lanza tres monedas normales. Gana $5 si se obtienen tres caras, $3 si se obtienen dos caras y $1 si solo se
obtiene una cara. Por otra parte, pierde $15 si se obtienen tres cruces. Encuentre el valor del juego para el jugador.

MEDIA, VARIANZA Y DESVIACION ESTANDAR

7.79

7.80

7.81

Encuentre la media y, la varianza o° y la desviacién estandar o de cada distribucion:

a x |2 3 8 by |-1 0 1 2 3
fx) \ Yo Yo A g(») \ 03 01 01 03 02
Encuentre la media i, la varianza o? y la desviacion estandar o de la siguiente distribucion de dos puntos, donde p 4+ q = 1:
X a b
f& |l r oq

Sea W = XY, donde X y Y son las variables aleatorias en el problema 7.33. (Recuerde que W(s) = (XY)(s) = X(s)Y(s).)

a) Encuentre la distribucion h de W; b) Encuentre E(W).
CE(W) = E(X)E(Y)?
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x | -1 1 2
fx) 02 05 03

7.82  Sea X una variable aleatoria con la distribucion:

a) Encuentre la media, la varianza y la desviacion estandar de X.
b)  Encuentre la distribucién, la media, la varianza y la desviacion estandar de Y, donde

i)Y =Xx%ii) Y =3%
DISTRIBUCION BINOMIAL

7.83  Laprobabilidad de que una mujer acierte en un blanco es p = 1/3, cuando dispara 50 veces. Encuentre el nimero esperado
u de veces que acierta en el blanco y la desviacion estandar o.

7.84  El equipo A tiene la probabilidad p = 0.8 de ganar cada vez que juega. Sea X el nimero de veces que A ganaraen n = 100
juegos. Encuentre la media , la varianza o? y la desviacién estandar o de X.

7.85  Un estudiante que no se prepar6 contesta al azar un examen de cinco reactivos falso-verdadero. Encuentre la probabilidad
de que el estudiante apruebe el examen si para aprobar debe contestar correctamente por lo menos cuatro reactivos.

7.86  Sea X una variable aleatoria B(n, p) distribuida binomialmente con E(X) = 2 y Var(X) = g Encuentre ny p.
DESIGUALDAD DE CHEBYSHEV

7.87  Sea X una variable aleatoria con media p y desviacion estandar o.
Use la desigualdad de Chebyshev para calcular P(u — 30 < X < u + 30).

7.88  SeaZ lavariable aleatoria normal con media p = 0y desviacion estdndar o = 1.
Use la desigualdad de Chebyshev a fin de encontrar un valor b para el cual P(—b < Z <b) =0.9.

7.89  Sea X una variable aleatoria con media @ = 0 y desviacion estandar o = 1.5.
Use la desigualdad de Chebyshev para calcular P(—3 < X < 3).

7.90  Sea X una variable aleatoria con media p = 70.
¢Para qué valor de o la desigualdad de Chebyshev proporciona P(65 < X < 75) > 0.95?

Respuestas a los problemas suplementarios

Se usara la notacion [Xy, ..., X,; f(Xy),..., f(x,)] para la distribu- ~ 7.55  a)0.3; b) 0.8; ¢) 0.3;d) 0.2.
cion = {(x;, f(X;)}. 756 a)1/6,5/6:b)1/2,1/3: ¢) 1/2,2/3;:d) 1/2,
742 a)ANBNCS c¢)(AUBUB)®=A®NB°CS i) Si: i) sf: i) no.

b)(AUC)NB® d)(ANB)U(ANC)U(BNC). T

743 a)n(S)=24;S={H T} x {H, T} x {1,2,..., 6}
b) A = {HH2, HH4, HH6}; B = {HH2, HT2, TH2, 7.58 @)0.7;b) 2/3;¢) 1/3.
TT2}; C = {HT1, HT3, HT5, TH1, TH3, TH5} 759 &) 1/3, 1/4: b)si.
¢) i) HH2; ii) HT2, TH2, TT2; iii) .

7.44  a)3/6;b) 15/16; c) 20/36.

7.45 @) 40/50; b) 10/50; c) 8/50; d) 42/50.
746 a)1/15;b)7/15; c) 8/15; d) 7/15.
7.47  a)3/10;b) 3/10; c) 1/15; d) 8/15.

757  a)12/30; b) 4/30.

760 a)0.2;b)2/7;c)0.5.

7.61 a)0.12,0.58; b) 3/10, 4/10.
7.62 a)20%;b)1/3;c)1/2.
7.63  a)1/4;b)7/12.

7.64  a)3/4;b)1/3.

7.48  3/5.
749  1/5. 7.65  Solo (A, B) son independientes.

750 a)3/4;b)1/4;c)1/3;d)7/12. 7.66  a)l,b)0.

751 ¢)yd). 7.67  a)0.16; b) 0.18.

752 P(H)=3/4;P(T) =1/4. 7.68  a)6(0.3)%(0.7)> = 0.2646; b) 1 — (0.7)* = 0.7599.
753 a)2/5;b)1/5;c)3/5. 7.69  a)10(0.4)%(0.6)% b) 1 - (0.6)°.

754 a)0.6,0.8,0.5;b)0.50.7,0.4. 7.70 &)1 — (2/3)° = 211/243; b) Seis veces.
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7.71

7.72

7.73
7.74

7.75
7.76
7.77
7.78
7.79

7.80

[1,2,3,4,5,6;11/36,9/36, 7/36, 5/36, 3/36, 1/36];
E(X) = 91/36 ~ 2.5.

[0,1,2,3,4;1/16,7/16,5/16, 2/16, 1/16];
E(X) = 27/16 ~ 1.7.

E=10.

a) [0, 1, 2, 3; 1/64, 9/64, 27/64, 27/64];
b) E(X) = 2.25.

23/8~2.09.
11/9~1.2.

a) 0.75; b) —0.25.
0.25.

a)u=4,0"=550=23b)u=10>=24,
o=15.

1= ap + bg; o* = pa(a — b)% o = |a — bl/pg

7.81

7.82

7.83
7.84
7.85
7.86
7.87
7.88
7.89
7.90

PROBLEMAS SUPLEMENTARIOS 153

a) [2, 6, 10, 12, 24, 36; 1/6, ..., 1/6]; b) E(W) = 15.
No.

a)0.9,1.09, 1.04; b) i) [1, 1, 16; 0.2, 0.5, 0.3], 5.5, 47.25,
6.87; ii) [1/3, 3, 9; 0.2, 0.5, 0.3], 4.67, 5.21, 3.26.

w="50/3=16.67;0=10/3=3.33
uw==80;0°=16;0=14

6/32.

n=6,p=1/3

P>1—-1/8~875
B=+/10~3.16

P>0.75

0=75//20~1.12
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Teoria de
grafos

CAPITULO

8.1 INTRODUCCION, ESTRUCTURA DE DATOS

Grafos, grafos dirigidos, arboles y arboles binarios se utilizan en muchas areas de las matematicas y de la computacion.
Dichos temas se cubriran en este capitulo y en los dos proximos. No obstante, con el fin de comprender cdmo se alma-
cenan estos objetos en la memoria y entender sus algoritmos, es necesario conocer ciertas estructuras de datos. Aqui
se supondra que el lector comprende los arreglos lineales y bidimensionales; por tanto, a continuacion solo se estudia-
ran listas ligadas y apuntadores, asi como pilas y colas.

Listas ligadas y apuntadores

Las listas ligadas y los apuntadores se presentaran por medio de un ejemplo. Suponga que una empresa de correduria
mantiene un archivo en el que cada registro contiene el nombre de un cliente y el de un vendedor; por ejemplo, el
archivo contiene los datos siguientes:

Cliente Adams | Brown Clark | Drew | Evans | Farmer | Geller | Hiller | Infeld

Vendedor | Smith Ray Ray Jones | Smith | Jones Ray Smith | Ray

Hay dos operaciones basicas que a veces es necesario efectuar con los datos:

Operacion A: dado el nombre de un cliente, encontrar su vendedor.
Operacion B: dado el nombre de un vendedor, encontrar la lista de sus clientes.

Enseguida se analizan varias formas para almacenar los datos en una computadora, asi como la facilidad con que es
posible realizar las operaciones A y B con los datos.

Resulta evidente que el archivo se puede almacenar en la computadora por medio de un arreglo con dos renglones
(o columnas) de nueve nombres. Puesto que los nombres de los clientes estan en orden alfabético, es facil efectuar la
operacion A. No obstante, para efectuar la operacion B es necesario buscar a través de todo el arreglo.

Es facil almacenar los datos en la memoria si usa un arreglo bidimensional en el que, por ejemplo, los renglones
correspondan a una lista en orden alfabético de los nombres de los clientes y las columnas correspondan a una lista en
orden alfabético de los nombres de los vendedores, y en cuya matriz haya un 1 que indica el vendedor de un cliente y
haya ceros en el resto de la matriz. La desventaja mas importante de esta representacion es que se desperdicia bastan-
te memoria debido a que en la matriz puede haber muchos ceros. Por ejemplo, si la firma tiene 1 000 clientes y 20
vendedores, podria ser necesario contar con 20 000 localizaciones de memoria para los datos, aunque sélo 1 000 de
ellas serian (tiles.

A continuacion se analiza una forma para almacenar los datos en la memoria, en la cual se utilizan listas ligadas y
apuntadores. Una lista ligada es una coleccion lineal de elementos de datos, denominados nodos, en la que el orden
lineal se proporciona por medio de un campo de apuntadores. La figura 8-1 es un esquema de una lista ligada con seis
nodos. Cada nodo esta dividido en dos partes: la primera contiene la informacion del elemento (por ejemplo, NAME,
ADDRESS,...) y la segunda parte, denominada campo liga (link field) o campo apuntador al siguiente elemento

154
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8.1 INTRODUCCION, ESTRUCTURA DE DATOs 155

(nextpointer field), contiene la direccidn del siguiente nodo en la lista. Este campo apuntador se indica con una flecha
trazada de un nodo al siguiente nodo en la lista. En la figura 8-1 también hay un apuntador variable, denominado
START, que proporciona la direccion del primer nodo en la lista. Ademas, el campo apuntador del Gltimo nodo con-
tiene una direccién no valida, denominada apuntador nulo, que indica el fin de la lista.

START

o—

®
Y
[ ]
Y

Py e ® - ®
@ L @ Ll L 4

L Campo apuntador al tercer nodo

Parte correspondiente a la informacién del tercer nodo

Figura 8-1 Lista ligada con seis nodos

Y
X

Una forma primordial para almacenar los datos originales representados en la figura 8-2 utiliza listas ligadas.
Observe que hay arreglos por separado (en orden alfabético) para los nombres de clientes y de los vendedores. También
hay un arreglo apuntador SLSM paralelo a CUSTOMER que proporciona la ubicacién del vendedor de un cliente, de
modo que la operacion A puede efectuarse muy rapida y facilmente. Ademas, la lista de clientes de cada vendedor es
una lista ligada, como ya se analizd. En efecto, hay un arreglo apuntador START paralelo a SALESMAN que indica
al primer cliente de un vendedor, y hay un arreglo NEXT que indica la ubicacion del siguiente cliente en la lista del
vendedor (o contiene un 0 para indicar el fin de la lista). Este proceso se indica mediante las flechas en la figura 8-2
para el vendedor Ray.

Cliente SLSM NEXT Vendedor | START
Adams
Brown
Clark
Drew

w

Jones 4 1
Ray 2
Smith 1 3

Evans

Farmer
Geller
Hill
Infeld

[«=) R} INo} el Hob] le N IEN | JUSE RV}
[ NWANIPAY

O 0 3 O bW N =
N|W[N|— | W — NN

Figura 8-2

Ahora la operacion B puede efectuarse facil y rapidamente; no es necesario buscar en la lista de todos los clientes
para obtener la lista de clientes de un vendedor dado. En la figura 8-3 se proporciona un algoritmo asi (que esta escri-
to en pseudocddigo).

Pilas, colas y colas prioritarias

Ademas de los arreglos vy las listas ligadas hay otras estructuras de datos que aparecen en los algoritmos de grafos.
Estas estructuras, pilas, colas y colas prioritarias se describen brevemente a continuacion.

a) Pila: también denominada sistema Gltimo en entrar, primero en salir (LIFO: last-in, first-out), es una lista lineal
tal que las inserciones y las eliminaciones pueden llevarse a cabo s6lo en un extremo, denominado “parte superior”
de la lista. Esta estructura es semejante en su operacion a una pila de platos montada en un sistema de resorte, como
se muestra en la figura 8-4a). Observe que los nuevos platos se insertan solo en la parte superior de la pila y que
los platos pueden retirarse solo de la parte superior de la pila.
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156 CariTuLo 8 TEORIA DE GRAFOS

Algoritmo 8.1 Se lee el nombre de un vendedor y se imprime la lista de sus clientes.
Paso 1. Leer XXX.
Paso 2. Encontrar K tal que SALESMANI[K] = XXX. [Usar busqueda binaria].
Paso 3. Sea PTR: STARTIK]. [Inicializa el apuntador PTR].
Paso 4. Repetir while PTR = NULL.
a) Print CUSTOMER][PTR].
b) Set PTR := NEXT[PTR]. [Actualiza PTR].
[Fin del ciclo].
Paso 5. Salir.

Figura 8-3

b) Cola: también denominada sistema primero en entrar, primero en salir (FIFO: first-in first-out), es una lista lineal
tal que las eliminaciones pueden llevarse a cabo sélo en un extremo de la lista, denominado “frente” de la lista, y
las inserciones pueden llevarse a cabo sélo en el otro extremo de la lista, denominado “parte trasera” de la lista. La
estructura opera de forma bastante parecida a una cola de personas que esperan en una parada de autobds, como se
muestra en la figura 8-4b). Es decir, la primera persona en la cola es la primera que aborda el autobds, y una per-
sona recién llegada se coloca al final de la cola.

c) Cola prioritaria: sea S un conjunto de elementos en el que pueden insertarse periddicamente nuevos elementos,
aunque siempre se elimina el mayor elemento actual (el elemento con la “prioridad méas alta”). Entonces S se
denomina cola prioritaria. Las reglas “mujeres y nifios primero” y “la edad antes que la belleza” son ejemplos de
cola prioritaria. Las pilas y las colas normales son tipos especiales de cola prioritaria. En efecto, el elemento con
la prioridad mas alta en una pila es el Gltimo elemento insertado, pero el elemento con la prioridad més alta en una
cola es el primer elemento insertado.

PARADA

DE _
AUTOBUS

a) Pila de platos b) Cola en espera del autobus

Figura 8-4

8.2 GRAFOSY MULTIGRAFOS

Un grafo G consta de dos partes:

i) Un conjunto V = V(G) cuyos elementos se denominan vértices, puntos o nodos de G.
ii) Un conjunto E = E(G) de pares no ordenados de vértices distintos denominados aristas de G.

Cuando se desea recalcar las dos partes de un grafo G, grafo se denota G(V, E).
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8.2 GRAFOS Y MULTIGRAFOS 157

Los vértices u 'y v son adyacentes 0 vecinos si hay una arista e = {u, v}. En este caso, u y v se denominan extremos
de e, y se dice que e conecta o une uy v, 0 también que la arista e es incidente (o que incide) en cada uno de sus extre-
mos u Yy v. Los grafos se representan mediante diagramas en el plano de forma natural. Especificamente, cada vértice
v en Vse representa por un punto (o un circulo pequefio), y cada arista e = {v,, v,} Se representa por una curva que une
Sus puntos extremos v, Y v,. Por ejemplo, la figura 8-5a) representa el grafo G(V, E), donde:

i) Vconsta de los vértices A, B, C, D.
if) E consta de las aristas e; = {A, B}, e, = {B, C}, e ={C, D}, e, = {A, C}, e5 = {B, D}.

De hecho, un grafo suele denotarse al trazar su diagrama en lugar de enumerar explicitamente sus vértices y aristas.

A D
&4
€1 ‘ €3
B e, C
a) Grafo b) Multigrafo

Figura 8-5

Multigrafos

Considere el diagrama en la figura 8-5b). Las aristas e, y e5 se denominan aristas multiples puesto que unen los mismos
puntos extremos, y la arista eg se denomina lazo porque sus extremos tienen el mismo vértice. Este diagrama se deno-
mina multigrafo; la definicion formal de grafo no permite aristas multiples ni lazos. Por tanto, un grafo se define como
un multigrafo sin aristas multiples ni lazos.

Observacion: En algunos textos el término grafo se usa para incluir multigrafos y el término grafo simple para indi-
car un grafo sin aristas maltiples ni lazos.

Grado de un vértice

El grado de un vértice v en un grafo G, se escribe grd(v), es igual al nimero de aristas en G que contienen a v; es decir,
que inciden sobre v. Puesto que cada arista se cuenta dos veces al contar los grados de los vértices de G, se tiene el
siguiente resultado sencillo pero importante.

Teorema 8.1: Lasuma de los grados de los vértices de un grafo G es igual al doble del nimero de aristas en G.

Considere, por ejemplo, el grafo de la figura 8-5a). Se tiene
grd(A) =2, grd(B)=3, grd(C)=3, grd(D)=2.

La suma de los grados es igual a 10 que, como era de esperar, es el doble del nimero de aristas. Un vértice es par
0 impar si su grado es un namero par o impar. Por tanto, A y D son vértices pares, mientras B y C son vértices
impares.

El teorema 8.1 también se cumple para multigrafos en las que un lazo se cuenta dos veces para el grado de ese
vértice. Por ejemplo, en la figura 8-5b) se tiene grd(D) = 4, puesto que la arista eg se cuenta dos veces; por tanto, D es
un vértice par.

Un vértice de grado cero se denomina vértice aislado.
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158 CariTuLo 8 TEORIA DE GRAFOS

Grafos finitos, grafos triviales

Un multigrafo se dice que es finito si tiene un ndmero finito de vértices y de aristas. Observe como una consecuencia
que un grafo con un namero finito de vértices y aristas tiene que ser finito. Un grafo con un SOLO vértice sin ningu-
na arista, un punto, se llama grafo trivial. A menos que se especifique otra cosa, en este libro los multigrafos son
finitos.

8.3 SUBGRAFOS, GRAFOS ISOMORFOS Y HOMEOMORFOS

En esta seccidn se analizan relaciones importantes entre grafos.

Subgrafos

Considere un grafo G = G(V, E). Un grafo H = H(V’, E’) se denomina subgrafo de G si los vértices y las aristas de H
estan contenidas en los vértices y en las aristas de G; es decir, si V' € Vy E’ C E. En particular:

i) Un subgrafo H(V’, E”) de G(V, E) se denomina subgrafo inducido por sus vértices V' si su conjunto de aristas E’
contiene todas las aristas en G cuyos puntos extremos pertenecen a los vértices en H.
ii) Si v es un vértice en G, entonces G — v es el subgrafo de G obtenida al eliminar v de G y al eliminar todas las
aristas en G que contienen a v.
iii) Sieesunaaristaen G, entonces G — e es el subgrafo de G obtenido al eliminar la arista e de G. Grafos iso-
morfos

Grafos isomorfos

Se dice que los grafos G(V, E) y G*(V*, E*) son isomorfos si existe una correspondenciaunoauno f; V— V*tal que
{u, v} es una arista de G si y s6lo si {f(u), f(v)} es una arista de G*. Normalmente no se establece ninguna diferencia
entre grafos isomorfos (aun cuando sus diagramas puedan “parecer diferentes”). En la figura 8-6 se proporcionan 10
grafos representados como letras; puede observar que A y R son grafos isomorfos, también lo son Fy T, Ky X son
grafos isomorfos y M, S, V'y Z también lo son.

Figura 8-6

Grafos homeomorfos

Dado cualquier grafo G, es posible obtener un nuevo grafo al dividir una arista de G con vértices adicionales. Dos
grafos G y G* son homeomorfos, si es posible obtenerlos a partir del mismo grafo o grafos isomorfos al aplicar este
método. Los grafos a) y b) en la figura 8-7 no son isomorfos, aunque son homoeomorfos puesto que pueden obtenerse
a partir del grafo c) al agregar vértices apropiados.
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a) b) c)
Figura 8-7

8.4 CAMINOSY CONECTIVIDAD

Un camino en un multigrafo G consta de una secuencia alternada de vértices y aristas de la forma
Vo, €r, vy, €, Uy, SRS €h—1» Up—1» € Uy

donde cada arista e; contiene a los vértices v;_; y v; (que aparecen a los lados de e; en la secuencia). El nimero n de
aristas se denomina longitud del camino. Cuando no hay ambigtiedad, un camino se denota por su secuencia de vérti-
ces (vg, vy, ..., v,). Se dice que el camino es cerrado si v, = v,. En caso contrario, se dice que el camino es de v, a v,
0 entre vy Y vy, 0 que Une vy Y v,

Un camino simple es un camino en el que todos los vértices son distintos. (Un camino en que todas las aristas son
diferentes se denomina recorrido.) Un ciclo es un camino cerrado de longitud 3 0 mas donde todos los vértices
son distintos excepto vy = v,,. Un ciclo de longitud k se denomina k-ciclo.

EJEMPLO 8.1 Considere el grafo G en la figura 8-8a). Considere las siguientes secuencias:

0‘=(P47P1,P2,P5,P17P2,P33P6)7 ﬁz(PAhPlvPS,PZsP(,)s
y = (Py, Py, Ps, Py, P3, Ps, Py), 8 = (Py, Py, Ps, P3, Pg).

La secuencia « es un camino de P, a Pg; pero no es un recorrido porque la arista {P,, P,} se usa dos veces. La secuencia g no es un
camino porque no hay arista {P,, P¢}. La secuencia y es un recorrido porque ninguna arista se usa dos veces; pero no es un camino
simple porque el vértice P5 se usa dos veces. La secuencia § es un camino simple de P, a Pg; pero no es el camino mas corto (con
respecto a la longitud) de P, a Pg. EI camino més corto de P, a Pg es el camino simple (P,, Ps, Pg), cuya longitud es 2.

E@—@
a) b)
Figura 8-8

Al eliminar aristas innecesarias, no es dificil ver que cualquier camino desde un vértice u hasta un vértice v puede sustituirse
por un camino simple de u a v. Este resultado se plantea formalmente a continuacion.

Teorema 8.2: Hay un camino de un vértice u a un vértice v si y solo si existe un camino simple de u a v.
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Conectividad, componentes conexos

Un grafo G es conexo si existe un camino entre dos de sus vértices. El grafo en la figura 8-8a) es conexo, pero el grafo
en la figura 8-8h) no es conexo ya que, por ejemplo, entre los vértices D y E no hay ningin camino.

Suponga que G es un grafo. Un subgrafo conexo H de G se denomina componente conexo de G si H no esta con-
tenido en ningln subgrafo conexo mas grande de G. Resulta intuitivamente claro que cualquier grafo G puede partirse
en sus componentes conexos. Por ejemplo, el grafo G en la figura 8-8b) tiene tres componentes conexos, los subgrafos
inducidos por los conjuntos de vértices {A, C, D}, {E, F} y {B}.

El vértice B en la figura 8-8b) se denomina vértice aislado porque B no pertenece a ninguna arista o, en otras pala-
bras, grd(B) = 0. En consecuencia, como se observd, B mismo forma un componente conexo del grafo.

Observacion: En términos formales, en el supuesto de que cualquier vértice u esté unido consigo mismo, la relacion
“u esta unido con v” es una relacién de equivalencia sobre el conjunto de vértices de un grafo G y las clases de equi-
valencia de la relacién constituyen los componentes conexos de G.

Distancia y diametro

Considere un grafo conexo G. La distancia entre los vértices uy v en G, que se escribe d(u, v), es la longitud de la ruta
mas corta entre u y v. El diametro de G, lo cual se escribe diam(G), es la distancia maxima entre dos puntos cuales-
quiera en G. Por ejemplo, en la figura 8-9a), d(A, F) = 2 y diam(G) = 3, mientras que en la figura 8-9b), d(A, F) = 3
y diam(G) = 4.

Puntos de corte y puentes

Sea G un grafo conexo. Un vértice v en G se denomina punto de corte si G — v es disconexo. (Recuerde que G — v es
el grafo obtenido a partir de G al eliminar v y todos las aristas que contienen a v.) Una arista e de G se denomina
puente si G — e es disconexo . (Recuerde que G — e es el grafo obtenido a partir de G al eliminar la arista e.) En la
figura 8-9a), el vértice D es un punto de corte y no hay puentes. En la figura 8-9b), la arista {D, F} es un puente. (Sus
puntos extremos D y F son necesariamente puntos de corte.)

B E

a)
Figura 8-9

8.5 RECORRIDOS Y GRAFOS EULERIANOS, LOS PUENTES DE KONIGSBERG

En el siglo xvii el oriental pueblo prusiano de Kénigsberg incluia dos islas y siete puentes, como se muestra en la
figura 8-10a). Pregunta: si una persona empieza en cualquier punto y termina en cualquier punto, ¢es posible que reco-
rra el pueblo de modo que cruce los siete puentes sin cruzar ninguno dos veces? Los ciudadanos de Konigsberg escri-
bieron al célebre matematico suizo L. Euler sobre esta cuestion. Euler demostré en 1736 que tal recorrido es imposible;
sustituyd las islas y las dos orillas del rio por puntos y los puentes por curvas, con lo que obtuvo la figura 8-10b).

Observe que la figura 8-10b) es un multigrafo. Se dice que un multigrafo es recorrible si “la curva puede trazarse
sin interrupciones y sin que pase dos veces por cualquiera de las aristas”; es decir, si existe un camino que incluya todos
los vértices y use cada arista exactamente una vez. Tal camino debe ser un recorrido (puesto que ninguna arista se usa
dos veces), y se denomina recorrido atravesable o recorrible. Resulta evidente que un multigrafo recorrible debe ser
finito y conexo.
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a) Konigsberg en 1736 b) Representacion grafica de Euler

Figura 8-10

A continuacion se mostrard como Euler prob6 que el multigrafo en la figura 8-10b) no es recorrible y, por tanto,
que el recorrido a pie de Konigsberg es imposible. Primero recuerde que un vértice es par o impar si su grado es un
nGmero par o impar. Suponga que un multigrafo es recorrible y que un recorrido atravesable no empieza o termina en
un vértice P. Se afirma que P es un vértice par. Ya que siempre que el recorrido atravesable entra a P por una arista,
siempre debe haber una arista no usada previamente por el cual el recorrido puede abandonar P. En consecuencia, las
aristas del recorrido incidente con P deben aparecer por pares, de modo que P es un vértice par. Por consiguiente, si
un vértice Q es impar, entonces el recorrido atravesable debe empezar o terminar en Q. En consecuencia, un multigra-
fo con mas de dos vértices impares no puede ser recorrible. Observe que el multigrafo correspondiente al problema de
los puentes de Konigsberg tiene cuatro vértices impares. Por tanto, no es posible recorrer Kénigsberg de modo que
cada puente se cruce exactamente una vez.

Euler realmente demostré lo contrario del planteamiento anterior, que esta contenido en los siguientes teorema 'y
corolario. (El teorema se demuestra en el problema 8.9.). Un grafo G se denomina grafo euleriano si existe un reco-
rrido atravesable cerrado, denominado recorrido euleriano.

Teorema 8.3 (de Euler): Un grafo conexo finito es euleriano si y s6lo si cualquier vértice tiene grado par.

Corolario 8.4: Cualquier grafo conexo finito con dos vértices impares es recorrible. Un recorrido atravesable puede
empezar en cualquier vértice impar y terminar en el otro vértice impar.

Grafos hamiltonianos

En el analisis anterior sobre los grafos Eulerianos se recalcaron las aristas recorridas; aqui la atencién se centra en la
visita de vértices. Un circuito hamiltoniano en un grafo G, asi denominado en honor del matematico irlandés del siglo
xix William Hamilton (1803-1865) es un camino cerrado que visita todos los vértices en G exactamente una vez. (Este
camino cerrado debe ser un ciclo.) Si G admite un circuito hamiltoniano, entonces G se denomina grafo hamiltoniano.
Observe que un circuito de Euler recorre cada arista exactamente una vez, aunque puede repetir vértices, mientras que
un circuito hamiltoniano visita cada vértice exactamente una vez aunque puede repetir aristas. En la figura 8-11 se
proporciona un ejemplo de uno que es hamiltoniano pero no euleriano y viceversa.

a) Hamiltoniano pero no euleriano b) Euleriano pero no hamiltoniano

Figura 8-11
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Aunque resulta evidente que sélo los grafos conexos pueden ser hamiltonianos, no hay ningln criterio simple para
decidir si un grafo es 0 no hamiltoniano, como si lo hay para el caso de los grafos eulerianos. Se cuenta con la siguien-
te condicion suficiente, que se debe a G. A. Dirac.

Teorema 8.5: Sea G un grafo conexo con n vértices. Entonces G es hamiltoniano si n > 3 y n < grd(v) para cada
vértice ven G.

8.6 GRAFOS ETIQUETADOSY PONDERADOS

Un grafo G se denomina grafo etiquetado si sus aristas y/o vértices son datos asignados de un tipo o del otro. En
particular, G se denomina grafo ponderado si a cada arista e de G se asigna un nimero no negativo w(e) denominado
peso o longitud de v. En la figura 8-12 se muestra un grafo ponderado, en el que el peso de cada arista se proporciona
en forma evidente. El peso (o la longitud) de un camino en tal grafo ponderado G se define como la suma de los pesos
de las aristas en el camino. Un problema importante en teoria de grafos es encontrar el camino més corto; es decir, un
camino de peso (longitud) minimo(a), entre dos vértices arbitrarios dados. La longitud de un camino més corto entre
Py Q en lafigura 8-12 es 14; un camino es

(P, Al’ A2! AS! AS' AG! Q)

El lector puede tratar de encontrar otro camino mas corto.

Figura 8-12

8.7 GRAFOS COMPLETOS, REGULARESY BIPARTIDOS

Hay muchos tipos distintos de grafos. En esta seccion se consideran tres: grafos completos, regulares y bipartidos.

Grafos completos

Un grafo G es completo si cualquier vértice en G esta unido a todos los demas vértices en G. Por tanto, un grafo com-
pleto G debe ser conexo. El grafo completo con n vértices se denomina K,,. En la figura 8-13 se muestran los grafos
K, a K.

Grafos regulares

Un grafo G es regular de grado k o k-regular si sus vértices tienen grado k, si todos los vértices tienen el mismo
grado.

Los grafos regulares conexos de grados 0, 1 0 2 se describen con facilidad. El grafo conexo O-regular es el grafo
trivial con un vértice y sin ninguna arista. EI grafo conexo 1-regular es el grafo con dos vértices y una arista que los
une. El grafo conexo 2-regular con n vértices es el grafo que consta de un solo n-ciclo. Vea la figura 8-14.

Los grafos 3-regular deben tener un nimero par de vértices, ya que la suma de los grados de los vértices es un
namero par (teorema 8.1). En la figura 8-15 se muestran dos grafos 3-regular conexos con seis vértices. En general,
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K, = vértice aislado: @ K, = segmento de linea: @—@ K3 = tridngulo: A
K4 K5 K6
Figura 8-13
i) O-regular ii) 1-regular iii) 2-regular
Figura 8-14
3-regular
Figura 8-15

los grafos regulares pueden ser bastante complicados. Por ejemplo, hay 19 grafos 3-regular con 10 vértices. Observe
que la grafica completa con n vértices K, es regular de grado n — 1.

Grafos bipartidos

Un grafo G es bipartido si sus vértices V pueden partirse en dos subconjuntos M y N tales que cada arista de G une un
veértice de M con un vértice de N. Por un grafo bipartido completo se entiende que cada vértice de M esta unido a
cada vértice de N; este grafo se denota por K, ., donde m es el niumero de vértices en M y n es el nimero de vertices
en Ny, por razones de estandarizacion, se supone m < n. En la figura 8-16 se muestran los grafos K, 3, K33y K 4.
Resulta evidente que el grafo K,  tiene mn aristas.
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K2,3 K3,3 K2,4

Figura 8-16

8.8 ARBOLES

Un grafo T se denomina arbol si T es conexo y T no tiene ciclos. En la figura 8-17 se muestran ejemplos de arbo-
les. Un bosque G es un grafo sin ciclos; por tanto, los componentes conexos de un bosque G son arboles. Un grafo sin
ciclos es libre de ciclos. El arbol que consta de un solo vértice sin aristas se denomina arbol degenerado.

Considere un arbol T. Resulta evidente que solo hay un camino simple entre dos vértices de T; en caso contrario,
los dos caminos formarian un ciclo. También:

a) Suponga que en T no hay ninguna arista {u, v} y que a T se agrega la arista e = {u, v}. Entonces el camino simple
deuavenTy e forma un ciclo; por tanto, T ya no es un arbol.

b) Por otra parte, suponga que en T hay una arista e = {u, v}, y que de T se elimina e. Entonces T ya no es conexo
(puesto que no puede haber ninglin camino de u a v); asi, T ya no es un arbol.

El siguiente teorema (demostrado en el problema 8.14) es valido cuando los grafos son finitos.
Teorema 8.6: Sea G un grafo con n > 1 vértices. Entonces las siguientes afirmaciones son equivalentes:

i) Gesun arbol.
ii) G es libre de ciclos y tiene n — 1 aristas.
iii) G esconexoy tiene n — 1 aristas.

Este teorema también indica que un arbol finito con n vértices debe tener n — 1 aristas. Por ejemplo, el arbol en la
figura 8-17a) tiene 9 vértices y 8 aristas, y el arbol en la figura 8-17b) tiene 13 vértices y 12 aristas.

vy Vo V3
d v X
a
A b Vs Vg . .
u w
b
y
V7 Vg Vg 8 t z
a) b)
Figura 8-17

Arboles de expansion

Un subgrafo T de un grafo conexo G se denomina arbol de expansion de G si T es un arbol y T incluye a todos los
vértices de G. En la figura 8-18 se muestra un grafo conexo G y arboles de expansion T, T,y T, de G.
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L L J [ o -@
@- -
G Tl T2 T3
Figura 8-18

Arboles de expansion minima

Suponga que G es un grafo ponderado conexo. Es decir, a cada arista de G se asigna un ndmero no negativo denomi-
nado peso de la arista. Entonces a cualquier arbol de expansion T de G se asigna un peso total que resulta de sumar los
pesos de las aristas en T. Un &rbol de expansion minima de G es un arbol de expansién cuyo peso total es el mas
pequefio posible.

Los algoritmos 8.2 y 8.3, que aparecen en la figura 8-19, permiten encontrar un arbol de expansién minima T de
un grafo ponderado conexo G, donde G tiene n vértices. (En cuyo caso T debe tener n — 1 aristas.)

Algoritmo 8.2: La entrada es un grafo ponderado conexo G con n vértices.
Paso 1. Las aristas de G se disponen en orden decreciente de peso.

Paso 2. Se procede secuencialmente para eliminar cada arista que no haga inconexo al grafo, hasta que queden
n — 1 aristas.

Paso 3. Salir.

Algoritmo 8.3 (de Kruskal): La entrada es un grafo ponderado conexo G con n vértices.
Paso 1. Las aristas de G se disponen en orden creciente de peso.

Paso 2. Se empieza sélo con los vértices de G y en forma secuencial se agrega cada arista que no origine un ciclo
hasta que se hayan agregado n — 1 aristas.

Paso 3. Salir.

Figura 8-19

El peso de un arbol de expansion minima es Gnico, aunque el arbol de expansion minima en si no lo es. Cuando
dos 0 mas aristas tienen el mismo peso pueden ocurrir distintos arboles de expansion minima. En este caso, la dispo-
sicion de las aristas en el paso 1 de los algoritmos 8.2 u 8.3 no es Unica, y asi resultan arboles de expansion minima
distintos, como se ilustra en el siguiente ejemplo.

EJEMPLO 8.2 Encontrar un arbol de expansion minima del grafo ponderado Q en la figura 8-20a). Observe que Q tiene seis
vértices, de modo que un arbol de expansion minima tiene cinco aristas.

a) Aqui se aplica el algoritmo 8.2.

Primero se ordenan las aristas en orden decreciente de peso y luego en forma consecutiva se eliminan las aristas sin hacer inco-
nexo a Q hasta que queden cinco aristas. Asi se obtienen los datos siguientes:

Avristas BC AF AC BE CE BF AE DF BD
Peso 8 7 7 7 6 5 4 4 3
Eliminar Si Si Si No No Si
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Asi, el arbol de expansion minima de Q que se obtiene contiene las aristas
BE, CE, AE, DF, BD

El peso del arbol de expansion es 24 y se muestra en la figura 8-20b).

Figura 8-20

b) Aqui se aplica el algoritmo 8.3.

Primero se ordenan las aristas en orden creciente de peso y enseguida se agregan las aristas sin formar ningtn ciclo hasta que
se incluyen cinco aristas. Asi se obtienen los datos siguientes:

Aristas BD AE DF BF CE AC AF BE BC
Peso 3 4 4 5 6 7 7 7 8
¢(Agregar? Si Si Si No Si No Si

Asi, el &rbol de expansion minima de Q contiene las aristas
BD, AE, DF, CE, AF

El arbol de expansion se muestra en la figura 8-20c). Observe que este arbol de expansion no es el mismo que se obtuvo al usar
el algoritmo 8.2 y que, como era de esperar, su peso también es 24.

Observacion: Los algoritmos anteriores se ejecutan facilmente cuando el grafo G es relativamente pequefio, como en
la figura 8-20a). Suponga que G tiene docenas de vértices y centenas de aristas que, por ejemplo, se proporcionan
mediante una lista de pares de vértices. Entonces decidir si G es conexo no es evidente; puede ser necesario alguin tipo
de algoritmo de busqueda en profundidad en grafos (DFS: Deep-first search) o de busqueda en anchura (BFS: Breadth-
first search) en grafos. En secciones ulteriores y en el siguiente capitulo se analizan formas para representar grafos G
en la memoria y se abordaran varios algoritmos para grafos.

8.9 GRAFOS PLANOS

Un grafo o un multigrafo es plano cuando puede trazarse en el plano de modo que sus aristas no se crucen. Aunque
grafo completo K, con cuatro vértices suele representarse con aristas cruzadas como en la figura 8-21a), también puede
trazarse de modo que sus aristas no se crucen, como en la figura 8-21b); por tanto, K, es plano. Los arboles constituyen
una clase importante de grafos planos. En esta seccion se presentan estos grafos importantes.

Figura 8-21
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Mapas y regiones

Una representacion plana particular de un multigrafo plano finito se denomina mapa. Se dice que el mapa es conexo si
el multigrafo subyacente es conexo. Un mapa dado divide el plano en varias regiones. Por ejemplo, el mapa en la figura
8-22 con seis Vértices y nueve aristas divide el plano en cinco regiones. Observe que cuatro de las regiones estan acota-
das y que la quinta region, fuera del diagrama, no esta acotada. Asi, no hay pérdida de generalidad al contar el nimero
de regiones, si se supone que el mapa esta contenido en algun gran rectangulo, en lugar de estarlo en todo el plano.

Observe que la frontera de cada regién de un mapa consta de aristas. Algunas veces las aristas forman un ciclo, pero
algunas veces no es asi. Por ejemplo, en la figura 8-22 las fronteras de todas las regiones son ciclos excepto para rs.
No obstante, si se realiza un movimiento en el sentido contrario al movimiento de las manecillas del reloj alrededor de
r; empezando, por ejemplo, en el vértice C, entonces se obtiene el camino cerrado

(C,D,E,F,EC)

donde la arista {E, F} ocurre dos veces. Por el grado de una region r, que se escribe grd(r), se entiende la longitud del
ciclo o camino cerrado que rodea r. Observe que cada arista delimita dos regiones o esta contenida en una regién y
ocurre dos veces en cualquier recorrido a lo largo de la frontera de la region. Por tanto, se tiene un teorema para regio-
nes que es semejante al teorema 8.1 para vértices.

ENCAN

D

Figura 8-22

Teorema 8.7: La suma de los grados de las regiones de un mapa es igual al doble del nimero de aristas.
Los grados de las regiones en la figura 8-22 son:
grd(r,) =3, grd(r,) =3, grd(r;) =5, grd(r,) =4, grd(rs) =3

La suma de los grados es 18 y, como era de esperar, es el doble del nimero de aristas.
Por conveniencia en la notacidn, los vértices de un mapa se representan como puntos o circulos pequefios, 0 se
supondra que cualquier interseccién de lineas o curvas en el plano es un vértice.

Formula de Euler

Euler proporcion6 una formula que relaciona el nimero V de vértices, el nimero E de aristas y el nimero R de regio-
nes de cualquier mapa conexo. Especificamente:

Teorema 8.8 (de Euler): V—-E+R=2.

(La demostracion del teorema 8.8 se proporciona en el problema 8.18.)
Observe que en la figura 8-22, V=6, E =9y R =5, y, como era de esperar por la formula de Euler,

V-E+R=6-94+5=2

Se recalca que el grafo subyacente de un mapa debe ser conexo para que se cumpla la férmula de Euler.

Sea G un multigrafo plano conexo con tres 0 mas vértices, de modo que G no es K; ni K,. Sea M una representacion
plana de G. No resulta dificil ver que 1) una region de M puede tener grado 1 s6lo si su frontera es un lazo, y 2) una
region de M puede tener grado 2 sélo si su frontera consta de dos aristas maltiples. En consecuencia, si G es un grafo,
no un multigrafo, entonces toda region de M debe tener grado 3 0 mayor. Este comentario y la formula de Euler se usan
para demostrar el siguiente resultado sobre grafos planos.
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Teorema 8.9: Sea G un grafo plano conexo con p vértices y q aristas, donde p > 3. Entonces q > 3p — 6.

Observe que el teorema no se cumple para Ky, donde p =1y q = 0, y no es verdadero para K, donde p =2y
g=1

Demostracion: Sea r el nimero de regiones en una representacion plana de G. Por la formula de Euler,p — q+r= 2.

Luego, la suma de los grados de las regiones es igual a 2q por el teorema 8.7. Pero cada region tiene 3 grados 0 mas;
por tanto, 2q > 3r. Asi, r > 2q/3. Al sustituir esto en la formula de Euler se obtiene

2
2:p—q+r§p—q+—q 0 2§p—g
3 3
Al multiplicar la desigualdad por 3 se obtiene 6 < 3p — g, con lo cual se llega al resultado. O

Grafos no planos, teorema de Kuratowski

Se proporcionan dos ejemplos de grafos no planos. Primero considere el grafo de servicios; es decir, a tres casas A;,
A,, A, deben conectarse las tomas de agua, gas y electricidad B;, B,, B; como se muestra en la figura 8-23a). Observe
que se trata del grafo K 5 y que tiene p = 6 vértices y q = 9 aristas. Suponga que el grafo es plano. Por la formula de
Euler, una representacion plana tiene r = 5 regiones. Observe que no hay tres vértices que estén unidos entre si; por
tanto, el grado de cada region debe ser 4 o mayor y asi la suma de los grados de las regiones debe ser 20 o mayor. Por
el teorema 8.7, el grafo debe tener 10 o mas aristas. Esto contradice que el grafo tiene g = 9 aristas. Por tanto, el grafo
de servicios K 3 no es plano.

Considere el grafo estrella en la figura 8-23b). Es el grafo completo Kg sobre p = 5 vértices y tiene g = 10 aristas.
Si el grafo es plano, entonces por el teorema 8.9,

10=0<3p-6=15—-6=09

lo cual es imposible. Por tanto, K5 no es plano.

Durante muchos afios los matematicos intentaron caracterizar los grafos planos y los grafos no planos. Este pro-
blema fue resuelto finalmente en 1930 por el matematico polaco K. Kuratowski. La demostracion de este resultado,
que se plantea a continuacion, rebasa el alcance de este texto.

A1[ }Az ] Ag
B, B, B3
a) Kgg b) Kg

Figura 8-23

Teorema 8.10 (de Kuratowski): Un grafo es no plano si y solo si contiene una subgrafo homeomorfo a K 3 0 a Ks.

8.10 COLOREADOS DE GRAFOS

Considere un grafo G. Un coloreado de vértices, o simplemente coloreado de G, es una asignacion de colores a los
vértices de G de modo que vértices adyacentes tengan diferentes colores. Se dice que G es n-coloreable si existe un
coloreado de G en el que se usan n colores. (Puesto que el término “color” se usa como sustantivo, se intentara evitar
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su uso como verbo al decir, por ejemplo, “pintura” G en lugar de “color” G cuando se asignen colores a los vértices de
G.) El nimero minimo de colores necesarios para pintar a G se denomina nimero cromatico de G y se denota por
x(G).

En la figura 8-24 se proporciona un algoritmo propuesto por Welch y Powell para el coloreado de un grafo G. Se
recalca que este algoritmo no siempre produce un coloreado minimo de G.

Algoritmo 8.4 (de Welch y Powell): La entrada es un grafo G.
Paso 1. Los vértices de G se ordenan en orden decreciente de grado.

Paso 2. El primer color C, se asigna al primer vértice y después, en orden secuencial, C, se asigna a cada vértice
que no sea adyacente al vértice previo al que se asigno C;.

Paso 3. El paso 2 se repite con un segundo color C, y la subsecuencia de vértices no coloreados.

Paso 4. El paso 3 se repite con un tercer color Cs, y luego con un cuarto color C,, hasta que todos los vértices
estén coloreados.

Paso 5. Salir.

Figura 8-24

EJEMPLO 8.3

a) Considere el grafo G en la figura 8-25. Se aplica el algoritmo 8.4, de Welch y Powell, para obtener un coloreado de G. Cuando
los vértices se escriben en orden decreciente de grado se obtiene la siguiente secuencia:

As, Ag A A Ay Ay Ag Ag

Figura 8-25

El primer color se asigna a los vértices As y A;. El segundo color se asigna a los vértices A;, A, y Ag. El tercer color se asigna a
los vértices A;, A, y Aq. A todos los vértices se ha asighado un color, de modo que G es 3-coloreable. Observe que G no es
2-coloreable puesto que a los vértices A;, A, y Az, que estan unidos entre si, deben asignarse colores diferentes. En consecuen-
cia, x(G) =3.

b) Considere el grafo completo K, con n vértices. Puesto que cada vértice es adyacente a cualquier otro vértice, K, requiere n
colores en cualquier coloreado. Por tanto, x(K,) = n.

No hay ninguna forma sencilla para determinar realmente si un grafo arbitrario es n-coloreable. Sin embargo, el siguiente teo-
rema (que se demuestra en el problema 8.19) proporciona una caracterizacion simple de grafos 2-coloreables.
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Teorema 8.11: Las siguientes afirmaciones son equivalentes para un grafo G:

i) G es2-coloreable.
ii) G es bipartido.
iii) Todo ciclo de G tiene longitud par.

No hay limite sobre el nmero de colores que pueden requerirse para colorear un grafo arbitrario puesto que, por
ejemplo, el grafo completo K|, requiere n colores. No obstante, si el estudio se restringe a grafos planos, sin importar
el nimero de vertices, bastan cinco colores. Especificamente, en el problema 8.20 se demuestra el siguiente:

Teorema 8.12: Cualquier grafo plano es 5-coloreable.

En realidad, desde el afio de 1850 los matematicos han conjeturado que los grafos planos son 4-coloreables, pues-
to que todo grafo plano conocido es 4-coloreable. En 1976 Kenneth Appel y Wolfgang Haken demostraron finalmente
que esta conjetura es cierta. Es decir:

Teorema de los cuatro colores (Appel y Haken): Cualquier grafo plano es 4-coloreable.

Este teorema se analiza en la siguiente subseccion.

Mapas duales y el teorema de los cuatro colores

Considere un mapa M; por ejemplo, el mapa M en la figura 8-26a). En otras palabras, M es una representacion plana
de un multigrafo plano. Dos regiones de M son adyacentes si tienen una arista en comdn. Asi, las regiones r, y rg en
la figura 8-26a) son adyacentes, pero las regiones r; y rs no lo son. Por un coloreado de M se entiende la asignacion
de un color a cada region de M, de modo que regiones adyacentes tengan colores distintos. Un mapa es n-coloreable
si existe un coloreado de M en el que se usen n colores. Por tanto, el mapa en la figura 8-26a) es 3-coloreable, ya que
a las regiones pueden asignarse los siguientes colores:

r, rojo, r,blanco, rsrojo, r,blanco, rgrojo, rgazul

Observe la semejanza entre este analisis sobre coloreado de mapas y el analisis previo sobre coloreado de grafos. De
hecho, al usar el concepto de mapa dual definido a continuacion, puede demostrarse que el coloreado de un mapa es
equivalente al coloreado de vértices de un grafo plano.

Considere un mapa M. En cada region de M se escoge un punto, y si dos regiones tienen una arista en comun,
entonces se unen los puntos correspondientes con una curva que pasa por la arista comin. Estas curvas pueden trazar-
se de modo que no se crucen. Asi se obtiene un nuevo mapa M* denominado dual de M, tal que cada vértice de M*
corresponde exactamente a una region de M. En la figura 8-26b) se muestra el dual del mapa de la figura 8-26a). Puede
demostrarse que cada region de M * contiene exactamente un vértice de M y que cada arista de M* corta exactamente
una arista de My viceversa. Por tanto, M es el dual del mapa M*.

a)

Figura 8-26
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Observe que cualquier coloreado de las regiones de un mapa M corresponde a un coloreado de los vértices del mapa
dual M*. Por tanto, M es n-coloreable si y sélo si el grafo plano del mapa dual M * de vértices es n-coloreable. Asi, el
teorema anterior puede volver a plantearse como sigue:

Teorema de los cuatro colores (de Appel y Haken): Si las regiones de cualquier mapa M se colorean de modo que
regiones adyacentes tengan colores distintos, entonces no se requieren mas de cuatro colores.

Para demostrar el teorema anterior se usan computadoras; puesto que Appel y Haken demostraron por primera vez
que si el teorema de los cuatro colores es falso, entonces debe haber un contraejemplo entre aproximadamente 2 000
tipos distintos de grafos planos. Entonces demostraron, usando una computadora, que ninguno de estos tipos de grafos
posee tal contraegjemplo. El analisis de cada tipo de grafo diferente parece estar mas alla del alcance del ser humano
sin el uso de una computadora. Por tanto la demostracion, a diferencia de la mayor parte de las demostraciones en
matematicas, depende de la tecnologia; es decir, depende del desarrollo de computadoras de alta velocidad.

8.11 REPRESENTACION DE GRAFOS EN LA MEMORIA
DE LA COMPUTADORA

Hay dos formas normales para mantener un grafo G en la memoria de una computadora. Una forma, denominada
representacion secuencial de G, es por medio de su matriz de adyacencia A. La otra forma, denominada representacién
enlazada o estructura de adyacencia de G, usa listas ligadas de vecinos. Las matrices se usan cuando el grafo G es
denso, y las listas ligadas suelen usarse cuando G es disperso. (Se dice que un grafo G con m vértices y n aristas es
denso cuando m = O(n?) y disperso, cuando m = O(n) o inclusive O(n log n).)

Sin importar la forma en que se mantenga un grafo G en la memoria, el grafo G normalmente se introduce en la
computadora mediante su definicién formal; es decir, como una coleccion de vértices y una coleccion de pares de
vértices (aristas).

Matriz de adyacencia

Suponga que G es un grafo con m vértices, y suponga que los vértices se han ordenado; por ejemplo, vy, v, ..., Vg
Entonces la matriz de adyacencia A = [a;] del grafo G es la matriz de m x m definida por

1 siv;esadyacenteav;
al] =
0 enotro caso

La figura 8-27b) contiene la matriz de adyacencia del grafo G en la figura 8-27a), donde el orden de los vértices es A,
B, C, D, E. Observe que cada arista {v;, v;} de G esta representado dos veces, por a; = 1y a;; = 1. Asi, en particular,
la matriz de adyacencia es simétrica.

La matriz de adyacencia A de un grafo G depende del orden de los vértices de G; es decir, un orden diferente de
los vértices produce una matriz de adyacencia diferente. Sin embargo, dos matrices de adyacencia arbitrarias estan
estrechamente relacionadas en el sentido de que una puede obtenerse a partir de la otra al intercambiar simplemente
renglones y columnas. Por otra parte, la matriz de adyacencia no depende del orden en que las aristas (pares de vértices)
se introducen en la computadora.

Hay variantes de la representacion anterior. Si G es un multigrafo, entonces usualmente se deja que a;; denote el
nUmero de aristas {v;, v;}. Ademas, si G es un multigrafo ponderado, entonces puede dejarse que a;; denote el peso de
la arista {v;, vj}.

A B C D E
A B C 4o 1 0 1 o
o B |1 0 1 0 1

clo 1 0 0 0

D |1 0 0 0 1

D E E |0 1 0 1 0

a) b)
Figura 8-27

www.FreelLibros.me



172 CariTuLo 8 TEORIA DE GRAFOS

Representacion enlazada de un grafo G

Sea G un grafo con m vértices. La representacion de G en la memoria por medio de su matriz de adyacencia A presen-
ta varias desventajas fundamentales. En primer lugar, puede ser dificil insertar o eliminar vértices en G. La razén es
que puede ser necesario modificar el tamafio de A y reordenar los vértices, de modo que en la matriz A puede haber
muchos, muchos cambios. Ademas, suponga que el nimero de aristas es O(m) o inclusive O(m log m); es decir, supon-
ga que G es disperso. Entonces la matriz A contiene muchos ceros; por tanto, se desperdicia bastante espacio de la
memoria. En consecuencia, cuando G es disperso, G suele representarse en la memoria por medio de algun tipo de
representacion enlazada, también denominada estructura de adyacencia, que se describe a continuacion mediante un
ejemplo.

Considere el grafo G en la figura 8-28a). Observe que G puede definirse en forma equivalente por la tabla en la
figura 8-28b), que muestra cada vértice en G seguido por su lista de adyacencia; es decir, su lista de vértices adyacen-
tes (vecinos). Aqui el simbolo ¢ denota una lista vacia. Esta tabla también se representa en forma mas breve como

G=[ABB,D; B:AC,D; CB; DA B; EJ]
donde dos puntos “:” separan un vértice de su lista de vecinos; y un punto y coma “;” separa las distintas listas.

Observacion: Cada arista de un grafo G se representa dos veces en una estructura de adyacencia; es decir, cualquier
arista, por ejemplo {A, B}, se representa por B en la lista de adyacencia de A, y también por A en la lista de adyacencia
de B. El grafo G en la figura 8-28a) tiene cuatro aristas, de modo que en las listas de adyacencia debe haber 8 vértices.
Por otra parte, cada vértice en una lista de adyacencia corresponde a una arista Unica en el grafo G.

Vértice | Lista de adyacencia

N

B,D
A,C,D
B

A,B
%}

1 )

oA ®

a) b)

Figura 8-28

La representacion enlazada de un grafo G, que mantiene a G en la memoria al usar sus listas de adyacencia, nor-
malmente contiene dos archivos (o0 conjuntos de registros), uno denominado Vertex File y el otro denominado Edge
File, como sigue.

a) Vertex File: este archivo contiene la lista de vértices del grafo G que suelen mantenerse por medio de un arreglo o
una lista ligada. Cada registro de este archivo tiene la forma

verrex | Nextv | prr [

Aqui VERTEX es el nombre del vértice, NEXT-V apunta hacia el siguiente vértice en la lista de vértices en el Vertex
File cuando los vértices se mantienen por medio de una lista ligada, y PTR apunta al primer elemento en la lista de
adyacencia del vértice que aparece en el Edge File. El area sombreada indica que puede haber otra informacién en
el registro correspondiente al vértice.

b) Edge File: este archivo contiene las aristas del grafo G. Especificamente, el Edge File contiene todas las listas de
adyacencia de G, donde cada lista se mantiene en la memoria por medio de una lista ligada. Cada registro del Edge
File corresponde a un vértice en una lista de adyacencia y, entonces, indirectamente, a una arista en G. El registro
suele tener la forma

ence | Aoy | next [
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Aqui:

1) EDGE es el nombre de la arista (en caso de tener una).
2) ADJ apunta a la ubicacién del vértice en el Vertex File.
3) NEXT apunta a la ubicacion del siguiente vértice en la lista de adyacencia.

Se recalca que cada arista esta representada dos veces en el Edge File, pero cada registro del archivo corresponde a
una arista Unica. El area sombreada indica que puede haber otra informacidn en el registro correspondiente a la arista.

La figura 8-29 muestra como el grafo G en la figura 8-28a) puede aparecer en la memoria. Aqui los vértices de G
se mantienen en la memoria por medio de una lista ligada que usa la variable START para apuntar hacia el primer
veértice. (Una forma alterna para la lista de vértices es usar un arreglo lineal, y asi NEXT-V no seria necesario.) Observe
que el campo EDGE no es necesario aqui porque las aristas carecen de nombre. La figura 8-29 también muestra, con
las flechas, la lista de adyacencia [D, C, A] del vértice B.

Archivo vértice

1 2 3 4 5 6 7 8

VERTEX | C A E|B D
START[3] NEXT-V | 8 6 01 5

PTR 4 5 017 8

Archivo arista

1 2 3 4 5 6 7 8 9 10
Al 2Tt 302+ 1@ 40] 28
NEXT [ 0 0 2 0 1 0 3 6

Figura 8-29

8.12 ALGORITMOS DE GRAFICAS

En esa seccion se analizan dos importantes algoritmos de grafos que examinan de manera sistematica los vértices y las
aristas de un grafo G. Uno se denomina busqueda en profundidad (DFS: depth-first search) y el otro, bisqueda en
anchura (BFS: breadth-first search). Otros algoritmos de grafos se analizaran en el siguiente capitulo en relacién con
grafos dirigidos. Cualquier algoritmo de grafos particular puede depender de la forma en que G se mantiene en la
memoria. Aqui se supone que G se mantiene en la memoria por medio de su lista de adyacencia. El grafo de prueba G
con su estructura de adyacencia se muestra en la figura 8-30, donde se supone que los vértices estan ordenados alfa-
béticamente.

A Vértice | Lista de adyacencia
A B,C,D
B A
C D B C ALK
D A,K,L
J L,M
K L J K C.D,L
L D,J,K
M M J
a) b)
Figura 8-30
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Durante la ejecucién de los algoritmos, cada vértice (nodo) N de G se encuentra en uno de tres estados, denomina-
dos status de N, como sigue:

STATUS = 1: (Estado Ready) El estado inicial del vértice N.
STATUS = 2: (Estado Waiting) El vértice N esta en una lista (de espera), en espera de ser procesado.
STATUS = 3: (Estado Processed) El vértice N ha sido procesado.

La lista de espera para la busqueda en profundidad (DFS) serd una STACK —modificada— (que se escribe horizon-
talmente con la parte superior de STACK a la izquierda) mientras que la lista de espera para la bdsqueda en anchura
(BFS) sera una QUEUE.

Basqueda en profundidad

La idea general detras de una busqueda en profundidad que empieza en un vértice inicial A es la siguiente: primero se
procesa el vértice inicial A. Luego se procesa cada vértice N a lo largo de un camino P que empieza en A; es decir, se
procesa un vecino de A, luego un vecino de Ay asi sucesivamente. Después de llegar a un “punto muerto”; es decir, a
un vértice sin vecino no procesado, se retrocede en el camino P hasta que es posible continuar a lo largo de otro cami-
no P".Y asi en lo sucesivo. El retroceso se logra usando una STACK para mantener los vértices iniciales de posibles
caminos futuros. También se requiere un campo STATUS que indique el estado actual de cualquier vértice, de modo
que ningln vértice sea procesado méas de una vez.

El algoritmo de la busqueda en profundidad (DFS) se muestra en la figura 8-31. El algoritmo procesa s6lo aquellos
vértices que estan unidos al vértice inicial A; es decir, el componente conexo que incluye a A. Suponga que se desea
procesar todos los vértices del grado G. Entonces es necesario modificar el algoritmo de modo que empiece de nuevo
con otro vértice (que se denomina B) que aln se encuentre en el estado ready (STATE = 1). Este vértice B se obtiene
al recorrer la lista de vértices.

Observacion: La estructura STACK en el algoritmo anterior no es técnicamente una pila puesto que, en el paso 5b),
se permite la eliminacion de un vértice J que después se inserta enfrente de la pila. (Aunque se trata del mismo vértice
J, suele representar una arista diferente en la estructura de adyacencia.) Si J no se elimina en el paso 5b), entonces se
obtiene una forma alterna de la busqueda en profundidad.

Algoritmo 8.5 (Busqueda en profundidad): Este algoritmo ejecuta una busqueda en profundidad sobre un grafo
G; la busqueda empieza con un vértice inicial A.

Paso 1. Todos los vértices se inicializan en el estado ready (STATUS = 1).

Paso 2. El vértice inicial se introduce sobre STACK y se cambia el estado de A al estado waiting (STATUS = 2).
Paso 3.  Se repiten los pasos 4 y 5 hasta que STACK esté vacia.

Paso 4. Se saca el vértice superior N de STACK. Se procesa N y se hace STATUS (N) = 3, el estado processed.
Paso 5. Se analiza cada vecino J de N.

a) Si STATUS (J) = 1 (estado ready), J se introduce en STACK y se restablece STATUS (J) = 2 (esta-
do waiting).

b) Si STATUS (J) = 2 (estado waiting), el J previo se elimina de STACK y el J actual se introduce en
STACK.

c) Si STATUS (J) = 3 (estado processed), se ignora el vértice J.

[Fin del ciclo del paso 3].
Paso 6. Salir.

Figura 8-31
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EJEMPLO 8.4 Suponga que el algoritmo 8.5 de busqueda en profundidad en la figura 8-31 se aplica al grafo en la figura 8-30.
Los vértices se procesan en el siguiente orden:

A D L K C J M B

En la figura 8-32a) se muestra la secuencia de los vértices que estan en proceso y la secuencia de las listas de espera en STACK.
(Observe que después que se procesa el vértice A, sus vecinos B, C y D se afiaden a STACK en el orden primero B, luego C y por
altimo D; por tanto, D esta en la parte superior de STACK y D es el siguiente vértice que sera procesado.) Cada vértice, excluyen-
do a A, proviene de una lista de adyacencia y entonces corresponde a una arista del grafo. Estas aristas constituyen un arbol de
expansion de G que se muestra en la figura 8-32b). Los nimeros indican el orden en que las aristas se agregan al arbol de expansion,
y las lineas discontinuas indican retroceso.

STACK Vértice

A
D,C,B
L,K,.C,B
K,J,K,C,B
CJ ¢ B
1B

M, B

B

(%)

a) b)

w—=0RC T >
N

Figura 8-32

Busqueda en anchura

La idea general detras de una busqueda en anchura que empieza en un vértice inicial A es la siguiente: primero se
procesa el vértice inicial A. Luego se procesan todos los vecinos de A. Enseguida se procesan todos los vecinos de los
vecinos de A. Lo natural es seguir la pista de los vecinos de un vértice, y es necesario garantizar que ningun vértice sea
procesado dos veces. Esto se logra mediante el uso de una QUEUE para mantener los vértices que estan en espera de
ser procesados, y por un campo STATUS que indica el estado actual de un vértice.

El algoritmo de busqueda en anchura (BFS) se muestra en la figura 8-33. De nuevo, el algoritmo sélo procesa los
vértices que estan unidos al vértice inicial A; es decir, el componente conexo incluyendo a A. Suponga que desea pro-
cesar todos los vértices en el grafo G. Entonces es necesario modificar el algoritmo de modo que empiece de nuevo
con otro vértice (que se denomina B) que aln se encuentre en el estado ready (STATUS = 1). Este vértice B puede
obtenerse recorriendo la lista de vértices.

EJEMPLO 8.5 Suponga que el algoritmo 8.6 de bisqueda en anchura (BFS) en la figura 8-33 se aplica al grafo en la figura 8-30.
Los vértices se procesan en el siguiente orden:

A B C, D K L J M

En la figura 8-34a) se muestra la secuencia de las listas de espera en QUEUE vy la secuencia de los vértices que estan siendo proce-
sados. (Observe que después de procesar el vértice A, sus vecinos B, C y D se afiaden a QUEUE en el orden primero B, luego Cy
por ultimo D; por tanto, B esta al frente de la QUEUE y asi B es el siguiente vértice que sera procesado.) De nuevo, cada vértice,
excluyendo a A, proviene de una lista de adyacencia y, por tanto, corresponde a una arista del grafo. Estas aristas forman un arbol
de expansion de G que se muestra en la figura 8-34b). Una vez mas, los nimeros indican el orden en que las aristas se agregan al
arbol de expansion. Observe que este arbol de expansion es diferente al de la figura 8-32b), que proviene de una blsqueda en pro-
fundidad.
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Algoritmo 8.6 (Busqueda en anchura): Al empezar en un veértice inicial A, este algoritmo ejecuta una bisqueda
en anchura sobre un grafo G.

Paso 1. Todos los vértices se inicializan en el estado ready (STATUS = 1).
Paso 2. El vértice inicial A se coloca en QUEUE vy el estado de A se cambia al estado waiting (STATUS = 2).
Paso 3. Se repiten los pasos 4 y 5 hasta que QUEUE esté vacia.

Paso 4. Se elimina el vértice frontal N en QUEUE. Se procesa N y se hace STATUS (N) = 3, el estado pro-
cessed.

Paso 5. Se analiza cada vecino J de N.
a) SiSTATUS (J) = 1 (estado ready), J se agrega a la parte trasera de QUEUE y se restablece STATUS
(J) = 2 (estado waiting).
b) Si STATUS (J) = 2 (estado waiting) o STATUS(J) = 3 (estado processed), se ignora el vértice J.
[Fin del ciclo del paso 3].

Paso 6. Salir.

Figura 8-33

QUEUE Vértice
A A
D,C,B B
D,C C
D D
L, K K
L L
J J
M M
%)
a) b)
Figura 8-34

8.13 EL PROBLEMA DEL AGENTE VIAJERO

Sea G un grafo ponderado completo. (Los vértices de G se consideran ciudades y las aristas ponderadas de G las dis-
tancias entre las ciudades.) El “problema del agente viajero” busca encontrar un circuito hamiltoniano de peso minimo
para G.

Primero se observa el siguiente teorema, demostrado en el problema 8.33:

Teorema 8.13: El grafo completo K, con n > 3 vértices tiene H = (n — 1)!/2 circuitos hamiltonianos (donde no se
distingue entre un circuito y su opuesto).

Considere el grafo ponderado completo G en la figura 8-35a). Tiene cuatro vértices, A, B, C, D. Por el teorema
8.13, tiene H = 3!/2 = 3 circuitos hamiltonianos. En el supuesto de que los circuitos empiezan en el vértice A, a con-
tinuacion se muestran los tres circuitos y sus pesos:

JABCDA| = 3+4+5+6+7=21
JACDBA| = 2+4+6+9+3=20
JACBDA| = 2+45+9+7=23

www.FreelLibros.me



8.13 EL PROBLEMA DEL AGENTE VIAJERO 177

P Q R S T
P 18 22 15 20
Q 18 11 2 22
R 22 11 16 10
S 15 12 16 13
T 20 22 10 13

a) b)
Figura 8-35

Por tanto, ACDBA con peso 20 es el circuito hamiltoniano de peso minimo.

El “problema del agente viajero” se resolvio para el grafo completo ponderado G en la figura 8-35a) al enumerar
y determinar los pesos de sus tres posibles circuitos hamiltonianos. No obstante, para un grafo con muchos vértices,
hacer lo anterior puede ser impractico o incluso imposible. Por ejemplo, un grafo completo con 15 vértices tiene mas
de 40 millones de circuitos hamiltonianos. En consecuencia, para circuitos con muchos vértices, se requiere una estra-
tegia para resolver o encontrar una solucion aproximada al problema del agente viajero. A continuacién se analiza uno
de los algoritmos mas simples.

Algoritmo del vecino mas préximo

Este algoritmo, que empieza en un vértice dado, escoge la arista con peso minimo hacia el siguiente vértice posible;
es decir, al vértice “mas proximo”. Esta estrategia continla en cada vértice sucesivo hasta que se completa un circuito
hamiltoniano.

EJEMPLO 8.6 Sea G el grafo ponderado de la tabla en la figura 8-35b). Es decir, G tiene los vértices P, Q,..., T, y la distancia
de PaQes 18;lade P aR es 22y asi hasta que la distancia de T a S es 13. El algoritmo del vecino mas proximo se aplica a G en
a)P,b)Q.

a) Al empezar en P, el primer renglon de la tabla muestra que el vértice mas préximo a P es S con distancia 15. El cuarto renglén
muestra que el vértice mas proximo a S es Q con distancia 12. El vértice mas proximo a Q es R con distancia 11. Desde R, no
hay ninguna opcién mas que dirigirse a T con distancia 10. Por ltimo, desde T, no hay ninguna opcion mas que regresar a P
con distancia 20. En consecuencia, el algoritmo del vecino mas proximo empezando en P produce el siguiente circuito hamil-
toniano ponderado:

IPSQRTP| = 15 + 12 + 11 + 10 + 20 = 68

b) Al empezar en Q, el vértice mas préximo es R con distancia 11; desde R, el vértice mas préximo es T con distancia 10; y desde
T el vértice mas préximo es S con distancia 13. Desde S es necesario ir hasta P con distancia 15y, por ultimo, desde P es nece-
sario regresar a Q con distancia 18. En consecuencia, el algoritmo del vecino mas préximo empezando en Q produce el siguien-
te circuito hamiltoniano ponderado:

|QRTSPQ| = 11 + 10 + 13 + 15 + 18 = 67

La idea detras del algoritmo del vecino mas préximo es minimizar el peso total al minimizar el peso en cada paso. Aunque esto
puede parecer razonable, el ejemplo 8.6 muestra que no es posible obtener ningun circuito hamiltoniano de peso minimo; es decir,
puede no ser ambos 68 y 67. S6lo mediante la comprobacién de todos los H = (n — 1)!/2 = 12 circuitos hamiltonianos de G es
realmente posible saber cuél es el de peso minimo. De hecho, el algoritmo del vecino mas préoximo empezando en A en la figura
8-35a) produce el circuito ACBDA que tiene el peso méaximo. Sin embargo, el algoritmo del vecino méas préximo suele proporcionar
un circuito hamiltoniano relativamente proximo al de peso minimo.
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PROBLEMAS RESUELTOS

TERMINOLOGIA DE GRAFOS

8.1

8.2

Considere el grafo G en la figura 8-36a).

a)

b)

a)

b)

Describir G formalmente; es decir, encontrar el conjunto V(G) de vértices de G y el conjunto E(G) de
aristas de G.
Encontrar el grado de cada vértice y comprobar el teorema 8.1 para este grafo.

Hay cinco vértices, de modo que V(G) = {A, B, C, D, E}. Hay siete pares {x, y} de vértices donde el vértice x esta
unido al vértice y; asi

E(G) = [{A B}, {A, C}, {A, D}, {B, C}, {B, E}, {C, D}, {C, E}]

El grado de un vértice es igual al nimero de aristas a las que pertenece; por ejemplo, grd(A) = 3 puesto que A perte-
nece a las tres aristas {A, B}, {A, C}, {A, D}. En forma semejante,

grd(B) =3, grd(C)=4, grd(D)=2, grd(E)=2

La suma de los grados es 3 + 3 + 4 + 2 + 2 = 14, que es igual a dos veces el nimero de aristas.

B
A4 C

a) b)
Figura 8-36

Considerar el grafo G en la figura 8-36b). Encontrar:

a)
b)
c)

a)

b)

d)
€)

f)

todos los caminos simplesde AaF; d) didm(G), el diametro de G;
todos los recorridos de Aa F; e) todos los ciclos que incluyen al vértice A;
d(A, F), ladistanciade Aa F; f) todos los ciclos en G.

Un camino simple de A a F es una en la cual ningdn vértice, y por tanto ninguna arista, se repite. Hay siete rutas asi,
cuatro que empiezan con las aristas {A, B} y tres que empiezan con las aristas {A, D}:

(A,B,C,F), (A/B,C,E,F), (ABEF), (ABEC,F),
(A,D,E,F), (A/D,E,B,C/F), (A/DECF).

Un recorrido de A a F es un camino tal que ninguna arista se repite. Hay nueve Recorridos asi, los siete caminos sim-
ples de a) junto con

(A D,E,B,C,E,F) y (AD,E,C,B,E F).

Hay un camino; por ejemplo, (A, B, C, F), de A a F de longitud 3 y ningdn otro camino més corto de A a F; por tanto,
d(A, F)=3.
La distancia entre dos vértices cualesquiera no es mayor que 3, y la distancia de A a F es 3; por tanto, diam(G) = 3.

Un ciclo es un camino cerrado en la que no se repite ningln vértice (excepto el primero y el Gltimo). Hay tres ciclos
que incluyen el vértice A:

(A,B,E,D,A), (A,B,CED,A), (AB,CFED,NA).
En G hay seis ciclos; los tresen e) y

(B,C,E,B), (C,FEC), (B,CFEB).
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Considerar los multigrafos en la figura 8-37.

a) ¢Cuéles son conexos? Si un grafo no es conexo, encuentre sus componentes conexos.

b) ¢Cuéles son libres de ciclos (sin ciclos)?

c) ¢Cuéles son libres de lazos (sin lazos)?

d) ¢Cudles son grafos (simples)?

a) Sdlo 1) y 3) son conexos, 2) es inconexo; sus componentes conexos son {A, D, E } y {B, C}; 4) es inconexo; sus com-
ponentes conexos son {A, B, E} y {C, D}.

b) Soélo 1) y 4) son libres de ciclos. 2) tiene el ciclo (A, D, E, A), y 3) tiene el ciclo (A, B, E, A).

c) Solo 4) tiene un lazo, que es {B, B}.

d) Solo 1)y 2)son grafos. El multigrafo 3) tiene las aristas multiples {A, E} y {A, E}; y 4) tiene tanto las aristas multiples
{C, D}y {C, D} como un lazo {B, B}.

1 2) 3) 4)

Figura 8-37

Sea G el grafo en la figura 8-38a). Encontrar:

a) todos los caminos simples de Aa C;

b) todos los ciclos;

c) el subgrafo H generado por V' = {B, C, X, Y};
d G-Y;

e) todos los puntos de corte;

f) todos los puentes.

a) Hay dos caminos simplesde AaC: (A, X,Y,C)y (A, X,B,Y,C).

b) Hay s6lo un ciclo: (B, X, Y, B).

c) Como se muestra en la figura 8-38b), H consta de los vértices V' y el conjunto E’ de todas las aristas cuyos puntos
extremos pertenecen a V’; es decir, E’ = [{B, X}, {X, Y}, {B, Y}, {C, Y}].

d) Seeliminan el vértice Y de G y todas las aristas que contienen a Y para obtener el grafo G — Y en la figura 8-38c).
(Observe que Y es un punto de corte dado que G — Y es inconexo.)

e) Los vértices A, Xy Y son puntos de corte.
f)  Unaarista e es un puente si G — e es inconexo. Asi, hay tres puentes: {A, Z}, {A, X} y {C, Y}.

B c B C A B c
°
Y V4 X Y X Z
a) b) c)
Figura 8-38
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8.5

8.6

Considerar el grafo G en la figura 8-36b). Encontrar el subgrafo que resulta de eliminar cada vértice. ;G tiene
puntos de corte?

Cuando se elimina un vértice de G, también se eliminan todas las aristas que contienen al vértice. Los seis grafos obtenidos
al eliminar cada uno de los vértices de G se muestran en la figura 8-39. Todos los seis grafos son conexos; asi, ningin
vértice es un punto de corte.

I 1
I Z< 10 N g S g

B)

Figura 8-39

Demostrar que los seis grafos obtenidos en el problema 8.5 son distintos; es decir, que ningln par de ellos son
isomorfos. Demostrar también que B) y C) son homeomorfos.

Los grados de los cinco vértices de cualquier grafo no pueden parearse con los grados de ningun otro grafo, excepto B) y
C). Asi, ninguno de los grafos es isomorfo, excepto quizd B) y C).

No obstante, si se elimina el vértice de grado 3 en B) y C), se obtienen subgrafos distintos. Por tanto, B) y C) tampoco son
no isomorfos; en consecuencia, todos los seis grafos son distintos. Sin embargo, B) y C) son homeomaorfos, puesto que es
posible obtenerlos a partir de grafos isomorfos al agregar vértices idéneos.

GRAFICAS RECORRIBLES, CIRCUITOS EULERIANOS Y HAMILTONIANOS

8.7

Considerar cada grafo en la figura 8-40. ¢ Cuales son recorribles; es decir, que tienen caminos eulerianos?

¢Cudles son eulerianos; es decir, que tienen un circuito euleriano? Los que no sean eulerianos, explicar por
que.

a) b) c)
Figura 8-40

G es recorrible (tiene un camino euleriano) si s6lo 0 0 2 vértices tienen grado impar, y G es euleriano (tiene un
circuito euleriano) si todos los vértices son de grado par (teorema 8.3).

a) Esrecorrible, puesto que hay dos vértices impares. El camino recorrible debe empezar en uno de los vértices impares
y terminar en el otro;

b) Esrecorrible, puesto que todos los vértices son pares. Por tanto, G tiene un circuito euleriano.

c) Debido a que los seis vértices son de grado impar, G no es recorrible.
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¢ Cuéles de los grafos en la figura 8-40 tienen algun circuito hamiltoniano? En caso de no tenerlo, ¢por qué?

Los grafos a) y c) tienen circuitos hamiltonianos. (El lector debe poder encontrarlos facilmente.) Sin embargo, el grafo b)
no tiene ningun circuito hamiltoniano. Si « es un circuito hamiltoniano, entonces « debe unir el vértice de enmedio con el
vértice inferior derecho, luego proceder a lo largo del renglon inferior hacia el vértice inferior derecho, luego verticalmen-
te hacia el vértice derecho de enmedio, donde es obligado a retroceder hacia el vértice central antes de visitar los vértices
restantes.

Demostrar el teorema 8.3 (de Euler). Un grafo conexo finito G es euleriano si y solo si todo vértice tiene grado
par.

El supuesto es que G es Euleriano y que T es un recorrido cerrado de Euler. Para cualquier vértice v de G, el recorrido T
entra y sale de v el mismo niimero de veces sin repetir ninguna arista. Asi, el grado de v es par.

A la inversa, cada vértice de G tiene grado par. Se construye un recorrido euleriano. Se empieza un recorrido T, en
cualquier arista e. T, se extiende al agregar una arista después de otra. Si T, no esté cerrado en ningln paso, por ejemplo,
T, empieza en u pero termina en v # u, entonces sélo un nimero impar de las aristas que inciden sobre v aparecen en Ty;
por tanto, T, puede extenderse por medio de otra arista que incida en v. Asi es posible continuar extendiendo T, hasta que
T, regresa a su vértice inicial u; es decir, hasta que T, esté cerrado. Si T, incluye a todas las aristas de G, entonces T, es el
recorrido euleriano buscado.

Ahora se considera que T, no incluye a todas las aristas de G; es el caso del grafo H que se obtiene al eliminar en G
todas las aristas de T, Es posible que H no sea conexo, aunque cada Vvértice de H es de grado par, ya que T, contiene un
ntmero par de las aristas que inciden sobre cualquier vértice. Debido a que G es conexo, existe una arista e’ de H que tiene
un punto extremo u’ en T,. Se construye un recorrido T, en H que empiece en U’y que use €. Puesto que todos los vértices
en H son de grado par, es posible continuar extendiendo a T, en H hasta que T, regresa a u’ como se muestra en la figura
8-41. Resulta evidente que T, y T, se colocan juntos para formar un recorrido cerrado més largo en G. Este proceso conti-
nla hasta que se usan todas las aristas de G. Finalmente se obtiene un recorrido euleriano, de modo que G es euleriano.

Figura 8-41

ARBOLES, ARBOLES DE EXPANSION

8.10

8.11

Trazar todos los arboles que hay con exactamente seis vértices.

En la figura 8-42 hay seis arboles. El primero tiene un didametro de 5, los dos siguientes un diametro de 4, los dos siguien-
tes de 3 y el dltimo un didmetro de 2. Cualquier otro arbol con 6 nodos es isomorfo a alguno de estos arboles.

-k

Figura 8-42

Encontrar todos los arboles de expansion del grafo G mostrada en la figura 8-43a).

Hay ocho arboles de expansion, como se muestra en la figura 8-43b). Cada arbol de expansion debe tener 4 — 1 = 3 aristas,
ya que G tiene cuatro vértices. Asi, cada arbol puede obtenerse al eliminar dos de las cinco aristas de G. Esto puede hacerse

www.FreelLibros.me



182 CariTuLo 8 TEORIA DE GRAFOS

8.12

8.13

a) Grafo G b) Arboles de expansion

Figura 8-43

en 10 formas, excepto que dos de las formas producen grafos inconexos. Por tanto, los ocho arboles de expansidn anteriores
son todos los arboles de expansién de G.

Encontrar un arbol de expansion minima T para el grafo ponderado G en la figura 8-44a).

Figura 8-44

Puesto que G tiene n = 9 vértices, T debe tener n — 1 = 8 aristas. Se aplica el algoritmo 8.2; es decir, se eliminan las aris-
tas con longitud méaxima y sin desconectar el grafo hasta que sélo queden n — 1 = 8 aristas. En forma alterna, se aplica el
algoritmo 8.3; es decir, empezando con los nueve Vvértices, se agregan aristas de longitud minima y sin formar ningtn ciclo
hasta que se han agregado n — 1 = 8 aristas. Con ambos métodos se obtiene un arbol de expansion minima como el que se
muestra en la figura 8-44b).

Sea G un grafo con més de un vértice. Demostrar que las siguientes afirmaciones son equivalentes.

i) Gesunarbol.
ii) Cada par de vértices esta unido por exactamente un camino simple.
iii) G es conexo; pero G — e es inconexo para cualquier arista e de G.
iv) G es libre de ciclos, pero si a G se agrega cualquier arista, entonces el grafo resultante tiene exactamente

i)

un ciclo.

implica ii). Sean u 'y v dos vértices en G. Puesto que G es un arbol, G es conexo, de modo que hay por lo menos un
camino entre u y v. Por el problema 8.37, entre u y v s6lo puede haber un camino simple; en caso contrario, G contie-
ne un ciclo.

implica iii). Si se elimina una arista e = {u, v} de G, e es un camino de u a v. Entonces, si el grafo resultante G — e
tiene un camino P de u a v. Por tanto, P y e son dos caminos distintos de u a v, lo que contradice la hipétesis. Por
consiguiente, en G — e no puede haber ninglin camino entre u y v, de modo que G — e es inconexo.

implica iv). Si en G hay un ciclo C que contiene una arista e = {u, v}; por hipdtesis, G es conexo pero G’ =G — e es
inconexo, donde u y v pertenecen a componentes distintos de G’ (problema 8.41). Esto contradice que Uy v Son conexos
por el camino P = C — e que estad en G’. Por tanto, G es libre de ciclos. Luego, sean x y y los vértices de G y sea H el
grafo que se obtiene al adjuntar la arista e = {x, y} a G. Debido a que G es conexo, en G hay una ruta P de x a y; por
tanto, C = Pe forma un ciclo en H. Ahora, si H contiene otro ciclo C’, puesto que G es libre de ciclos, C’ debe contener
la arista e; por ejemplo, C’ = P’e. Entonces P y P’ son dos caminos simples en G de x a'y. (Vea la figura 8-45.) Por el
problema 8.37, G contiene un ciclo, lo que contradice que G es libre de ciclos. Por consiguiente, H sélo contiene un
ciclo.
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implica i). Puesto que al agregar cualquier arista e = {X, y} a G se obtiene un ciclo, los vértices x y y ya deben estar
unidos en G. Asi, G es conexo y por hip6tesis G es libre de ciclos; es decir, G es un arbol.

P/
Figura 8-45

8.14 Demostrar el teorema 8.6: Sea G un grafo finito con n > 1 vértices. Entonces las afirmaciones siguientes son
equivalentes. i) G es un érbol, ii) G es libre de ciclos y tiene n — 1 aristas, iii) G es conexo y tiene n — 1 aris-

tas.

La demostracion es por induccion sobre n. Ciertamente, el teorema es verdadero para el grafo con un solo vértice y que
entonces no tiene aristas. Es decir, el teorema se cumple para n = 1. Ahora se supone que n > 1y que el teorema es verda-
dero para grafos con menos de n vértices.

i)

i)

i)

implica ii). Si G es un arbol, entonces G es libre de ciclos, de modo que sélo es necesario demostrar que G tiene n —
1 aristas. Por el problema 8.38, G tiene un vértice de grado 1. Al eliminar este vértice y su arista se obtiene un arbol T
que tiene n — 1 vértices. El teorema se cumple para T, de modo que T tiene n — 2 aristas. Asi, G tiene n — 1 aristas.
implica iii). Si G es libre de ciclos y tiene n — 1 aristas. Sélo es necesario demostrar que G es conexo. Entonces, si G
es inconexo y tiene k componentes, T,,..., T, que son arboles puesto que cada uno es conexo y libre de ciclos. Por
ejemplo, T; tiene n; vértices donde n; < n. Por tanto, el teorema se cumple para T;, de modo que T; tiene n; — 1 aristas.
Asi,

n=n;+n,+---+n,

n—1=mM-D+m,—-)+--+Mn—-1)=n+n+---+n—-k=n-Kk

Por consiguiente, k = 1. Pero esto contradice la hipotesis que G es inconexo y que tiene k > 1 componentes. En con-
secuencia, G es conexo.
implica i). Si G es conexo y tiene n — 1 aristas, s6lo es necesario demostrar que G es libre de ciclos. Al suponer que
en G hay un ciclo que contiene una arista e. Al eliminar e se obtiene el grafo H = G — e que también es conexo. Sin
embargo, H tiene n vértices y n — 2 aristas, lo cual contradice el problema 8.39. En consecuencia, G es libre de ciclos
y, por tanto, es un arbol.

GRAFOS PLANOS

8.15 Dibujar una representacion plana, en caso de ser posible, de los grafos a), b) y c) de la figura 8-46.

A

D
a) b) c)

Figura 8-46
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a) Al volver adibujar las posiciones de B y E se obtiene una representacion plana del grafo como en la figura 8-47a).
b) No es el grafo estrella K. Este tiene una representacion plana del grafo como en la figura 8-47h).

c) Este grafo no es plano. El grafo de servicios Kj 5 es un subgrafo como se muestra en la figura 8-47c), donde se han
vuelto a dibujar las posiciones de Cy F.

A C B A F A B F
D F D[ {E ]c
a) b)

©)

Figura 8-47

8.16 Contar el nimero V de vértices, el nimero E de aristas y el nimero R de regiones de cada mapa en la figura
8-48, y comprobar la férmula de Euler. También, encontrar el grado d de la region exterior.

A @

a) b) c)

Figura 8-48

a) V=4,E=6,R=4.PortantoV—-E+R=4—-6+4=2. Tambiénd = 3.

b) V=6,E=9,R=5,demodoqueV —E+R=6—9+5=2.Aqui d = 6 puesto que dos aristas se contaron dos
veces.

c) V=4,E=10,R=7.PortantoV—-E+R=5—-10+7=2 Aquid=>5.

8.17  Encontrar el nmero minimo n de colores necesarios para pintar cada mapa en la figura 8-48.
ayn=4; b)n=3; c)n=2.

8.18 Demostrar el teorema 8.8 (de Euler): V—E + R = 2.

Si el mapa conexo M consta de un solo vértice P como en la figura 8-49a), entonces V=1, E=0yR =1.Asi, V—E +
R = 2. En caso contrario, M puede establecerse a partir de un solo vértice por medio de las dos construcciones siguientes:

1) Se agrega un nuevo vértice Q,, que se une a un vértice existente Q, por medio de una arista que no cruce ningu-
na arista existente como en la figura 8-49b).

2) Unir dos vértices existentes Q, y Q, mediante un arista e que no cruce ninguna arista existente como en la figura
8-49¢).

Ninguna de estas operaciones modifica el valor de V — E + R. Por tanto, M tiene el mismo valor de V — E + R que el mapa
que consta de un solo Vvértice; es decir, V — E + R = 2. Por consiguiente, ya se demostro el teorema.

www.FreelLibros.me



8.19

8.20

PRroBLEMAS RESUELTOS 185

,Qz
]
!
I/
I
o Q
a) b) )

Figura 8-49

Demostrar el teorema 8.11: las afirmaciones siguientes son equivalentes para un grafo G: i) G es 2-coloreable.
ii) G es bipartido. iii) Todo ciclo de G tiene longitud par.

i) implicaii). Si G es 2-coloreable, sea M el conjunto de vértices pintados con el primer color y N el conjunto de vértices
pintados con el segundo color. Entonces M y N forman una particion bipartida de los vértices de G puesto que ninguno
de los vértices de M y ninguno de los vértices de N pueden ser adyacentes entre si porque son del mismo color.

ii) implicaiii). Si G es bipartido y M y N forman una particion bipartida de los vértices de G, y si un ciclo empieza en un
vértice u de, por ejemplo M, entonces ira a un vértice de N, y luego a un vértice de M, luego a uno de N y asi continua-
ra. En consecuencia, cuando el ciclo regresa a u debe ser de longitud par. Es decir, todo ciclo de G es de longitud par.

iii) implica i). Por ultimo, si cualquier ciclo de G es de longitud par, se escoge un vértice en cada componente conexo y se
pinta con el primer color, por ejemplo rojo. Luego, se pintan todos los vértices como sigue: si un vértice esta pintado
de rojo, entonces cualquier vértice adyacente se pinta con el segundo color, por ejemplo azul. Si un vértice esta pinta-
do de azul, entonces cualquier vértice adyacente a €l se pinta de rojo. Debido a que todo ciclo es de longitud par, ningin
vértice adyacente se pinta del mismo color. Por consiguiente, G es 2-coloreable y se ha demostrado el teorema.

Demostrar el teorema 8.12: un grafo plano G es 5-coloreable.

La demostracion es por induccion sobre el nimero p de vértices de G. Si p < 5, entonces resulta evidente que el teorema
se cumple. Ahora bien, si p > 5y el teorema es verdadero para grafos con menos de p vértices; por el problema preceden-
te, G tiene un vértice v tal que grd(v) < 5. Por induccion, el subgrafo G — v es 5-coloreable. Ahora hay que suponer uno
de tales coloreados: si los vértices adyacentes a v usan menos de los cinco colores, entonces simplemente v se pinta con
uno de los colores restantes y se obtiene un 5-coloreado de G. Queda aun pendiente el caso en que v es adyacente a cinco
vértices que estan pintados con diferentes colores. Por ejemplo, los vértices, en sentido contrario al movimiento de las
manecillas del reloj, adyacentes a v son vy,..., vs y estan pintados con los colores c,, ..., Cs. (Vea la figura 8-50a).)

V2

U1 B G

U3

Us

a) b)

Figura 8-50

Luego se considera el subgrafo H de G generada por los Vvértices pintados con los colores ¢, y ¢;, donde H incluye a v,
Yy vs. Si vy Y v5 pertenecen a componentes distintos de H, entonces es posible intercambiar los colores ¢, y ¢; en el compo-
nente que contiene a v, sin destruir el coloreado de G — v. Luego, v, y v; estan pintados con c, y puede elegirse ¢, para
pintar a v, y asi se tiene un 5-coloreado de G. Por otra parte, si v y v; pertenecen al mismo componente de H, entonces hay
una ruta P de v; a v cuyos vértices estan pintados con ¢, 0 con c,. La ruta P junto con las aristas {v, v;} y {v, vs} forman
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8.21

8.22

un ciclo C que abarca ya sea a v, 0 a v,. Luego se considera el subgrafo K generado por los vértices pintados con los colo-
res ¢4 0 4. Debido a que C incluye a v, 0 a v,, pero no a ambos, los vértices v, y v, pertenecen a componentes distintos
de K. Por tanto, es posible intercambiar los colores ¢, y ¢, en el componente que contiene a v, sin destruir el coloreado de
G — v. Entonces, v, y v, estan pintados con el color c, y es posible escoger ¢, para pintar v y obtener un 5-coloreado de G.
En consecuencia, G es 5-coloreable y se ha demostrado el teorema.

Aplicar el algoritmo 8.4, de Welch y Powell (figura 8-24), para pintar el grafo en la figura 8-50b).

Primero, los vértices se ordenan en orden decreciente de grado para obtener la secuencia
H, A D, F B C E G

Al proceder en secuencia, el primer color se usa para pintar los vértices H, B'y luego G. (No es posible pintar A, D o F con
el primer color porque cada uno esta unido a H, y no es posible pintar C o E con el primer color porque cada uno esta unido
a HoaB.) Al continuar en secuencia con los vértices sin pintar, el segundo color se usa para pintar los vértices Ay D. Los
vértices restantes F, C y E pueden pintarse con el tercer color. Asi, el nimero cromatico n no puede ser mayor que 3. Sin
embargo, en cualquier coloreado, H, D y E deben pintarse con colores diferentes, ya que estan unidos entre si. Por tanto,
n=3.

Sea G un grafo plano conexo finito con por lo menos tres vértices. Demostrar que G tiene por lo menos un
vertice de grado 5 0 menos.

Sean p el nimero de vértices y g el niUmero de aristas de G, y se supone que grd(u) > 6 para cada vértice u de G. Sin embar-
go, 2q es igual a la suma de los grados de los vértices de G (teorema 8.1); asi, 2q > 6p. En consecuencia,

g>3p>3p—56

Esto contradice el teorema 8.9. Por consiguiente, algin vértice de G tiene grado 5 0 menos.

REPRESENTACION SECUENCIAL DE GRAFOS

8.23

Encontrar la matriz de adyacencia A = [a;] de cada grafo G en la figura 8-51.

V| vy

V2 V3

a)
Figura 8-51

Sean a;; = n si hay n aristas {v;, vj} y &; = 0 en caso contrario. Entonces:

010 1 100 1
10 1 1 00 2 1
WA= 9 0 1|0 PA=1 09 2 0 0
1110 110 1

(Puesto que a) no tiene arista multiples ni lazos, las entradas de A son 0 0 1, y son 0 en la diagonal).
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8.24 Dibujar el grafo G correspondiente a cada matriz de adyacencia:

a) A= b) A =

oOr ORr o
R kO OoR
PO oo
R OR Rk Rk
O kL RFLO
oo wrE
__ oW
NN O
oON kO

a) Puesto que A es una matriz cuadrada de 5 x 5, G tiene cinco Vvértices vy, v,..., vs. Cuando & = 1, se traza una arista
de v;a v;. El grafo se muestra en la figura 8-52a).

b) Puesto que A es una matriz cuadrada de 4 x 4, G tiene cuatro vértices vy, ..., v,. Cuando a;; =N, se trazan n aristas de

v a v;. También, cuando a; = n se trazan n lazos en v;. El grafo se muestra en la figura 8-52b).

Vg Uy
vy Vs
Uy U3
Uy V2
U3
a)

b)

Figura 8-52

8.25  Encontrar la matriz de pesos W = [w;;] del grafo ponderado G en la figura 8-53a), donde los vertices estan
almacenados en el arreglo DATA como sigue: DATA: A, B, C, X, Y.

06 0 4 1
6 0 5 0 8
w={0 5 0 0 2
4 0 0 0 3
1 8 2 3 0
b)
a)
Figura 8-53
Los vértices se numeran segun la forma en que se almacenan en el arreglo DATA; asi, v; = A, v, =B, ..., v5 =Y. Luego

se hace W;; = w, donde w es el peso de la arista que va de v; a v;. Asi se obtiene la matriz W en la figura 8-53b).

REPRESENTACION ENLAZADA DE GRAFOS

8.26 Un grafo G con vértices A, B, ..., F se almacena en la memoria mediante una representacion enlazada con un
archivo vértice y un archivo arista como en la figura 8-54.

a) Enumerar los vértices en el orden en que aparecen en la memoria.
b) Enumerar la lista de adyacencia ady(v) de cada vértice v de G.

a) Puesto que START = 4, la lista empieza con el vértice D. EI NEXT-V indica dirigirse a 1(B), luego a 3(F), a 5(A), a
8(E) y a 7(C); es decir,

b, B F, AL E C
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b)  Aqui ady(D) = [5(A), 1(B), 8(E)]. Especificamente, PTR[4(D)] = 7 y ADJ[7] = 5(A) indican que ady(D) empieza
con A. Luego, NEXT[7] = 3 y ADJ[3] = 1(B) indican que B es el siguiente vértice en ady(D). Luego, NEXT[3] = 10
y ADJ[10] = 8(E) indican que E es el siguiente vértice en ady(D). Sin embargo, NEXT[10] = 0 indica que ya no hay
mas vecinos de D. En forma semejante,

ady(B) = [A, D], ady(F)=[E], ady(A)=[B, D], ady(E)=[C,D,F], ady(C)=I[E]
En otras palabras, la estructura de adyacencia de G es la siguiente:
G=[AB,D; B:A/D; CE; D:AB,E;, ECD,F, FE]

Archivo vértice

1 2 3 4 5 6 7 8
VERTEX | B F|D| 4 c|E
START NEXT-V | 3 s|1]s 0ol 7
PTR 9 41716 512

Archivo arista
1 2 3 4 5 6 7 8 9 10 11 12 13 14

ADJ] | 4|4 | 1|8 8| 1|5 |35 |8]|4]|7
NEXT | 8 0|10 O] O] 2|3 | 0([I1l|O0]O0]|1

Figura 8-54

8.27 Dibujar el diagrama del grafo G cuya representacion enlazada se muestra en la figura 8-54.

Para dibujar el grafo G en la figura 8-55 se usan la lista de vértices obtenida en el problema 8.26a) y las listas de adyacen-
cia obtenidas en el problema 8.26b).

A B C

@

D E F
Figura 8-55

8.28 Mostrar la estructura de adyacencia (EA) del grafo G en la: a) figura 8-56a), b) figura 8-56b).

La estructura de adyacencia de un grafo G consta de las listas de adyacencia de los vértices, donde se usan dos puntos “:”
para separar un vértice de su lista de adyacencia, y punto y coma “;” para separar las diversas listas. Asi:

a) G=[AB,C,D; BACE, CABDE, DAC; EB,C]
b) G=[AB,D; B:ACE CB,EF, DAE EBCDF FCE]

ALGORITMOS DE GRAFOS

8.29 Considere el grafo G en la figura 8-56a) (donde los vértices estan ordenados alfabéticamente).
a) Encontrar la estructura de adyacencia de G.
b) Encontrar el orden en que se procesan los vértices de G mediante un algoritmo DFS (bUsqueda en profun-
didad) empezando en el vértice A.

a) Los vecinos de cada vértice se enumeran como sigue:

G=[AB,C,D; BAJ CA, DAK; JB KM, KD,JL; LKM; MJL]
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A A
B C D B C D
J K L J K L
M M
a) b)
Figura 8-56

Durante el algoritmo de blsqueda en profundidad, se procesa el primer vértice N en STACK y los vecinos de N (que
no se han procesado antes) se colocan sobre STACK. Al principio, el vértice inicial A se coloca sobre STACK. A
continuacion se muestra la secuencia de las listas de espera en STACK y los vértices que estan en proceso:

STACK
Veértice

A DCB KCB LICB MICB JCB CB B
A D K L M J C B

En otras palabras, los vértices se procesan en el orden: A, D, K, L, M, J, C, B.

Repetir el problema 8.29 para el grafo G en la figura 8-56h).

a)

b)

Los vecinos de cada vértice se enumeran como sigue:

G=[AB,C,D; BA; CAKL; DA, JKM; KC,JM; LCM MJK,L]

A continuacion se muestra la secuencia de las listas de espera en STACK y los vértices que estan en proceso:

STACK
Veértice

A DCB CB LKB MKB KB JB B g
A D C L M K J B

En otras palabras, los vértices se procesan en el orden: A, D, C, L, M, K, J, B.

Si se empieza en el vértice A 'y se usa un algoritmo de busqueda en anchura, encontrar el orden en que se pro-
cesan los vértices para el grafo G en la: a) figura 8-56a), b) figura 8-56b).

a)

La estructura de adyacencia de G se muestra en el problema 8-29. Durante la ejecucion del algoritmo de bisqueda en
profundidad, se procesa el primer vértice N en QUEUE y luego a QUEUE se agregan los vecinos de N (que no habian
aparecido antes). Al principio, el vértice inicial A se asigna a QUEUE. A continuacion se muestra la secuencia de las
listas de espera en QUEUE vy los vértices que estan en proceso:

QUEUE
Veértice

A DCB JDC IJD Kl MK LM L g
A B Cc D J K M L

En otras palabras, los vértices se procesan en el orden: A, B, C, D, J, K, M, L.
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b) Laestructura de adyacencia de G aparece en el problema 8.30. A continuacion se muestra la secuencia de las listas de
espera en QUEUE vy los vértices que estan en proceso:

QUEUE |A DCB DC LKD LK MIL MI M ¢
Vértice A B C D K L J M

En otras palabras, los vértices se procesan en el orden: A, B, C, D, K, L, J, M.

EL PROBLEMA DEL AGENTE VIAJERO

8.32  Aplicar el algoritmo del vecino mas proximo al grafo ponderado completo G en la figura 8-57, empezando en
el: a) vértice A; b) vértice B.

Figura 8-57

a) Al empezar en A el vértice mas proximo es B, con distancia 100; desde B el mas proximo es C, con distancia 125; y
desde C el méas proximo es E, con distancia 275. Desde E es necesario ir a D con distancia 75 y, finalmente, desde D
es necesario retroceder hacia A con distancia 150. En consecuencia, el algoritmo del vecino més proximo al empezar
en A, produce el siguiente circuito hamiltoniano ponderado:

|JABCEDA| =100 + 125 4 275 4 75 4 150 = 725

b) Al empezaren D, es necesario ir hacia E, luego hacia A, de ahi hacia B, luego hacia C y finalmente de regreso a D. En
consecuencia, el algoritmo del vecino mas proximo al empezar en D, produce el siguiente circuito hamiltoniano pon-
derado:

IDEABCD| =75+ 1754 100 + 125 + 300 = 775

8.33  Demostrar el teorema 8.13. El grafo completo K, con n > 3 vértices tiene H = (n — 1)!/2 circuitos hamilto-
nianos.

La convencién para el conteo de circuitos hamiltonianos permite designar cualquier vértice en un circuito como el punto
inicial. A partir del punto inicial es posible ir a cualquiera de los n — 1 vértices, y de ahi a cualquiera de los n — 2 vértices
y asi hasta que se llega al dltimo vértice y luego se regresa al punto inicial. Por el principio de conteo basico, hay un total
de (n —1)(n —2)--- 2-1 = (n — 1)! circuitos que pueden formarse a partir de un punto inicial. Para n > 3, cualquier cir-
cuito puede parearse con uno en la direccidn opuesta que determine el mismo circuito hamiltoniano. En consecuencia, hay
un total de H = (n — 1)!/2 circuitos hamiltonianos.
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PROBLEMAS SUPLEMENTARIOS

TERMINOLOGIA DE GRAFOS

8.34

8.35

8.36

8.37
8.38

8.39
8.40
8.41

8.42

8.43

Considere el grafo G en la figura 8-58. Encuentre:

a) el grado de cada vértice (y compruebe el teorema 8.1);
b) todos los caminos simplesde AaL;

c) todos los recorridos (aristas distintas) de B a C;

d) d(A, C), ladistanciade AaC;

e) diam(G), el didmetro de G.

Figura 8-58

Considere el grafo en la figura 8-58. Encuentre (en caso de haberlos): a) todos los ciclos; b) todos los puntos de corte; c)
todos los puentes.

Considere el grafo en la figura 8-58. Encuentre el subgrafo H = H(V’, E") de G, donde V' es igual a:

a){B,C,D,J,K} b){A C,J L M} ¢){B,D,J M} d){C KL, M}

¢ Cuales son isomorfos y cuales son homeomorfos?

Suponga que un grafo G contiene dos caminos distintos de un vértice u a un vértice v. Demuestre que G tiene un ciclo.

Suponga que G es un grafo finito libre de ciclos con por lo menos una arista. Demuestre que G tiene por lo menos dos
vértices de grado 1.

Demuestre que un grafo conexo G con n vértices debe tener por lo menos n — 1 aristas.

Encuentre el nimero de grafos conexos que hay con cuatro vértices. (Dibujelos.)

Sea G un grafo conexo. Demuestre:

a) Sien G hay unciclo C que contiene una arista e, entonces G — e sigue siendo conexo.

b) Sie={u, v} esuna arista tal que G — e es inconexo, entonces uy v pertenecen a componentes distintos de G — e.

Suponga que G tiene Vvértices y E aristas. Sean M y m que denotan, respectivamente, el maximo y el minimo de los grados
de los vértices en G. Demuestre que m < 2E/V < M.

Considere los dos pasos siguientes en un grafo G: 1) Eliminar una arista. 2) Eliminar un vértice y todas las aristas que
contienen a ese vértice. Demostrar que todo subgrafo H de un grafo finito G puede obtenerse mediante una secuencia que
consta de estos dos pasos.

GRAFOS RECORRIBLES, CIRCUITOS EULERIANOS Y HAMILTONIANOS

8.44

8.45

8.46

8.47

Considere las grafos Ks, K3 3 ¥ K, 5 en la figura 8-59. Encuentre un camino euleriano (recorrible) o un circuito euleriano de
cada grafo, si existe. En caso de no existir, explique por qué.

Considere cada grafo en la figura 8-59. Encuentre un camino o un circuito hamiltoniano, si existe. En caso de no existir,
explique por qué.

Demuestre que K, tiene H = (n — 1)!/2 circuitos hamiltonianos. En particular, encuentre el nimero de circuitos hamilto-
nianos para el grafo K; en la figura 8-59a).

Suponga que G y G* son grafos homeomorfos. Demuestre que G es recorrible (euleriano) si y sélo si G* es recorrible
(euleriano).
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A B A
B
B
A c c D c
D
E F E
E D
a) b) ©)
Figura 8-59

GRAFOS ESPECIALES

8.48
8.49

8.50

8.51

Dibuje dos grafos 3-regular con a) ocho vértices; b) nueve vértices.
Considere el grafo completo K.

a) Encuentre el diametro de K.

b)  Encuentre el nimero m de aristas en K,,.

c) Encuentre el grado de cada vértice en K.

d) Encuentre los valores de n para los que K, es: i) recorrible; ii) regular.

Considere el grafo completo K .

a) Encuentre el diametro de K, .

b)  Encuentre el numero E de aristas en K, .

¢) Encuentre los K, , que son recorribles.

d) ¢Cuales de los grafos K, , son isomorfos y cuales son homeomorfos?

El n-cubo, denotado por Q,, es el grafo cuyos vértices son las 2" cadenas de bits de longitud n, y donde dos vértices son
adyacentes si solo difieren por una posicion. En las figuras 8-60a) y b) se muestran los n-cubos Q, y Q.

a) Encuentre el didmetro de Q,,

b)  Encuentre el nimero m de aristas en Q,,.

c) Encuentre el grado de cada vértice en Q,,.

d) Encuentre los valores de n para los que Q, es recorrible.

e) Encuentre un circuito hamiltoniano (denominado codigo Gray) para i) Qg; ii) Q,.

110 111

‘.r

00 01 000 001
Q, Q; Cs

a) b) )
Figura 8-60
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8.52  El n-ciclo, denotado por C,, es el grafo que consta de un solo ciclo de longitud n. En la figura 8-60c) se muestra el 6-ciclo
Cs. @) Encuentre el nimero de vértices y aristas en C,. b) Encuentre el didmetro de C,..

8.53  Describa los grafos conexos que son bipartidos y regulares.
ARBOLES

8.54  Dibuje todos los arboles con cinco vértices 0 menos.
8.55  Encuentre el nimero de arboles con siete vértices.
8.56  Encuentre el nimero de arboles de expansion en la figura 8-61a).

8.57  Encuentre el peso de un arbol de expansion minima en la figura 8-61b).

2 2
INe b oA
L - L o |2
2 3 NS
3 L 3
i
a) b)

Figura 8-61

8.58  Demuestre que cualquier arbol es un grafo bipartido.

859  (Cuales grafos bipartidos completos K., , son arboles?
GRAFOS PLANAS, MAPAS, COLOREADOS

8.60  De ser posible dibuje una representacion plana de cada grafo G en la figura 8-62; en caso contrario, demuestre que tiene un

subgrafo homeomorfo a K5 0 a Ky 5.
c) d)

Figura 8-62

a) b)

8.61  Demuestre que el 3-cubo Q, [figura 8-60b)] es plano.

8.62  Para el mapa en la figura 8-63, encuentre el grado de cada region y compruebe que la suma de los grados de las regiones
es igual al doble del nimero de aristas.

8.63  Cuente el nimero V de vértices, el nimero E de aristas y el nimero R de regiones de cada uno de los mapas en la figura
8-64, y compruebe la formula de Euler.
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Figura 8-63

IRE VAV

Figura 8-64

a)

8.64  Encuentre el nimero minimo de colores necesarios para pintar las regiones de cada mapa en la figura 8-64.
8.65  Dibuje el mapa dual a cada mapa en la figura 8-64.

8.66  Aplique el algoritmo de Welch y Powell para pintar cada grafo en la figura 8-65. Encuentre el nimero cromatico n del
grafo.

Figura 8-65

REPRESENTACION SECUENCIAL DE GRAFOS
8.67  Encuentre la matriz de adyacencia A de cada multigrafo en la figura 8-66.

A B A B A B

a) b) ©)

Figura 8-66
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8.68  Dibuje el multigrafo G correspondiente a cada una de las siguientes matrices de adyacencia:

02 0 1 111 2
2 1 1 1 100 0
DA=1451 ¢ 1 |F A=l 1 0 0 2
1110 2 0 2 2

8.69  Suponga que un grafo G es bipartido. Demuestre que es posible ordenar los vértices de G de modo que su matriz de adya-

. . 0 B
cencia A tenga la forma: A _[ c 0 }

REPRESENTACION ENLAZADA DE GRAFOS

8.70  Suponga que un grafo G se almacena en la memoria como en la figura 8-67.

Archivo vértice

1 2 3 4 5 6 7 8
VERTEX | C FlE] 4 B| D
START NEXT-V | 0 5118 304
PTR 2 )6 |12 41

Archivo arista
1 2 3 4 5 6 7 8 9 10 11 12

ADIJ 717 |4|5 711 8|31 |7
NEXT | 0| 10| 0| 7 019 3/0(010
Figura 8-67

a) Enumere los vértices en el orden en que aparecen en la memoria.
b)  Encuentre la estructura de adyacencia de G; es decir, encuentre la lista de adyacencia ady(v) de cada vértice v de G.

8.71  Muestre la estructura de adyacencia (EA) para cada grafo G en la figura 8-59.

8.72  En lafigura 8.68a) se muestra un grafo G que representa seis ciudades A, B,..., F unidas por siete autopistas numeradas
22, 33,..., 88. Muestre la forma en que G puede mantenerse en la memoria mediante una presentacion ligada con arreglos
ordenados para las ciudades y las autopistas numeradas. (Observe que VERTEX es un arreglo ordenado, de modo que el
campo NEXT-V no es necesario).

A 9 B c
88 55 77 66
14
D E 33 F
a) b)
Figura 8-68
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PROBLEMA DEL AGENTE VIAJERO

8.73

8.74

Aplique el algoritmo del vecino méas préximo al grafo ponderado completo G en la figura 8-68b) empiece en: a) el vértice
A; b) el vérticeB.

Considere el graf ponderado completo G en la figura 8-57 con 5 vértices.

a) Empiece en el vértice Ay enumere los H = (n — 1)!/2 = 12 circuitos hamiltonianos de G, y encuentre el peso de cada
uno.

b)  Encuentre un circuito hamiltoniano de peso minimo.

ALGORITMOS DE GRAFS

8.75

8.76

8.77
8.78
8.79
8.80

Considere el grafo G en la figura 8-57 (donde los vértices estan ordenados alfabéticamente).

a) Encuentre la estructura de adyacencia (EA) de G.

b)  Use el algoritmo de busqueda en profundidad 8.5 sobre G, empiece en el vértice C, encuentre la secuencia STACK y
el orden en que se procesan los vértices.

c) Repita el inciso b); ahora empiece en el vértice K.

Use el algoritmo de busqueda en anchura 8.6 sobre el grafo G en la figura 8-57 para encontrar la secuencia QUEUE y el
orden en que se procesan los vértices, empiece en: a) vértice C; b) vértice K.

Repita el problema 8.75 para el grafo G en la figura 8-65a).
Repita el problema 8.76 para el grafo G en la figura 8-65a).
Repita el problema 8.75 para el grafo G en la figura 8-65b).
Repita el problema 8.76 para el grafo G en la figura 8-65b).

Respuestas a los problemas suplementarios

8.34
8.35
8.36

8.38
8.40

8.42
8.43
8.44

a)2,4,3,2,2,2,3,2,b) ABL, ABKL, AJBL, AJBKL; ¢) BLC, BKLC, BAJBLC, BAJBKLC; d) 3; ) 4.
a) AJBA, BKLB, CDMC; b) B, C, L; ¢) s6lo {C, L}.

a)E’ ={BJ,BK,CD};b)E’'={AJ,CM, LC};c)E'={BJ,DM}; d) E' = {KL, LC, CM}. También, a) y b) son iso-
morfos, y a), b) y ¢) son homeomorfos.

Sugerencia: Considere un camino simple méaximo «, y demuestre que sus puntos extremos tienen grado 1.

Hay cinco de ellos, como se muestra en la figura 8-69.

LA T A

Figura 8-69

Sugerencia: Use el teorema 8.1.
Primero elimine todas las aristas en G que no estan en H; luego, elimine todos los vértices en G que no estan en H.

a) euleriano, puesto que todos los vértices son pares: ABCDEACEBDA. b) Ninguno, puesto que cuatro vértices son
impares. ¢) Camino euleriano que empieza en B y termina en D (o viceversa): BADCBED.
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8.51

8.52
8.53

8.54
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a) ABCDEA; b) ABCDEFA, c) ninguno, puesto que B o D deben visitarse dos veces en cualquier camino cerrado que
incluya todos los vértices.

G- 1)1/2=12.

Sugerencia: Agregar un vértice al dividir una arista no modifica el grado de los vértices originales y simplemente agrega
un vértice de grado par.

a) Los dos grafos 3-regular en la figura 8-70 no son isomorfos; b) tiene un 5-ciclo, pero a) no. b) No hay ninguno. La suma
de los grados de un grafo r-regular con s vértices es igual a rs, y rs debe ser par.

] D

Figura 8-70

a) diam(K;) = 0; todas las demas tienen diametro 1; b) m = C(n, 2) =n(n — 1)/2; c)n — 1; d) i) n = 2y n impar; ii) toda
n.

a) diam(K, ;) = 1; todas las demas tienen diametro 2; b) E = mn; ¢) K;; y K, ,, y todo K, , donde m y n sean pares;
d) ninguno es isomorfo; sélo K, ; y K; , son homeomorfos.

a) n; b) n2"%: ¢) n; d) n = 1, par, ) considere la matriz de 4 x 16:

S = = O
o= O O

0
0
1
1

—_—_— =
—_—_— = =
—— o
==
—_ O = =
—_o O ~
- o O O

11
1 0
1 1
0 0

[= el =]

11
0 1
0 0
0 0

(=l e e

que muestra la forma en que Q, (las columnas de M) se obtiene a partir de Q. Es decir, la submatriz superior izquierda de
3 x 8 de M es Q,, la submatriz superior derecha de 3 x 8 de M es Q escrita al revés, y el Gltimo renglén consta de ocho
ceros seguidos de ocho unos.

a) ny n; b) n/2 cuando n es par, (n + 1)/2 cuando n es impar.

K €s bipartido y m-regular. También, al empezar con K, .., se eliminan m aristas ajenas para obtener un grafo bipartido
que es (m — 1)-regular, se eliminan otros m aristas ajenas para obtener un grafo bipartido que es (m — 2)-regular y asi
sucesivamente. Estos grafos pueden ser inconexos, pero sus componentes conexos poseen las propiedades deseadas.

Hay ocho arboles asi, como se muestra en la figura 8-71. El grafo con un vértice y ninguna arista se denomina arbol tri-

vial.
[ ® ] [ 9 ] [ . \ 2 *—o .—I—.

a) b) c) d)

NS S v

f)

Figura 8-71
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8.55
8.56
8.57
8.59
8.60
8.61
8.62
8.63
8.64
8.65

8.66

8.67

8.68
8.69

8.70

CapiTuLo 8 TEORIA DE GRAFOS

10

15

1+1+1+14+1424243=12

m=1

S6lo a) no es plano, y K 5 es un subgrafo.

La figura 8-70a) es una representacion plana de Q.

La region exterior tiene grado 8, y las otras dos regiones tienen grado 5.
a)5,8,5,b)12,17,7;¢) 3,6,5,d) 7,12, 7

a)3;b)3;c)2;d)3.

Vea la figura 8-72.

Figura 8-72
ajn=3;a)n=4.

01 0 1 01 20 1110
NEREE | 1011 y| oo
Y1010 1| 2 10010 “|l1000

1110 0100 0200

Vea la figura 8-73.

Sean My N los dos conjuntos ajenos de vértices que determinan el grafo bipartido G. Primero se ordenan los vértices en M
y luego se ordenan los vértices en N.

a)B,F,A D,E,C.
b) G = [A:B; B:A, C, D, E; C:F; D:B; E:B; F:C]
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a) b)

Figura 8-73

a) Cada vértice es adyacente a los otros cuatro vértices.
b) G=[AB,D,F;B:A C,E;CB,D,F;,D:A C, E; EB,D,F; FA,C, E]
c)G=[AB,D;BA,C,E;CB,D; DA, C,E; EB,D].

Vea la figura 8-74.

Archivo vértice
1 2 3 4 5 6 7 8

VERTEX |4 | B | C|D|E | F
PTR 1]2]9|14|8]|12

Archivo arista
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

NUMBER | 22 | 22 | 33 | 33 |44 |44 | 55 |55 |66 | 66 | 77 | 77 | 88 | 88

ADJ 211165425263 |6|2]4]1
NEXT 3/5(0(0(7|0]|11|3]0|4]0]|10]0]°6

Figura 8-74

a) ACBEDFA| =200 |ACBEFDA| =21;B) BCFEDAB| =210 |[BCDEFAB| = 20

a) [ABCDEA| = 775, ABCEDA| = 725, ABDCEA| = 1 100, ABDECA| = 900, ]ABECDA| = 1 050,
IABEDCA| = 900, ]ACBDEA| = 825, [ACBEDA| = 775, ACDBEA| = 1 150, ]ACEBDA| = 1 100,
IADBCEA| = 975;

b) ABCEDA| = 725

a) G =[A:BJ; B:AJKL; C:DLM; D:CM; J:AB; K:BL; L:BCK; M:CD]

b) [STACK:C,MLD, DL, L, KB, B, J,AL,CMDLKBJA

c) [STACK :K,LB,CB,MDB, DB, B, JA,A], KLCMDBJA

a) [QUEUE : C,MLD, ML, L, KB, JAK, JA, J], CDMLBKAJ

b) [QUEUE : K, LB, JAL,CJA,CJ,C,MD, M], KBLAJCDM

a) G=[A:-BMJKL; B:ACDJL; C:BJ; D:BKM; J-ABCM; K:ADL; L:ABKM; M:ADJL]
b) [STACK: C,JB, MBA,LDAB, KBAD, DAB, AB,B], CJMLKDAB

c) [STACK :K,LDA, MBAD, JDAB,CBAD, BAD, AD, D], KLMJCBAD

a) [QUEUE : C, JB,LDAJ, MLDA, KMLD, KML, KM, K], CBJADLMK
b) [QUEUE : K,LDA,JMBLD,JMBL,CJMB, CJM, CJ, C], KADLBMJC
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200 CariTuLo 8 TEORIA DE GRAFOS

879 a)G=[ABLM;B:ACLM;C:BDJ; D:CK; J:.CK;K:DJL; L:ABKM; M:ABL]
b) [STACK: C, JDB,KDB,LDB, MBAD, BAD, AD, D], CJKLMBAD
c) [STACK : K,LJD,MBAJD,BAJD, CAJD,JDA, DA, A], KLMBCJDA

8.80 a)[QUEUE:C,JDB,MLAJD, KMLAJ, KMLA, KML, KM, K], CBDJALMK
b) [QUEUE : K, LJD,CLJ, CL, MBAC, MBA, MB, M], KDJLCABM
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Grafos
dirigidos

CAPITULO

9.1 INTRODUCCION

Los grafos dirigidos son grafos con aristas orientadas en una direccién. Dichos grafos son Gtiles en sistemas dinamicos
como computadoras digitales o sistemas de flujo y es esta caracteristica agregada lo que hace mas dificil la determi-
nacion de ciertas propiedades de los grafos. Es decir, el procesamiento de estos grafos puede ser semejante a recorrer
una ciudad con muchas calles de un solo sentido.

En este capitulo se proporcionan las definiciones y propiedades basicas de los grafos dirigidos. Muchas de las
definiciones son semejantes a las del capitulo precedente sobre grafos (no dirigidos). Sin embargo, por razones peda-
gdgicas, este capitulo es esencialmente independiente del capitulo precedente.

9.2 GRAFOS DIRIGIDOS

Un grafo dirigido G, o digrafo (o simplemente grafo), consta de dos partes:

i) Un conjunto V cuyos elementos ordenados se denominan vértices, nodos o puntos.
i) Un conjunto E de pares ordenados (u, v) de vértices que se denominan arcos, aristas dirigidas, o simplemente
aristas.

Cuando se desea recalcar las dos partes de G, se escribe G(V, E). También se escribe V(G) y E(G) para denotar, res-
pectivamente, el conjunto de vértices y el conjunto de aristas de un grafo G. (En caso de que no se plantee explicita-
mente, el contexto suele determinar si un grafo es o no un grafo dirigido.)

Suponga que e = (u, v) es una arista en un grafo dirigido G. Entonces se usa la siguiente terminologia:

a) eempiezaen uy terminaen v.

b) ues el origen o punto inicial de e, y v es el destino o punto terminal de e.
C) v esun sucesor de u.

d) uesadyacente a v, y v es adyacente a u.

Si u = v, entonces e se denomina lazo.
El conjunto de todos los sucesores de un vértice u es importante; se denota y define formalmente por

suc(u) = {v € V| existe una arista (u, v) € E}

Se denomina lista de sucesores o lista de adyacencia de u.

201
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202 CariTuLo 9 GRAFOS DIRIGIDOS

Una ilustracion de un grafo dirigido G es una representacion de G en el plano. Es decir, cada vértice u de G se
representa por un punto (o un circulo pequefio) y cada arista (dirigida) e = (u, v) se representa por una flecha o una
curva dirigida desde el punto inicial u de e hasta el punto terminal v. Un grafo dirigido G suele representarse por su
ilustracion, mas que mediante la enumeracion explicita de sus vértices y aristas.

Si las aristas y/o los vértices de un grafo dirigido G se etiquetan con algun tipo de datos, entonces G se denomina
grafo dirigido etiquetado.

Se dice que un grafo dirigido {V, E} es finito si su conjunto V de vértices y su conjunto E de aristas son finitos.

EJEMPLO 9.1

a) Considere el grafo dirigido G que se muestra en la figura 9-1a). Consta de cuatro vértices A, B, C, D, es decir, V(G) = {A, B, C,
D}y las siete aristas siguientes:

E(G) =f{ey. ex.... &7} ={(A, D), (B, A), (B, A), (D, B), (B, C), (D, C), (B, B)}

Se dice que las aristas e, y e; son paralelas, puesto que ambas empiezan en B y terminan en A. La arista e; es un lazo, ya que
empieza y termina en B.

Figura 9-1

b) Suponga que tres muchachos A, B, C, se lanzan una pelota entre si de modo que A siempre la lanza a B, pero B y C tienen la
misma probabilidad de lanzar la pelota a A, asi como uno al otro. Este sistema dinamico se representa en la figura 9-1b), donde
las aristas estan etiquetadas con las probabilidades respectivas; es decir, A lanza la pelota a B con probabilidad 1, B la lanza a A
y a C con probabilidad igual a 1/2 para cada uno, y C la lanzaa Ay a B con probabilidad igual a 1/2 para cada uno.

Subgrafos

Sea G = G (V, E) un grafo dirigido, y sea V' un subconjunto del conjunto V de vértices de G. Suponga que E’ es un
subconjunto de E tal que los puntos terminales de las aristas de E’ pertenecen a V'. Entonces H(V’, E) es un grafo
dirigido, y se denomina un subgrafo de G. En particular, si E’ contiene todas las aristas en E cuyos puntos terminales
pertenecen a V', entonces H(V’, E’) se denomina subgrafo de G generado o determinado por V'. Por ejemplo, para el
grafo G = G (V, E) en la figura 9-1a), H(V’, E’) es el subgrafo de G determinado por el conjunto de vértices V',
donde

V/ = {Bv C, D} y E/ = {e4’ e5’ e6’ e7 = {(D7 B)v (81 C)v (D, C)v (81 B)}

9.3 DEFINICIONES BASICAS

En esta seccidn se analizan las cuestiones de grados de los vértices, caminos y conectividad en un grafo dirigido.

www.FreelLibros.me
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Grados

Suponga que G es un grafo dirigido. EI grado de salida (outdegree) de un vértice v de G, que se escribe outdeg(v), es
el nimero de aristas que empiezan en v, y el grado de entrada (indegree) de v, que se escribe indeg(v), es el nimero
de aristas que terminan en v. Puesto que cada arista empieza y termina en un vértice, de inmediato se obtiene el siguien-
te teorema.

Teorema 9.1: Lasuma de los grados de salida de los vértices de un grafo dirigido G es igual a la suma de los grados
de entrada de los vértices, que es igual al nimero de aristas en G.

Un vértice v con grado de entrada cero se denomina fuente, y un vértice con grado de salida cero se denomina
sumidero.

EJEMPLO 9.2 Considere el grafo G en la figura 9-1a). Se tiene
outdeg (A) =1, outdeg (B) =4, outdeg (C)=0, outdeg (D) =2,
indeg (A) =2, indeg(B)=2, indeg(C)=2, indeg(D)=1.

Como era de esperar, la suma de los grados de salida es igual a la suma de los grados de entrada, que es igual al nimero 7 de aristas.
El vértice C es un sumidero, puesto que ninguna arista empieza en C. El grafo no tiene fuentes.

Caminos

Sea G un grafo dirigido. Los conceptos de camino, camino simple, recorridos y ciclo validos para grafos no dirigidos
se aplican a los grafos dirigidos G, excepto que las direcciones de las aristas deben coincidir con la direccién del cami-
no. Con mas precision:

i) Un camino (dirigido) P en G es una secuencia alterna de vértices y aristas dirigidas; Por ejemplo,
P = (Uo, el, Ul, 6‘2, Uz, sy en, Un)

tal que la arista e; empieza en v;_, y termina en v;. Si no hay ambigtiedad, P se denota por su secuencia de vértices
0 su secuencia de aristas.

ii) La longitud del camino P es n, su nimero de aristas.

iii) Un camino simple es un camino con vértices distintos. Un recorrido es un camino con aristas distintas.
iv) Un camino cerrado tiene los mismos Vértices inicial y final.

v) Un camino de expansion contiene todos los vértices de G.

vi) Un ciclo (o circuito) es un camino cerrado con vértices distintos (excepto el primero y el Gltimo).

vii) Un semicamino es lo mismo que un camino, excepto que la arista e; puede empezar en v;_; 0 en v; y terminar en
el otro vértice. Los semirecorridos y los caminos semisimples se definen en forma anéloga.

Un vértice v es alcanzable desde un vértice u si hay una camino de u a v. Si v es alcanzable desde u, entonces (al
eliminar las aristas redundantes) debe haber un camino simple de u a v.

EJEMPLO 9.3 Considere el grafo G en la figura 9-1a).

a) Lasecuencia P, = (D, C, B, A) es un semicamino, no un camino, puesto que (C, B) no es una arista; es decir, la direccion de
e; = (C, B) no coincide con la direccion de P;.

b) La secuencia P, = (D, B, A) es un camino de D a A puesto que (D, B) y (B, A) son aristas. Por tanto, A es alcanzable desde D.
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Conectividad

En un grafo dirigido G hay tres tipos de conectividad:

i) G es fuertemente conexo o fuerte si para cualquier par de vértices u y v en G, hay un camino de u a vy un camino
de v a u; es decir, cada uno es alcanzable desde el otro.

ii) G es unilateralmente conexo o unilateral si para cualquier par de vértices uy v en G, hay un camino de ua v o un
camino de v a u; es decir, uno de ellos es alcanzable desde el otro.

iii) G es débilmente conexo o débil si entre cualquier par de vértices u'y v en G hay un semicamino.

Sea G’ el grafo (no dirigido) que se obtiene a partir de un grafo dirigido G al dejar que todas las aristas de G sean no
dirigidas. Resulta evidente que G es débilmente conexo si y sélo si el grafo G’ es conexo.

Observe que fuertemente conexo implica unilateralmente conexo, lo cual implica débilmente conexo. Se dice que
G es estrictamente unilateral si es unilateral pero no fuerte, y se dice que G es estrictamente débil si es débil pero no
unilateral.

La conectividad puede caracterizarse en términos de los caminos de expansion como sigue:

Teorema 9.2: Sea G un grafo dirigido finito. Entonces:
i) G es fuerte si y sélo si G tiene un camino de expansién cerrado.
ii) G es unilateral si y sélo si G tiene un camino de expansion.
iii) G es débil siy solo si G tiene un semicamino de expansion.

EJEMPLO 9.4 Considere el grafo G en la figura 9-1a). Es débilmente conexo puesto que el grafo no dirigido subyacente es
conexo. No hay ningin camino desde C hasta cualquier otro vértice; es decir, C es un sumidero, de modo que G no es fuertemente
conexo. Sin embargo, P = (B, A, D, C) es un camino de expansion, de modo que G es unilateralmente conexo.

Los grafos con fuentes y sumideros aparecen en muchas aplicaciones (como diagramas de flujo y redes). Una
condicion suficiente para que tales vértices existan es la siguiente.

Teorema 9.3: Suponga que un grafo dirigido finito G es libre de ciclos; es decir, que no contiene ciclos (dirigidos).
Entonces G contiene una fuente y un sumidero.

Demostracion: Sea P = (vg, vy,..., v,) un camino simple de longitud méxima, que existe porque G es finito. Entonces
el ultimo Vvértice v, es un sumidero; en caso contrario, una arista (v, u) extiende a P o forma un ciclo si u = v; para
alguna i. En forma semejante, el primer vértice v, es una fuente.

9.4 ARBOLES CON RAIZ

Recuerde que un grafo de un arbol es un grafo conexo libre de ciclos; es decir, un grafo conexo sin ningln ciclo. Un
arbol T con raiz es un grafo de un arbol con un vértice designado r al que se le denomina raiz del arbol. Puesto que
existe un camino simple Unico de laraiz r a cualquier otro vértice v en T, esto determina una direccion hacia las aristas
de T. Por tanto, T puede considerarse como un grafo dirigido. Observe que cualquier arbol puede hacerse un arbol con
raiz con la simple eleccién de uno de los vértices como la raiz.

Considere un arbol T con raiz cuya raiz es r. La longitud del camino de la raiz r a cualquier vértice v se denomina
nivel (o profundidad) de v, y el maximo nivel de vértice se denomina profundidad del &rbol. Los vértices con grado 1,
que no sean la raiz r, se denominan hojas de T, y un camino dirigido de un vértice a una hoja se denomina rama.

Por lo general, un arbol T con raiz se ilustra con la raiz en la parte superior del arbol. En la figura 9-2a) se muestra
un arbol T con raiz r y 10 vértices mas. El arbol tiene cinco hojas d, f, h, i y j. Observe que nivel(a) = 1, nivel(f) = 2,
nivel (j) = 3. Ademas, la profundidad del arbol es 3.

El hecho de que un arbol T con raiz proporcione una direccion a las aristas significa que es posible asignar una
relacion de precedencia entre los vértices. De manera mas precisa, se dice que un vértice u precede a un vértice v 0
que v sigue a u si hay un camino (dirigido) de v a u. En particular, se dice que v sigue inmediatamente a u si (u, v) es

www.FreelLibros.me



9.4 ARBOLES CON RAiZ 205

/\
/\ /\

VANVAN
. VANRERVAN
VANIVAN

b)

Figura 9-2

una arista; es decir, si v sigue a uy v es adyacente a u. Observe que cualquier vértice v, que no sea la raiz, sigue inme-
diatamente a un vértice Unico, aunque v puede ser seguido inmediatamente por mas de un vértice. Por ejemplo, en la
figura 9-2a), el vértice j sigue a ¢ aunque inmediatamente sigue a g. Ambos vértices i y j siguen inmediatamente a g.

Un arbol T con raiz también es un dispositivo Util para enumerar todas las posibilidades logicas de una secuencia
de eventos donde cada evento puede ocurrir en una forma finita de formas. Este hecho se ilustra con el siguiente
ejemplo.

EJEMPLO 9.5 Suponga que Marcos y Eric juegan en un torneo de tenis de modo que la primera persona en ganar dos juegos
seguidos o quien gane un total de tres juegos gana el torneo. Encuentre el nimero de formas en que puede desarrollarse el torneo.

El arbol con raiz en la figura 9-2b) muestra las diferentes formas en que puede desarrollarse el torneo. Hay 10 hojas que corres-
ponden a las 10 formas en que puede ocurrir el torneo:

MM, MEMM, MEMEM, MEMEE, MEE, EMM, EMEMM, EMEME, EMEE, EE

Especificamente, el camino de la raiz a la hoja describe quién gané cuéles juegos en el torneo.

Arboles con raiz ordenados

Considere un arbol T con raiz en el que las aristas que salen de cada vértice estan ordenadas. Entonces se tiene el
concepto de arbol con raiz ordenado. Los vértices de un arbol asi pueden etiquetarse (o direccionarse) en forma sis-
tematica como: primero se asigna O a la raiz r. Luego se asigna 1, 2, 3,..., a los vértices que siguen de inmediato a r
segun la forma en que se ordenaron las aristas. Enseguida se etiquetan los vértices restantes: si a es la etiqueta de un
vértice v, entonces a.1, a.2,... se asignan a los vértices que siguen de inmediato a v segln la forma en que se ordena-
ron las aristas. Este sistema de direcciones se ilustra en la figura 9-3a), donde las aristas se representan de izquierda a
derecha segln su orden. Observe que el nimero de puntos decimales en cualquier etiqueta es uno menos que el nivel
del vértice. Este sistema de identificacion se denomina sistema universal de direcciones para un arbol con raiz orde-
nado.

El sistema universal de direcciones constituye una forma importante para describir (o almacenar) linealmente un
arbol con raiz ordenado. De manera mas concisa, dadas las direcciones a y b, se hace a < b si b = a.c (es decir, a es
un segmento inicial de b), o si hay enteros positivos my n con m < n tales que

a=rms y b=rnt

Este orden se denomina orden lexicografico puesto que es semejante a la forma en que las palabras estan dispuestas
en un diccionario. Por ejemplo, las direcciones en la figura 9-3a) estan ordenadas linealmente segln se representa en
la figura 9-3b). Ese orden lexicogréafico es idéntico al orden que se obtiene al moverse hacia abajo a partir de la rama
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3.1.1
32
321
3.2.1.1
322

a) b)

Figura 9-3

mas a la izquierda del arbol, en seguida hacia la siguiente rama a la derecha, luego la segunda rama a la derecha y asi
sucesivamente.

9.5 REPRESENTACION SECUENCIAL DE GRAFOS DIRIGIDOS

Hay dos formas fundamentales para mantener un grafo dirigido G en la memoria de una computadora. Una forma,
denominada representacion secuencial de G, es por medio de su matriz de adyacencia A. La otra forma, denominada
representacion enlazada de G, es por medio de listas ligadas de vecinos. En esta seccién se estudia la primera repre-
sentacion. La representacion enlazada se analizara en la seccién 9.7.

Suponga que un grafo G tiene m vértices (nodos) y n aristas. Se dice que G es denso si m = O(n?) y disperso si
m = O(n) o inclusive si m = O(n log n). Cuando G es denso suele usarse la representacion matricial de G, y cuando G
es disperso suelen usarse las listas ligadas. Sin importar la forma en que un grafo G se mantiene en la memoria, el grafo
G suele introducirse en la computadora por medio de su definicion formal; es decir, como una coleccion de vértices y
una coleccion de aristas (pares de vértices).

Observacion: Para evitar casos especiales de los resultados se supone, a menos que se especifique otra cosa, que
m > 1, donde m es el nimero de vértices en el grafo G. En consecuencia, G no es conexo si G no tiene aristas.

Diagramas y relaciones, matriz de adyacencia

Sea G(V, E) un grafo dirigido simple; es decir, un grafo sin aristas paralelas. Entonces E es simplemente un subcon-
junto de V x V, y entonces E es una relacion sobre V. A la inversa, si R es una relacion sobre un conjunto V, entonces
G(V, R) es un grafo dirigido simple. Por tanto, los conceptos de relaciones sobre un conjunto y de grafos dirigidos
simples son uno y el mismo. De hecho, en el capitulo 2, ya se present6 el grafo dirigido correspondiente a una relacion
sobre un conjunto.

Suponga que G es un grafo dirigido simple con m vértices y que los vértices de G se han ordenado y que se deno-
minan v, v,,..., vy, Entonces la matriz de adyacencia A = [a;] de G es la matriz de m x m definida como sigue:

o 1 siexiste una arista (v, v;)
7] 0 enotrocaso

Esta matriz A, que s6lo contienen entradas 0 o 1, se denomina matriz de bits o matriz booleana. (Aunque la matriz de
adyacencia de un grafo no dirigido es simétrica, esto no es cierto aqui para un grafo dirigido.)

La matriz de adyacencia A del grafo G depende del ordenamiento de los vértices de G. Sin embargo, las matrices
resultantes de dos ordenamientos distintos estan estrechamente relacionadas en el sentido de que una puede obtenerse
a partir de la otra al intercambiar simplemente renglones y columnas. A menos que se establezca otra cosa, se supone
que los vértices de la matriz tienen un ordenamiento fijo.

Observacion: La matriz de adyacencia A = [a;] puede extenderse a grafos dirigidos con aristas paralelas al hacer:

aj; = numero de aristas que empiezan en v; y terminan en v
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Asi, las entradas de A son enteros no negativos. A la inversa, toda matriz A m x m con entradas enteras no negativas
define de manera Gnica un grafo dirigido con m vértices.

EJEMPLO 9.6 Sea G el grafo dirigido en la figura 9-4a) con vértices v,, v,, v3, v,. Entonces la matriz de adyacencia A de G se
muestra en la figura 9-4b). Observe que el nimero de unos en A es igual al nimero (ocho) de aristas.

vy - vy
0 0 0 1
1 01 1
A=l 0 0 1
1 01 0
U3 Uy
a) b)

Figura 9-4

Considere las potencias A, A%, A%,..., de la matriz de adyacencia A = [a;;] de un grafo G. Sea
ay(i, j) = la entrada ij en la matriz A

Observe que a,(i, j) = a;; proporciona el nimero de caminos de longitud 1 del vértice v; al vértice v;. Puede demostrarse que
ay(i, j) proporciona el nimero de caminos de longitud 2 de v; a v;. De hecho, en el problema 9.17 se demuestra el siguiente resulta-

do general.

Proposicion 9.4: Sea A la matriz de adyacencia de un grafo G. Entonces a(i, j), la entrada ij en la matriz A, propor-
ciona el numero de caminos de longitud K de v; a v;.

EJEMPLO 9.7 Considere de nuevo el grafo G y su matriz de adyacencia A que se muestran en la figura 9-4. A continuacion se
proporcionan las potencias A%, Ay A%:

A? = . AS= . A=

B RN e
oo oo
O R kP
N RN O
NN W
oo oo
N RN O
BN W N
W w o1 N
oo oo
RN W
ENQNIVING,

Observe que a,(4, 1) = 1, de modo que hay un camino de longitud 2 de v, a v,. También, a;(2, 3) = 2, de modo que hay dos cami-
nos de longitud 3 de v, a vg; ¥ a4(2, 4) = 5, de modo que hay cinco caminos de longitud 4 de v, a v,.

Observacion: Sea A la matriz de adyacencia de un grafo G, y sea B, la matriz definida por:
B =A+A2+ A3 4. 4 A

Entonces la entrada ij de la matriz B, proporciona el nimero de caminos de longitud r o menos del vértice v; al
vertice v;.

Matriz de caminos

Sea G = G(V, E) un grafo dirigido simple con m vértices v;, v,, ..., v, La matriz de caminos o matriz de alcanzabi-
lidad de G es la matriz cuadrada P = [p;] definida como:

_ ] 1 sihayuncaminode v; a v;
Pii= 1 0 enotro caso

(La matriz de caminos puede considerarse como la cerradura transitiva de la relacion E sobre V.)
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Ahora suponga que en un grafo G con m vértices hay un camino del veértice v; al vértice v;. Entonces debe haber un
camino simple de v; a v; cuando v; # v;, 0 debe haber un ciclo de v; a v; cuando v; = v;. Puesto que G tiene m vértices,
este camino simple debe tener longitud m — 1 0 menor, o tal ciclo debe tener longitud m o menor. Esto significa que en
la matriz B, (definida antes) hay una entrada ij distinta de cero, donde A es la matriz de adyacencia de G. En conse-
cuencia, la matriz de caminos P y B,, tienen las mismas entradas diferentes de cero. Este resultado se plantea formal-
mente como sigue.

Proposicion 9.5: Sea A la matriz de adyacencia de un grafo G con m vértices. Entonces la matriz de caminos Py B,
tienen las mismas entradas diferentes de cero, donde

By,=A+A2+ A3 4... 4 A"

Recuerde que un grafo dirigido G es fuertemente conexo si, para cualquier par de vértices uy v en G, hay un cami-
no de ua vy de v au. Por consiguiente, G es fuertemente conexo si y solo si la matriz de caminos P de G no tiene
entradas cero. Este hecho junto con la proposicion 9.5 proporciona el siguiente resultado.

Proposicion 9.6: Sea A la matriz de adyacencia de un grafo G con m vértices. Entonces G es fuertemente conexo si
y s6lo si B, no tiene entradas cero, donde

B,=A+A’+AS4+... 4+ A"

EJEMPLO 9.8 Considere el grafo G y su matriz de adyacencia A, que se muestran en la figura 9-4. Aqui G tiene m = 4 vértices.
Al sumar la matriz A y las matrices A2, A3, A*en el ejemplo 9.7 se obtiene la siguiente matriz B, y también una matriz de caminos
(de alcanzabilidad) P al sustituir las entradas diferentes de cero en B, por 1:

4 0 3 4 101 1
1 0 7 11 101 1
Ba=\|7 0 4 7 Yy P=11 9011
70 4 7 101 1

Al analizar la matriz B, o P, se observan entradas iguales a cero; por tanto, G no es fuertemente conexo. En este caso se observa
que el vértice v, no es alcanzable desde ninguno de los otros vértices.

Observacion: La matriz de adyacencia A y la matriz de camino P de un grafo G se consideran matrices logicas
(booleanas) cuando 0 representa “falso” y 1 representa “verdadero”. Asi, las operaciones légicas de A (AND) y v (OR)
pueden aplicarse a las entradas de A y P donde estas operaciones, usadas en la siguiente seccion, se definen en la figu-
ra 9-5.

A 0 1 \% 0 1
0
a) AND. b) OR.
Figura 9-5

Cerradura transitiva y la matriz de caminos

Sea R una relacion sobre un conjunto finito V con m elementos. Como ya se observo, la relacion R puede identificarse
con el grafo dirigido simple G = G(V, R). Se observa que la relacion composicién R> = R x R consta de todos los
pares (u, v) tales que hay un camino de longitud 2 de u a v. En forma semejante:

RX = {(u, v) | hay un camino de longitud K de u a v}.

www.FreelLibros.me



9.6 ALcoRITMOS DE WARSHALL, CAMINOS MAS corTos 209

La cerradura transitiva R* de la relacion R sobre V ahora puede considerarse como un conjunto de pares ordenados (u,
v) tales que hay en el grafo G un camino de u a v. Ademas, por el analisis anterior, sélo es necesario buscar caminos
simples de longitud m — 1 o menor y ciclos de longitud m 0 menor. En consecuencia, se tiene el siguiente resultado,
que caracteriza la cerradura transitiva R* de R.

Teorema 9.7: Sea R una relacién sobre un conjunto V con m elementos. Entonces:
i) R*=RUR?U....UR"es la cerradura transitiva de R.
ii) La matriz de caminos P de G(V, R) es la matriz de adyacencia de G’(V, R¥).

9.6 ALGORITMO DE WARSHALL, CAMINOS MAS CORTOS

Sea G un grafo dirigido con m vértices vy, v,,..., v, Suponga que desea encontrar la matriz de caminos P del grafo
G. Warshall proporcion6 un algoritmo mucho mas eficiente que calcular las potencias de la matriz de adyacencia A.
Tal algoritmo se define en esta seccion, y un algoritmo semejante se utiliza para encontrar los caminos mas cortos en
G cuando G es ponderado.

Algoritmo de Warshall

Primero se definen las matrices booleanas cuadradas m x m Py, P4,..., P, donde P,[i, j] denota la entrada ij de la
matriz Py

1 si hay un camino simple de v; a v; que no use ningun otro vertice,
Pli, j1= excepto quiza vy, vy, ..., V.
0 enotro caso.

Por ejemplo,

Pi,j] =1 sihay un camino simple de v; a v; que no use ningun otro vértice,
excepto quiza vy, vy, vs.

Observe que la primera matriz P, = A es la matriz de adyacencia de G. Ademas, puesto que G sélo tiene m vértices,
la Gltima matriz P, = P es la matriz de caminos de G.
Warshall observo que P,[i, j] = 1 puede pasar s6lo si ocurre uno de los dos casos siguientes:

1) Hay un camino simple de v; a v; que no usa ningun otro vértice, excepto quiza vy, v,,..., vx_y; pOr tanto,
P qli, j1=1

2) Hay un camino simple de v; a v, y un camino simple de v, a v; donde cada camino simple no usa ningun otro ver-
tice, excepto quiza vy, v,, ..., v,_4; POr tanto,

Peali,kl=1"y Pglk, jl=1
Estos dos casos se representan como sigue:
Dy = > v =y >

donde — --- — denota parte de un camino simple que no usa ningun otro vértice, excepto quizé vy, v,,..., v_;. En
consecuencia, los elementos de P, pueden obtenerse como sigue:

Pli, j1 = Py_qli, j1 vV (Py_qli, k1 N P_qlk, j1)

donde se usan las operaciones légicas de A (AND) y v (OR). En otras palabras, cada entrada en la matriz P, puede
obtenerse buscando sdlo tres entradas en la matriz P,_;. El algoritmo de Warshall se muestra en la figura 9-6.
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Algoritmo 9.1 (de Warshall):  Un grafo dirigido G con M vértices se mantiene en la memoria por medio de su
matriz de adyacencia A. Este algoritmo encuentra la matriz de caminos (booleana) P del grafo
de G.

Paso 1. Repetirparal,J=1,2,..., M; [Inicializa P].
Si A[l, J] = 0, entonces: Establecer P[l, J]: = 0;
O bien: Establecer PJI, J]: = 1.
[Fin del ciclo].

Paso 2. Repetir los pasos 3y 4 paraK =1, 2,..., M: [Actualiza P].

Paso 3. Repetir el paso 4 paral =1, 2,..., M:
Paso 4. RepetirparaJ =1, 2,..., M:
Establecer P[I, J]:= P[l, J] v P[l, K] A P[K, J]).
[Fin del ciclo].

[Fin del ciclo del paso 3].
[Fin del ciclo del paso 2].

Paso 5. Salir.

Figura 9-6

Algoritmo del camino més corto

Sea G un grafo dirigido simple con m vértices, vy, v,,..., v, Suponga que G es ponderado; es decir, suponga que a
cada arista e de G se asigna un nimero no negativo w(e) denominado peso o longitud de e. Entonces G puede mante-
nerse en la memoria por medio de su matriz de pesos W = [wy;] definida como sigue:

w(e) sihayunaaristaedev;av;
w< .= . -
1 0 si no hay una arista de v; a v;

La matriz de caminos P indica si entre los vértices hay o no caminos. Ahora se desea encontrar una matriz Q que indi-
que las longitudes de los caminos mas cortas entre los vertices o, mas exactamente, una matriz Q = [g;;] donde

[g;;] = longitud del camino mas corto de v; a v

A continuacion se describe una modificacion del algoritmo de Warshall que encuentra de manera eficiente la ma-
triz Q.

Aqui se define una secuencia de matrices Qg, Q1. ..., Q, (semejante a las matrices anteriores Py, Py, ..., P,,) donde
Q.li, j1, la entrada ij de Q,, se define como sigue:

Qli, j1 = la menor longitud del camino precedente de v; a v; 0 la suma de las longitudes de los caminos preceden-
tes de v; a v, y de vy a v;.

Maés exactamente,
Orli, j1=MIN(Qy_1li, j1, Qp_qli, k1 + Op_1lk, j1)
La matriz inicial Q, es la misma que la matriz de pesos W, excepto que cada O en w se sustituye por oo (0 por un

ndmero muy, muy grande). La matriz final Q,, es la matriz buscada Q.

EJEMPLO 9.9 En lafigura 9-7 se muestran un grafo ponderado G y su matriz de pesos W, donde se supone que v; =R, v, =S,
va=T,v,=U.

Suponga que el modelo modificado del algoritmo de Warshall se aplica al grafo ponderado G en la figura 9-7. Se obtienen las
matrices Qg, Qq, Q3 Y Q4 en la figura 9-8. (A la derecha de cada matriz Q, en la figura 9-8 se muestra la matriz de caminos que
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=

Il
L=
(=T}
—_—o oo
i I O

Figura 9-7

corresponde a las longitudes en la matriz Q,.) Las entradas en la matriz Q, son las mismas que en la matriz de pesos W, excepto que
cada 0 en W se sustituye por oo (un nimero muy, muy grande). A continuacion se indica como se obtuvieron las entradas encerra-
das en un circulo:

MiN(co,4+5) =9
MIN(o0, 5 + 00) = 00
MIN@©,3+1) =4
MIN(10,5+4) =9

01[4,2] = MIN (Qq[4,2], Qol4, 1]+ Qpl1, 2]
0,[1,3] = MIN (Q4[1,3], 0Q1[1,2] + Q4[2, 3]
] ]
] ]

Q3[4,2] = MIN (Q,[4, 2], Q,[4,3]+ 0,[3,2
043,11 = MIN (Q3[3, 11, Qsl3,4] + Q5[4,1

La dltima matriz Q, = Q, la matriz buscada con el camino mas corto.

)
)
)
)

Figura 9-8

9.7 REPRESENTACION LIGADA DE GRAFOS DIRIGIDOS

Sea G un grafo dirigido con m vértices. Suponga que el nimero de aristas de G es O(m), o incluso O(m log m); es decir,
suponga que G es disperso. Entonces la matriz de adyacencia A de G contiene muchos ceros; por tanto, se desperdicia
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bastante espacio de memoria. En consecuencia, cuando G es disperso, G suele representarse en la memoria por medio
de algun tipo de representacién enlazada, también denominada estructura de adyacencia, que se describe a continua-
cién con un ejemplo.

A D Vértice | Lista de adyacencia

B,C,D
c

@

CE

C

SRS "IN

B C
a) Grafo G b) Listas de adyacencia de G

Figura 9-9

Considere el grafo dirigido G en la figura 9-9a). Observe que G puede definirse en forma equivalente por la tabla
en la figura 9-9b), donde se muestra cada vértice en G seguido por su lista de adyacencia, también denominada de sus
sucesores 0 vecinos. Aqui el simbolo ¢ denota una lista vacia. Observe que cada arista de G corresponde a un vértice
Unico en una lista de adyacencia y viceversa. Aqui, G tiene siete aristas y en las listas de adyacencia hay siete vértices.
Esta tabla también puede presentarse en la siguiente forma abreviada, donde dos puntos “:” separan un vértice de su
lista de vecinos y un punto y coma “;” separa las diversas listas:

G=[A:B,C,D; B:C; C:@; D:C,E, E:C]

La representacion ligada de un grafo dirigido G mantiene a G en la memoria mediante el uso de listas ligadas para sus
listas de adyacencia. Con mas brevedad, la representacion enlazada normalmente contiene dos archivos (conjuntos de
registros), uno denominado Vertex File y el otro Edge File, como sigue.

a) Vertex File: Este archivo contiene la lista de vértices del grafo G usualmente mantenida por medio de un arreglo o
por una lista ligada. Cada registro del archivo tiene la forma

[ VERTEX | NeXTV | PTR [

Aqui VERTEX es el nombre del vértice, NEXT-V apunta al siguiente vértice en la lista de vértices en el Vertex
File, y PTR apunta al primer elemento en la lista de adyacencia del vértice que aparece en el Edge File. El area
sombreada indica que en el registro correspondiente al vértice puede haber otra informacion.

b) Edge File: Este archivo contiene las aristas de G y todas las listas de adyacencia de G, donde cada lista se mantie-
ne en la memoria por medio de una lista ligada. Cada registro del Edge File representa una arista tnica en G y, por
tanto, corresponde a un vértice Gnico en una lista de adyacencia. Normalmente, el registro tiene la forma

[ EDGE | BEGV | END-V | NEXTE [

Aqui:

1) EDGE es el nombre de la arista (en caso de tener una).

2) BEG-V apunta a la ubicacion del Vertex File del vértice inicial de la arista.

3) END-V apunta a la ubicacion del Vertex File del vértice terminal de la arista. Las listas de adyacencia aparecen
en este campo.

4) NEXT-E apunta a la ubicacién en el Edge File del siguiente vértice en la lista de adyacencia.

Recuerde que las listas de adyacencia constan de vértices terminales, por lo que se mantienen mediante el campo
END-V. El area sombreada indica que en el registro correspondiente a la arista puede haber otra informacion. Se
observa que el orden de los vértices en una lista de adyacencia no depende del orden en que las aristas (pares de vér-
tices) aparecen en los datos de entrada.
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En la figura 9-10 se muestra la forma en que el grafo G en la figura 9-9a) puede aparecer en la memoria. Aqui los
vértices de G se mantienen en la memoria por medio de una lista ligada usando la variable START para apuntar al
primer vértice. (En forma alterna, podria usarse un arreglo lineal para la lista de vértices, y asi no seria necesario NEXT-
V.) La eleccidn de ocho ubicaciones para el Vertex File y 10 localizaciones para el Edge File es arbitraria. El espacio
adicional en los archivos se usa en caso de que en el grafo se inserten vértices o aristas adicionales. En la figura 9-10
también se muestra, con flechas, la lista de adyacencia [B, C, D] del vértice A.

Archivo vértice

1 2 3 4 5 6 7 8
VERTEX | C 4 E|B D
START[3]| NEXTV | 8 6 01 5
PTR 0 3 0] 6 1
C
1 Archivo arista L 1
1 2 3 4 5 6 7 8 9 10
BEG-V |8 (D) 3(4) | 3(4) 6(B) | 8(D) 3(4) | 5(E)
END-V | 1(C) 6(B) | 6 (D) 1(0) | 5(E) 1(C) | 1(0)
NEXT-E| 7 0 0 0

U j

Figura 9-10

9.8 ALGORITMOS DE GRAFOS: BUSQUEDAS EN PROFUNDIDAD
Y EN ANCHURA

En esta seccion se analizan dos importantes algoritmos de grafos para un grafo dado G. Cualquier algoritmo de grafos
particular puede depender de la forma en que G se mantiene en la memoria. Aqui se supone que G se mantiene en la
memoria por medio de su estructura de adyacencia. El grafo de prueba G con su estructura de adyacencia se muestran
en la figura 9-11.

Muchas aplicaciones de grafos requieren el examen sistematico de los vértices y las aristas de un grafo G. Hay dos
formas normales para hacer lo anterior. Una forma se denomina busqueda en profundidad (DFS: depth-first search) y
la otra, busqueda en anchura (BFS: breadth-first search). (Estos algoritmos son esencialmente idénticos a los corres-
pondientes para grafos no dirigidos del capitulo 8.)

Listas de adyacencia

A:B,E, F
B:E,L
C:D,E,J
D: E
E:F
F:D
J:D, K
K:C, L
L:CE

a) b)

Figura 9-11
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Durante la ejecucién de los algoritmos, cada vértice (nodo) N de G se encuentra en uno de tres estados, denomina-
dos status de N, como sigue:

STATUS = 1: (Estado Ready) El estado inicial del vértice N.
STATUS = 2: (Estado Waiting) El vértice N esta en una lista (de espera), en espera de ser procesado.
STATUS = 3: (Estado Processed) El vértice N ha sido procesado.

La lista de espera para la busqueda en profundidad es una STACK —maodificada— (que se escribe horizontalmente
con la parte superior de STACK a la izquierda), mientras la lista de espera para la basqueda en anchura es una
QUEUE.

a) Busqueda en profundidad: La idea general detras de una busqueda en profundidad que empieza en un vértice
inicial A es: primero se procesa el vértice inicial A. Luego se procesa cada vértice N a lo largo de un camino P que
empiece en A; es decir, se procesa un vecino de A, luego un vecino de un vecino de Ay asi en lo sucesivo. Después
de llegar a un “punto muerto”; es decir, a un vértice sin vecino no procesado, se retrocede sobre el camino P hasta
que es posible continuar a lo largo de otro camino P’.Y se contintia del mismo modo. El retroceso se logra usando
una STACK para mantener los vértices iniciales de futuros caminos posibles. También se requiere un campo
STATUS que indica el estado actual de cualquier vértice, de modo que ningln vértice sea procesado mas de una
vez. El algoritmo se muestra en la figura 9-12.

Algoritmo 9.2 (De busqueda en profundidad): Este algoritmo ejecuta una blsqueda en profundidad sobre un
grafo dirigido G, empezando en un vértice inicial A.

Paso 1. Todos los vértices se inicializan en el estado ready (STATUS = 1).
Paso 2. El vértice inicial A se introduce en STACK vy el status de A cambia al estado waiting (STATUS = 2).
Paso 3. Repetir los pasos 4 y 5 hasta que STACK esté vacia.

Paso 4. El vértice superior N se saca de STACK. Se procesa N, y se establece STATUS (N) = 3, el estado
processed.
Paso 5. Examinar cada vecino J de N.

a) Si STATUS (J) = 1 (estado ready), J se coloca sobre STACK y se restablece STATUS (J) = 2
(estado waiting).

b) SiSTATUS (J) = 2 (estado waiting), el J previo se elimina de STACK y el J actual se coloca sobre
STACK.

c) Si STATUS (J) = 3 (estado processed), se ignora el vértice J.

[Fin del ciclo del paso 3.]

Paso 6. Salir.

Figura 9-12

El algoritmo 9.2 procesa s6lo aquellos vértices que son alcanzables desde un vértice inicial A. Suponga que se desea
procesar todos los vértices en el grafo G. Asi, el algoritmo debe modificarse de modo que vuelva a empezar con otro
vértice que aln se encuentre en el estado ready (STATE = 1). Este nuevo Vértice, por ejemplo B, puede obtenerse al
recorrer la lista de vértices.

Observacion: Técnicamente, la estructura STACK en el algoritmo 9.2 no es una pila ya que, en el paso 5b), se permi-
te la eliminacion de un vértice J y luego su insercion en el frente de la pila. (Aunque se trata del mismo vértice J,
representa una arista distinta.) Si el J previo no se elimina en el paso 5b), entonces se obtiene un algoritmo de recorri-
do alterno.
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EJEMPLO 9.10 Considere el grafo de prueba G en la figura 9-11. Suponga que desea encontrar e imprimir todos los vértices
alcanzables desde el vértice J (incluso a J). Una forma de hacerlo es aplicar un algoritmo en profundidad de G empezando en el
vértice J.

Al aplicar el algoritmo 9.2, los vértices se procesan e imprimen en el orden siguiente:
J K L E F D C
En la figura 9-13a) se muestra la secuencia de las listas de espera en STACK y los vértices que estan en proceso. (La
linea diagonal / indica que un vértice se elimina de la lista de espera.) Recuerde que cada vértice, excepto J, proviene

de una lista de adyacencia, y por tanto, es el vértice terminal de una arista Unica del grafo. La arista se ha indicado al
etiquetar el vértice terminal con el vértice inicial de la arista como un subindice. Por ejemplo,

D.

j
significa que D esta en la lista de adyacencia de J, y entonces que D es el vértice terminal de una arista que empieza
en J. Estas aristas constituyen un arbol T con raiz cuya raiz es J, lo cual se muestra en la figura 9-13b). (Los nimeros
indican el orden en que las aristas se agregan al arbol.) Este arbol T genera el subgrafo G’ de G que consta de los vér-

tices alcanzables desde J.

STACK Vértice
J J
Ky, Dy Ky
Lk, Ck, Dy Lg
Ep, Cp, €k, Dy Ep
Fg, CL, Dy Fg
DF H CLﬁ ]Z J DF
Cp Co
%]
a)

Figura 9-13

b) Busqueda en anchura: La idea general detréas de una bisqueda en anchura que empieza en un vértice inicial A es:
primero se procesa el vértice inicial A. Luego se procesan todos los vecinos de A 'y enseguida se procesan todos los
vecinos de los vecinos de A. Y asi se continda. Resulta evidente que es necesario mantener la pista de los vecinos
de un vértice, asi como garantizar que ningun vértice sea procesado dos veces. Esto se logra usando una QUEUE
para mantener los vértices que estan en espera de ser procesados; y mediante un campo STATUS que indica el
estado actual de un vértice. El algoritmo se muestra en la figura 9-14.

El algoritmo 9.3 s6lo procesa aquellos vértices que son alcanzables desde un vértice inicial A. Suponga que se desea
procesar todos los vértices en un grafo G. Entonces es necesario modificar el algoritmo de modo que nuevamente
empiece con otro vértice que aln se encuentre en el estado ready (STATE = 1). Este nuevo vértice B, por ejemplo,
puede obtenerse al recorrer la lista de vértices.

EJEMPLO 9.11 Considere el grafo de prueba G en la figura 9-11. Suponga que G representa los vuelos diarios entre ciudades
y que desea volar de la ciudad A a la ciudad J con el menor nimero de escalas. Es decir, se quiere encontrar un camino mas corto
P de A aJ (donde cada arista tiene un peso de 1). Una forma de hacer lo anterior es usar una busqueda en anchura de G empezando
en el vértice A, y detenerse tan pronto como se encuentre J.

En la figura 9-15a) se muestra la secuencia de las listas de espera en QUEUE vy los vértices que se estan procesan-
do hasta el momento en que se encuentra el vértice J. Luego se trabaja hacia atras a partir de J para obtener el siguien-
te camino deseado que se muestra en la figura 9-15b):

Jo <~ Cp <~ Lp<«~By<A 0 A-B—->L—->C—J

Asi, un vuelo de la ciudad A a la ciudad J haré tres escalas intermedias en B, L y C. Observe que el camino no incluye
todos los vértices procesados por el algoritmo.
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Paso 1.
Paso 2.
Paso 3.
Paso 4.

Paso 5.

Paso 6.

Algoritmo 9.3 (de busqueda en anchura): Este algoritmo ejecuta una bisqueda en anchura sobre un grafo diri-

gido G, empezando en un vértice inicial A.
Todos los vértices se inicializan en el estado ready (STATUS = 1).
El vértice inicial A se introduce en QUEUE vy el status de A se cambia al estado waiting (STATUS = 2).
Repetir los pasos 4 y 5 hasta que QUEUE esté vacia.

Sacar el primer vértice N de QUEUE. Se procesa N, y se establece STATUS (N) = 3, el estado pro-
cessed.

Se examina cada vecino J de N.

a) Si STATUS (J) = 1 (estado ready), J se coloca en la parte trasera de QUEUE vy se restablece
STATUS (J) = 2 (estado waiting).

b) SiSTATUS (J) = 2 (estado waiting) o STATUS(J) = 3 (estado processed), se ignora el vértice J.

[Fin del ciclo del paso 3.]
Salir.

Figura 9-14

QUEUE Vértice
A A
Fy, Ex By B, F @&
Lp, Fa. Ex Ex i ‘
LB’ FA FA }
Dp, Ly Ly 3
Cp, Dy Dy D & 7777777777
CL CL A
Jc Jc
a)

Figura 9-15

9.9 GRAFOS DIRIGIDOS LIBRES DE CICLOS, ORDENACION TOPOLOGICA

Sea S un grafo dirigido con las dos propiedades siguientes:

1) Cada Vértice v; de S representa una tarea.
2) Cada arista (dirigida) (u, v) de S significa que la tarea u debe completarse antes de empezar la tarea v.

Se observa que un grafo S asi no puede contener ningun ciclo, como P = (u, v, w, U), puesto que, en caso contrario,
seria necesario completar u antes de empezar v, completar v antes de empezar w y completar w antes de empezar u.
Es decir, no es posible comenzar ninguna de las tres tareas del ciclo.

Se dice que un grafo S asi, que representa tareas y una relacion prerrequisito y que no puede tener ningun ciclo, es
libre de ciclos o aciclico. La forma abreviada de denominar a un grafo aciclico dirigido (libre de ciclos) es gad. En la
figura 9-16 se muestra un ejemplo de un grafo asi.

Una operacién fundamental sobre un gad S consiste en procesar los vértices uno después de otro de modo que el
vértice u siempre sea procesado antes que el vértice v siempre que (u, v) sea una arista. Un ordenamiento lineal T asi
de los vértices de S, que puede no ser Unico, se denomina ordenamiento topolégico.

www.FreelLibros.me




9.9 GRAFOS DIRIGIDOS LIBRES DE CICLOS, ORDENACION TOPOLOGICA 217

Listas de adyacencia

C
D, F

emmogow
o

a) b)

Figura 9-16

En la figura 9-17 se muestran dos ordenamientos topoldgicos del grafo S en la figura 9-16. En la figura 9-17 se han
incluido las aristas de S para mostrar que coinciden con la direccion del ordenamiento lineal.

b)

Figura 9-17 Dos ordenamientos topologicos

A continuacion se presenta el resultado tedrico mas importante de esta seccion.
Teorema 9.8: Sea S un grafo libre de ciclos dirigido finito. Entonces existe un ordenamiento topoldgico T del grafo
S.

Observe que el teorema so6lo establece que existe un ordenamiento topoldgico. A continuacién se proporciona un
algoritmo que encuentra un ordenamiento topoldgico. La idea mas importante del algoritmo es que cualquier vértice
(nodo) N con grado de entrada cero puede escogerse como el primer elemento en el ordenamiento T. En esencia el
algoritmo repite los dos pasos siguientes hasta que S esté vacia:

1) Encontrar un vértice N con grado de entrada cero.
2) Eliminar Ny sus aristas del grafo S.

Se usa una QUEUE auxiliar para mantener temporalmente todos los vértices con grado cero. El algoritmo se muestra
en la figura 9-18.
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Paso 1.
Paso 2.
Paso 3.
Paso 4.
Paso 5.

Paso 6.

Algoritmo 9.4:
Encontrar el grado de entrada INDEG(N) de cada vértice N de S.

El algoritmo encuentra un ordenamiento topologico T de un grafo libre de ciclos dirigido S.

Insertar en QUEUE todos los vértices con grado cero.

Repetir los pasos 4 y 5 hasta que QUEUE esté vacia.

Eliminar y procesar el vértice frontal N de QUEUE.

Repetir para cada vecino M del vértice N.
a) Establecer INDEG(M) : = INDEG(M) - 1.

[Asi se elimina la arista de N a M.]

b) SiINDEG(M) = 0, agregar M a QUEUE.
[Fin del ciclo.]
[Fin del ciclo del paso 3.]

Salir.

Figura 9-18

EJEMPLO 9.12 Suponga que el algoritmo 9.4 se aplica al grafo S en la figura 9-16. Se obtiene la siguiente secuencia de los
elementos de QUEUE y la secuencia de los vértices que estan en proceso:

QUEUE

GEB

DGE

DG

FAD

FA[CF|C| T

Vértice

B

E

G

D

Asi, los vértices se procesan en el orden: B, E, G, D, A, F.

9.10 ALGORITMO DE PODA PARA EL CAMINO MAS CORTO

Si G es un grafo libre de ciclos dirigido ponderado, se busca el camino més corto entre dos vértices, por ejemplo, uy
w. Se supone que G es finito, de modo que en cada paso hay un nimero finito de movimientos. Puesto que G es libre
de ciclos, todos los caminos entre u y w se proporcionan mediante un arbol con raiz cuya raiz sea u. En la figura 9-19b)
se enumeran todos los caminos entre u'y w en el grafo en la figura 9-19a).

s y t
X | /\ |
t w w S t w
| ||
w w w w
b)

Figura 9-19

Una forma de encontrar el camino mas corto entre u'y w es calcular las longitudes de todos los caminos que corres-
ponden a las raices del arbol. Por otra parte, suponga que dos caminos parciales conducen a un vértice intermedio v.
A partir de entonces, s6lo es necesario considerar el camino parcial mas corto; es decir, el rbol se poda en el vértice
correspondiente al camino parcial mas largo. El algoritmo de poda se describe a continuacion.
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Algoritmo de poda

Este algoritmo encuentra el camino mas corto entre un vértice u 'y un vértice w en un grafo G dirigido libre de ciclos.
El algoritmo posee las siguientes propiedades:

a) Durante el algoritmo a cada vértice v’ de G se le asignan:
1) Un ndmero ¢(v") que denota la longitud minima actual de un camino de ua v’.
2) Un camino p(v’) de u a v’ de longitud £(v").
b) Al inicio se hace ¢(u) = 0y p(u) = u. A cualquier otro vértice v al inicio se le asigna £(v) = oo y p(v) = .
c) En cada paso el algoritmo examina una arista e = (v/, v) de v" a v con, por ejemplo, longitud k. Se calcula £(v) + k.
1) Suponga que £(v") + k < £(v). Entonces se ha encontrado un camino mas corto de u a v. Asi, se actualiza:
t)=L)+k y p()=p@
(Esto siempre es cierto cuando £(v) = oo; es decir, cuando el vértice v se introduce por primera vez.)
2) En caso contrario, no se modifican £(v) ni p(v).
Si ninguna otra arista no examinada entra en v, se dice que se ha determinado p(v).

d) El algoritmo termina cuando se ha determinado p(w).

Observacion: Laaristae = (v/, v) en el inciso c) sélo puede escogerse si v ha sido visitado previamente; es decir, si
p(v’) no estéa vacio. Ademas, suele ser mejor examinar una arista que empieza en un vértice v’ cuyo camino p(v’) ha
sido determinado.

EJEMPLO 9.13 El algoritmo de poda se aplica al grafo G en la figura 9-19a).

Desde u: los vértices sucesivos son X, Y Y z, que se introducen por primera vez. Asi:
1) sehace £(x) =4, p(x)=ux.
2) sehace £(y) =6, p(y)=uy.
3) sehace £(z) =2, p(z) =uz
Observe que se han determinado p(x) y p(z).
Desde x: los Vvértices sucesivos son r, introducido por primera vez, y y. Asi:
1) Sehace ¢(r)=4+4 =8y p(r) = p(X)r = uxr.
2) Se calcula:
L(x) +k=4+3=7 quenoesmenorque £(y)=6.
Por tanto, £(y) y p(y) se dejan solos.
Observe que se ha determinado p(r).
Desde z: los Vvértices sucesivos son t, introducido por primera vez, y y. Asi:
1) Sehace¢(t)=£(z) +k=2+5=7yp(t) =p@)t=urt.
2) Se calcula:
Lz)+k=2+4+3=5 queesmenorque £(y)=F6.
Se ha encontrado un camino mas corto hacia y, de modo que se actualizan £(y) y p(y); se hace
ty)=t@+k=5y p(y)=p@y=uzy
Ahora se ha determinado p(y).
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Desde y: los vértices sucesivos son s, introducido por primera vez, y t. Asi:

1) Sehace £(s) = £(y) + k=5+2 =7y p(s) = p(y)s = uzys.

2) Se calcula:

Ly)+k=5+1=06 queesmenorque £(t)=7.
Por tanto, se cambian £(t) y p(t) para leer:
() =ey)+1=6 y p(t)=pyt=uzt.

Ahora se ha determinado p(t).
Desde r: los vértices sucesivos son w, introducido por primera vez, y s. Asi:

1) Seaf(w)=£(r) +3 =11y p(w) = p(r)w = uxrw.

2) Se calcula:

L(r)+k=8+2=10 queesmenorque £(s)=7.
Por tanto, £(s) y p(s) se dejan solos.

Observe que se ha determinado p(s).

Desde s: el vértice sucesivo es w. Se calcula:
£(S)+k=7+3=10 queesmenorque ¢{(w)=11
Por tanto, se cambian ¢(w) y p(w) para leer:
Lw)=4£(0)+3=10 y p(w)=p(S)w = uzysw.
Desde t: el vértice sucesivo es w. Se calcula:
Lt) +k=6+3=9 queesmenorque ¢(w)=10.
Por tanto, se actualizan £(w) y p(w) como sigue:
Lw)=Lt)+3=9 y p(w)=np(t) = uzytw
Ahora se ha determinado p(w).

El algoritmo ha terminado puesto que se ha determinado p(w). Por tanto, p(w) = uzytw es el camino més corto deua w y
L(w) = 9.

Las aristas que se analizaron en el ejemplo precedente constituyen el arbol con raiz en la figura 9-20. Es el arbol
de la figura 9-19b) que ha sido podado en los vértices que pertenecen a caminos parciales mas largos. Observe que sélo
fue necesario examinar 13 de las 23 aristas originales del arbol.

Figura 9-20
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PROBLEMAS RESUELTOS

TERMINOLOGIA DE GRAFOS

9.1

9.2

Sea G el grafo dirigido en la figura 9-21a).

a)
b)
c)

a)

b)
c)
d)
€)
f)

Describa formalmente a G. d) Encuentre todos los ciclos en G.
Encuentre todos los caminos simples de X a Z. e) ¢G es unilateralmente conexo?
Encuentre todos los caminos simples de Y a Z. f) ¢G es fuertemente conexo?

El conjunto de vértices V tiene cuatro vértices y el conjunto de aristas E tiene siete aristas (dirigidas) como sigue:
V={X.Y,Z,W} y E={(XY), (X, 2),X,W), (Y, W), (Z,Y), (Z, W), (W, 2)}

Hay tres caminos simples de X a Z, que son (X, Z), (X, W, Z) y (X, Y, W, 2).
De Y a Z s6lo hay un camino simple, que es (Y, W, Z).

En G sélo hay un ciclo, que es (Y, W, Z,Y).

G es unilateralmente conexo, ya que (X, Y, W, Z) es un camino de expansion.
G no es fuertemente conexo porque no hay ningin camino de expansion.

Vi Va

V3 vy

Vs Ve

a) b)

Figura 9-21

Sea G el grafo dirigido en la figura 9-21a).

a)
b)

c)
d)

a)

b)

Encuentre el grado de entrada y el grado de salida de cada vértice de G.

Encuentre la lista de sucesores de cada vértice de G.

¢Hay alguna fuente o algin sumidero?

Encuentre el subgrafo H de G determinado por el conjunto de vértices V' = X, Y, Z.

Se cuenta el nimero de aristas que empiezan y terminan en un vértice v para obtener, respectivamente, indeg(v) y
outdeg(v). Lo anterior produce los datos siguientes:

indeg(X) = 0, indeg(Y) =2, indeg(2) = 2, indeg(W) =3,
outdeg(X) = 3, outdeg(Y) =1, outdeg(Z) =2,  outdeg(W) =1,

(Como era de esperar, la suma de los grados de entrada y la suma de los grados de salida es igual —cada una—a 7,
el nimero de aristas).

El vértice v se agrega a la lista de sucesores (u) para cada arista (u, v) en G. Asi se obtiene:

suc(X) =[Y, Z, W], suc(Y)=[W], suc(Z)=I[Y,W], suc(W)=I[Z]
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9.3

9.4

c)

d)

X es una fuente a la que no entra ninguna arista; es decir, indeg(X) = 0. No hay sumideros, ya que cada vértice es el
punto inicial de una arista; es decir, tiene grado de salida distinto de cero.

Sea E’ que consta de todas las aristas de G cuyos puntos terminales estan en V'. Asi se obtiene E’ = {(X, Y), (X, Z),
(Z,Y)}. Entonces H = H(V/, E).

Sea G el grafo dirigido en la figura 9-21b).

a)
b)

c)
d)

€)

a)

b)
c)

d)

€)

Encuentre dos caminos simples de vy a vg. ¢ES & = (vy, vy, V4, Ug) UN CaMino simple?

Encuentre todos los ciclos en G que incluyen a vs.

¢G es unilateralmente conexo? ;Fuertemente conexo?

Encuentre la lista de sucesores de cada vértice de G.

¢Hay alguna fuente en G? ;Algn sumidero?

En un camino simple todos los vértices son distintos. Asi, (vq, vs, vg) Y (v1, Uy, V3, Us, vg) SON dOs caminos simples de
v, @ vg. La secuencia ni siquiera es un camino puesto que la arista que une v, a vg N0 empieza en v,.

Hay dos ciclos asi: (vs, vy, vy, v3) Y (vg, Us, Vg, Vg, Vg, Ug).

G es unilateralmente conexo puesto que (vy, vy, v3, Us, Vg, U4) €S UN camino de expansion. G no es fuertemente conexo,
porque no hay ningn camino de expansion cerrado.

El vértice v se agrega a la lista de sucesores suc(u) para cada arista (u, v) en G. Asi se obtiene:
suc(vy) = [vy, vs],  suc(vy) = [vg, val,  sUC(vg) = [vy, ve]
suc(vy) = &, suc(vs) = [vel, suc(vg) = [vy, v4l

(Como era de esperar, el nimero de sucesores es igual a 9, que es el nimero de aristas).

No hay fuentes, ya que todo vértice es el punto terminal de alguna arista. S6lo v, es un sumidero puesto que ninguna
arista empieza en v,; es decir, suc(v,) = J, el conjunto vacio.

Sea G el grafo dirigido con conjunto de vértices V(G) = (a, b, ¢, d, e, f, g) y conjunto de aristas:

a)
b)

c)
d)

a)
b)
c)

d)

E(G) ={(a a), (b,e), (a e), (e, b), (9 ¢). (a €), (d, f), (d, b), (9, 9)}

Identifique cualquier lazo o aristas paralelas.

¢Hay alguna fuente en G?

¢Hay algun sumidero en G?

Encuentre el subgrafo H de G determinado por el conjunto de vértices V' = {a, b, c, d}.

Un lazo es una arista cuyos puntos inicial y terminal son los mismos; por tanto, (a, a) y (g, g) son lazos. Dos aristas
son paralelos si sus puntos inicial y terminal son los mismos. Asi, (a, €) y (a, ) son aristas paralelas.

El vértice d es una fuente, ya que ninguna arista termina en d; es decir, d no aparece como el segundo elemento en
ninguna arista. No hay otras fuentes.

Tanto ¢ como f son sumideros, ya que ninguna arista empieza en ¢ o en f; es decir, ni ¢ ni f aparecen como el primer
elemento en ninguna arista. No hay otros sumideros.

Sea E’ que consta de todas las aristas de G cuyos puntos terminales estan en V' = {a, b, c, d}. Asi se obtiene E' =
{(a, a), (d, b)}. Entonces, H = H(V', E’).

ARBOLES CON RAIZ, ARBOLES CON RAIZ ORDENADOS

9.5

Sea T el arbol con raiz en la figura 9-22.

a)

b)
c)

Identifique el camino « de la raiz R a cada uno de los vértices siguientes, y encuentre el nimero de nivel
n del vértice: i) H; ii) F; iii) M.

Encuentre los hermanos de E.

Encuentre las hojas de T.
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a) Los vértices del arbol se enumeran procediendo a partir de R hacia el vértice. El nimero de vértices, que no sean R,
es el nimero de nivel:

Da=(RACH),N=3 ii)a=(R B F),n=2 iii)a=(R B, G, L M)n=4

b) Los hermanos de E son F y G, puesto que tienen el mismo padre.
c) Las hojas son los vértices sin hijos; es decir, H, D, I, J, K, M, N

Figura 9-22

9.6  SeaT el arbol con raiz ordenado en la figura 9-23 cuyos vértices se han etiquetado mediante el sistema univer-
sal de direcciones. Encuentre el orden lexicografico de las direcciones del arbol T.

Un arbol T con raiz ordenado suele trazarse de modo que las aristas estén ordenadas de izquierda a derecha como en la
figura 9-23. El orden lexicogréafico se obtiene al leer la rama que esta mas a la izquierda, luego la segunda rama a la izquier-
day asi en lo sucesivo.

Al leer la rama que esta mas a la izquierda de T se obtiene:

0, 1, 11, 111
La rama siguiente es 1.2, 1.2.1, 1.2.1.1, de modo que esto se agrega a la lista para obtener
0, 1, 11, 111 12 121, 1211
Al proceder se esta manera, finalmente se obtiene

0, 1, 11, 111 12 121, 1211, 122 13, 2, 21, 221

Figura 9-23

REPRESENTACION SECUENCIAL DE GRAFOS

9.7  Considere el grafo G en la figura 9-21a), y suponga que los vértices estdn almacenados en la memoria en el
arreglo:

DATA: X, Y, Z, W
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9.8

9.9

a) Encuentre la matriz de adyacencia A del grafo G y las potencias A%, A3, A%,
b) Encuentre la matriz de caminos P de G con las potencias de A. ;G es fuertemente conexo?

a) Los vértices suelen ordenarse segln la forma en que aparecen en la memoria; es decir, se supone v; = X, v, =Y,
v3 = Z, v, = W. La matriz de adyacencia A = [a;;] se obtiene al hacer a;; = 1 si hay una arista de v; a v;; y 0 en caso
contrario. A continuacion se muestran la matriz A 'y sus potencias:

01 1 1 01 1 2 01 2 2 02 2 3
looo1| , |o0o0o10| 5 |0o101|, |0011
A=l o101 Y o011 o111 4 0112

0010 010 1 00 1 1 01 1 1

b) Puesto que G tiene 4 vértices, sélo es necesario encontrar la matriz B, = A + A2 + A® + A*y luego la matriz de cami-
nos P = [p;;] se obtiene al hacer p; = 1 siempre que en la matriz B, haya una entrada diferente de cero, y 0 en caso
contrario. A continuacion se muestran las matrices B, y P:

B, =

oo oo
N Wk O
wwN o
o101 W
oo oo
Y N
[ T
e

La matriz de caminos P indica que no hay caminos desde ningiin nodo hacia v,. Por tanto, G no es fuertemente conexo.

Considere la matriz de adyacencia A del grafo G en la figura 9-19a) obtenida en el problema 9.7. Encuentre la
matriz de caminos P de G con el algoritmo de Warshall en lugar de las potencias de A.

Al inicio se hace P, = A. Luego, P, P,, P, P, se obtienen recursivamente al hacer
Pli, j1=P_ylis j1V (Pli k1A P_glk, jD
donde P,[i, j] denota el ij-ésimo elemento de la matriz P,. Es decir, al hacer
Pli,jl=1 si P_,li,jl=1 osiambas P _,[i,kl=1y P,k jl=1

Las matrices Py, P,, P5, P, son las siguientes:

01 1 1 01 1 1 01 1 1 01 1 1
000 1 000 1 000 1 01 1 1
A=t 101 P2=lo1o0o1B=lo101 %0111
0010 0010 01 1 1 01 1 1

Observe que P, = P, = A. Los cambios en P ocurren por las razones siguientes:

P,(4,2] =1 porque P[4, 3]=1y P)3,2]=1
Py[4,41=1 porque P,[4,3]=1y PJ3, 4 =1

Dibuje una representacién del grafo ponderado G que se mantiene en la memoria mediante el siguiente arreglo
de vértices DATA y la matriz de pesos W:

DATA: X,Y,S,T; W=

o N OO
o O O o
0O Fr w
ok~ ~NO

La representacion se muestra en la figura 9-24a). Los vértices se etiquetaron con las entradas en DATA.
Si se supone que v; = X, v, =Y, v3 =S, v, = T, el orden de los Vértices aparece en el arreglo DATA, se traza una
arista de v; a v; con peso wj; cuando wy; # 0.
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a) b)

Figura 9-24
REPRESENTACION LIGADA DE GRAFOS

9.10 Sea G el grafo presentado por medio de la tabla siguiente:
G=[X:Y,ZW; Y:X YW, Z:ZW; W:Z]

a) Encuentre el nimero de vértices y aristas en G.

b) Trace el grafo de G.

c) ¢Hay alguna fuente o algiin sumidero?

a) Latablaindica que hay cuatro vértices, X, Y, Z, W. Los grados de salida de los vértices son 3, 3, 2, 1, respectivamente.
Por tanto, hay 3 + 3 + 2 4+ 1 = 9 aristas.

b) Con las listas de adyacencia en la figura 9-24b) se traza el grafo.

¢) Ningun vértice tiene grado de salida cero, por lo que no hay sumideros. Asimismo, ningun vértice tiene grado de
entrada cero; es decir, cada vértice es un sucesor y no hay fuentes.

9.11  Un grafo ponderado G con seis vértices, A, B,..., F, se almacena en la memoria mediante una representacion
ligada con un archivo de vértices y un archivo de aristas como en la figura 9-25a).

Archivo vértice

1 2 3 4 5 6 7 38

VERTEX | D B|F | 4 E

START[3] NEXT-V | 7 1]5]o 8| 4

PTR 9 31016 101

Archivo arista
1 2 3 4 5 6 7 8 9 10
BEG-V 8|53 513 117
END-V 1|47 3011 8 | 8
NEXTE [ 0] 5] 7 ol2]o 0o
WEIGHT | 3 | 4 | 2 6|31 215
a) b)
Figura 9-25

a) Enumere los vértices en el orden en que aparecen en la memoria.
b) Encuentre la lista de sucesores suc(v) de cada vértice v.
c) Trace el grafo de G.
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9.12

9.13

9.14

CapiTuLo 9 GRAFOS DIRIGIDOS

a) Puesto que START = 3, la lista empieza con el vértice B. Luego, NEXT-V indica ir hacia 1(D), enseguida a 7(C), a
8(E), a 4(F) y luego a 5(A); es decir,

B, Db C, E, F, A

b) Aqui suc(A) = [1(D), 4(F), 3(B)] = [D, F, B]. Especificamente, PTR[5(A)] = 6 y END-V[6] = 1(D) indican que
suc(A) empieza con D. Luego, NEXT-E[6] = 2 y END-V[2] = 4(F) indican que F es el siguiente vértice en
suc(A). Luego, NEXT-E[2] = 5 y END-V[5] = 3(B) indican que B es el siguiente vértice en suc(A). Sin embargo,
NEXT-E[5] = 0 indica que ya no hay mas sucesores de A. En forma semejante,

suc(B) =[C, D], suc(C)=[E], suc(D)=[E], suc(E)=[D]
Ademas, suc(F) = ¢, puesto que PTR[4(F)] = 0. En otras palabras,
G=[A:D,F,B; B:C,D; C:E; D:E; E:D; F:{J]

c) Utilice lalista de sucesores obtenida en el inciso b) y los pesos de las aristas en el archivo de aristas en la figura 9-25a)
para trazar el grafo en la figura 9-25h).

Suponga que una aerolinea tiene nueve vuelos diarios como sigue:

103 AtlantaaHouston 203 Boston a Denver 305 Chicago a Miami
106 Houston aAtlanta 204 Denver a Boston 308 Miami a Boston
201 BostonaChicago 301 Denver a Reno 401 Reno a Chicago

Describa los datos por medio de un grafo dirigido etiquetado G.

Los datos se describen mediante el grafo en la figura 9-26a) (donde los nimeros de vuelo se han omitido por conveniencia
en la notacion).

Archivo vértice
1 2 3 4 5 6 7 8

CITY| A|B|C|D|H|M|R
Boston PTR 1{3|7|5]2|81]9

Chicago

Reno

Archivo arista
1 2 3 4 5 6 7 8 9 10

NUMBER [103 {106 | 201|203 |204|301|305 | 308 | 402

Denver Atlanta

Houston O

Miami ORIG 1522|443 ]|]6]7
DEST 511 31427 2| 3
NEXT-E 004,01 6[0]0|0]O0
a) b)
Figura 9-26

Describa como el grafo en el problema 9.12 puede aparecer en la memoria mediante una representacion ligada
donde las ciudades y los vuelos aparezcan en arreglos lineales ordenados.

Vea la figura 9-26b) (donde A, B, ..., denotan, respectivamente, Atlanta, Boston, ...). No hay necesidad de una variable
START, puesto que las ciudades constituyen un arreglo, no una lista ligada. También se usa ORIG (origen) y DEST (desti-
no) en lugar de BEG-V y END-V.

Resulta evidente que los datos del problema 9.12 pueden almacenarse de manera eficiente en un archivo en el
que cada registro contiene sélo tres campos:

NUmero de vuelo, Ciudad de origen, Ciudad de destino
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Sin embargo, cuando hay demasiados vuelos, esta representacion no contesta facilmente las siguientes preguntas
naturales:

i) ¢Hay un vuelo directo de la ciudad X a la ciudad Y?
i) ¢Es posible volar de la ciudad X a la ciudad Y?
iii) ¢Cual es el camino mas directo (nimero minimo de escalas) de la ciudad X a la ciudad Y?

Muestre como la respuesta, por ejemplo en el inciso ii), puede obtenerse mas facilmente si los datos se alma-
cenan en la memoria con la representacion ligada en el grafo de la figura 9-26b).

Una forma de contestar al inciso ii) es usar un algoritmo de bisqueda en anchura o en profundidad para decidir si la ciudad
Y es alcanzable desde la ciudad X. Estos algoritmos requieren las listas de adyacencia, que pueden obtenerse facilmente a
partir de la representacion ligada de un grafo, pero no a partir de la representacion anterior, que sélo usa tres campos.

PROBLEMAS DIVERSOS

9.15

9.16

9.17

0 20
0 01
2 11
0 011
Puesto que A es una matriz de 4 x 4, G tiene cuatro vértices vy, vy, vs, v,. Para cada entrada a;; en A, se trazan a; arcos
(aristas dirigidas) del vértice v; al vértice v; para obtener el grafo de la figura 9-27a).

[ JI=NEN

Sea A = la matriz de adyacencia de un multigrafo G. Dibuje una representacion de G.

a) b)
Figura 9-27

Sea S el grafo libre de ciclos en la figura 9-27b). Encuentre todos los ordenamientos topol6gicos posibles de S.

Hay cuatro ordenamientos topoldgicos posibles de S: cada ordenamiento T debe empezar con a o con b, debe terminar con
e oconfycyddeben ser los elementos tercero y cuarto, respectivamente. Los cuatro ordenamientos son los siguientes:

T,=la,b,c.d,e, f], T,=1[b,a,c.d, e, f]
T,=la,b,c.d, f el T,=1b,a,cd,fe]

Demuestre la proposicion 9.4: sea A la matriz de adyacencia de un grafo G. Entonces a[i, j], la ij-ésima entra-
da en la matriz AX, proporciona el nimero de caminos de longitud K de v; a vj.

La demostracion es por induccion sobre K. Un camino de longitud 1 de v; a v; es precisamente una arista (v;, v;). Por defi-
nicion de la matriz de adyacencia A, ay[i, j] = a;; proporciona el nimero de aristas de v; a v;. Asi, la proposicion es verda-
deraparaK = 1.

Se supone K > 1. (Es decir, que G tiene m nodos). Puesto que AK = AK—IA,

agli. jl1="Y_ayg_yli.slayls. j]
s=1
Por induccién, ax_4[i, s] proporciona el nimero de caminos de longitud K — 1 de v; a vy y a4[s, j] proporciona el nimero de
caminos de longitud 1 de v, a v;. Por tanto, ax_4[i, s]a,[s, j] proporciona el nimero de caminos de longitud K de v; a v; donde
v, es el pendltimo vértice. Por lo que, todos los caminos de longitud K de v; a v; pueden obtenerse al sumar el producto
ay_1[i, slay[s, j] para toda s. En consecuencia, a[i, j] es el nimero de caminos de longitud K de v; a v;. Asi, se ha demos-
trado la proposicion.
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PROBLEMAS SUPLEMENTARIOS

TERMINOLOGIA DE GRAFOS

9.18

9.19

9.20

9.21

9.22

9.23

Considere el grafo G en la figura 9-28a).

a) Encuentre el grado de entrada y el grado de salida de cada vértice.
b) ¢Hay alguna fuente o algiin sumidero?

c) Encuentre todos los caminos simples de v, a v,.

d) Encuentre todos los ciclos en G.

e) Encuentre todos los caminos de longitud 3 o menores de v, a vs.
f) ¢G esunilateral o fuertemente conexo?

Ug Vg Vg Vs Vg
a) b)

Figura 9-28

Considere el grafo G en la figura 9-28b).

a) ¢Hay alguna fuente o algiin sumidero? c)  Encuentre un camino no simple de v; a v,.
b) Encuentre todas los caminos simples de v; av,.  d)  Encuentre todos los ciclos en G que incluyen a v,.

Considere el grafo G en la figura 9-28b).

a) Encuentre: suc(v,), suc(vs), suc(vs), suc(v).
b)  Encuentre el subgrafo H de G generado por i) {v;, vs, vs, vg}; ii) {vy, vs, vg, V7).

Sea G el grafo con conjunto de vértices V(G) = {A, B, C, D, E} y conjunto de aristas
E(G)={(A.D), (B,C), (C,E), (D,B), (D,D), (D,E) (E A}

a) Exprese G mediante su tabla de adyacencia.

b) ¢G tiene lazos o aristas paralelas?

c) Encuentre todos los caminos simples de D a E.

d) Encuentre todos los ciclos en G.

e) ¢Gesunilateral o fuertemente conexo?

f) Encuentre el nimero de subgrafos de G con vértices C, D, E.

g) Encuentre el subgrafo H de G generado por C, D, E.

Sea G el grafo con conjunto de vértices V(G) = {a, b, ¢, d, e} y las siguientes listas de sucesores:

suc(a) =[b,c] suc(b) = suc(c)=1[d,e] suc(d)=[a,b,e] suc(e)=

a) Enumere las aristas de G. b) (G es débil, unilateral o fuertemente conexo?

Sea G el grafo en la figura 9-29a).

a) Exprese G mediante su tabla de adyacencia. d) Encuentre todos los ciclos en G.
b) ¢G tiene fuentes o sumideros? e)  Encuentre un camino de expansion en G.
c) Encuentre todos los caminos simples de A a E. f)  ¢G es fuertemente conexo?
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Oy
O
m

a)

Figura 9-29

ARBOLES CON RAIZ, ARBOLES CON RAIZ ORDENADOS

9.24

9.25

Sea T el arbol con raiz en la figura 9-29b).

a) Identifique el camino « de la raiz R a cada uno de los siguientes vértices, y encuentre el nimero de nivel del vértice:
i) D; ii) J; iii) G.

b) Encuentre las hojas de T.

c) Suponga que T es un arbol con raiz ordenado y encuentre la direccion universal de cada hoja de T.

Las siguientes direcciones estan en orden aleatorio:
211, 31, 21. 1, 2212, 0, 32, 22, 11, 2, 311, 221, 3, 2211

a) Escriba las direcciones en orden lexicografico.
b) Dibuje el arbol con raiz correspondiente.

REPRESENTACION SECUENCIAL DE GRAFOS

9.26

9.27
9.28
9.29

9.30

Sea G el grafo en la figura 9-30a).

a) Encuentre la matriz de adyacencia Ay la matriz de caminos P para G.

b) Paratodak > 0, encuentre n,, donde n, denota el nimero de caminos de longitud k de v, a v,.
c) G esdébil, unilateral o fuertemente conexo?

V. v
v, v, 1 2

a) b)
Figura 9-30

Repita el problema 9.26 para el grafo G en la figura 9-30b).
Sea P la matriz de caminos de un grafo G. Describa P cuando G es: a) fuertemente conexo; b) unilateralmente conexo.

Sea G el grafo en la figura 9-31a), donde los vértices se mantienen en la memoria mediante el arreglo DATA: X, Y, Z, S, T.
a) Encuentre la matriz de adyacencia A y la matriz de caminos P de G. b) Encuentre todos los ciclos en G. ¢) (G es unila-
teralmente conexo? ;Fuertemente conexo?

Sea G el grafo ponderado en la figura 9-31b), donde los vértices se mantienen en la memoria mediante el arreglo DATA:
XY, ST

a) Encuentre la matriz ponderada W de G.
b)  Use el algoritmo de Warshall para encontrar la matriz Q de los caminos méas cortos.
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S T 7
X Y
6 2
X z
T S
Y
a) b)
Figura 9-31

REPRESENTACION LIGADA DE GRAFOS

9.31

9.32

9.33
9.34
9.35

El grafo ponderado G con seis vértices A, B, ..., F se almacena en la memoria mediante una representacion ligada con un
archivo de vértices y un archivo de aristas como en la figura 9-32.

a) Enumere los vértices en el orden en que aparecen en la memoria.
b)  Encuentre la lista de sucesores suc(v) de cada vértice v en G.
c) Dibuje una representacion de G.

Archivo vértice

1 2 3 4 5 6 7 8

VERTEX | D B|F| 4 c|E

START[7] NEXT-V | 3 s|1]o 415

PTR 7 50972 3]0

Archivo arista
1 2 3 4 5 6 7 8 9 10 11 12
BEG-V [ 5] 5] 7 3 1 1] 47
END-V | 8] 715 11115 s 4] 3]8
NEXT-E [ 0] 1 | 12 0010 njo|ole
WEIGHT | 5 | 2 | 1 3124 1341
Figura 9-32

Sea G el grafo presentado por latabla: G=[A:B,C; B:C,D; C:C; D:B; E:{].

a) Encuentre el nimero de vértices y aristas en G.
b) Dibuje una representacion de G.

c) ¢Hay alguna fuente o algiin sumidero?

d) ¢G es débil, unilateral o fuertemente conexo?

Repita el problema 9.32 para latabla: G=[A:D; B:C; C:E; D:B,D,E; E:A]
Repita el problema 9.32 para latabla: G =[A:B,C,D,K; B:J; C:¢; D:g; J:B,D,L; K:D,L; L:D].

Suponga que una aerolinea tiene ocho vuelos diarios que sirven a las ciudades Atlanta, Boston, Chicago, Denver, Houston,
Filadelfia y Washington. Suponga que los datos sobre los vuelos se almacenan en la memoria como en la figura 9-33; es
decir, que se usa una representacion ligada donde las ciudades y los vuelos aparecen en arreglos ordenados linealmente.
Dibuje un grafo dirigido etiquetado G que describa los datos.
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Archivo vértice
1 2 3 4 5 6 7 8

CITY| 4 | B|C|D | H|P | W
PTR 31819157

NS}

Archivo arista
1 2 3 4 5 6 7 8 9 10

NUMBER ([101]102]201|202{203|301|302|401 |402

ORIG 1|12 (3] 1|6|6|7|4]|S5

DEST 213]16| 7|3 11654

NEXT-E 4,000 6|0[0]01|O0
Figura 9-33

Use los datos en la figura 9-33 para escribir un procedimiento con entrada CITY Xy CITY Y que encuentre el nimero de
un vuelo directo de la ciudad X a la ciudad Y, en caso de existir. Use lo siguiente para probar el procedimiento:

a) X =Atlanta, Y = Filadelfia; ¢) X =Houston, Y = Chicago;
b) X =Filadelfia, Y = Atlanta; d) X = Washington, Y = Chicago.
Use los datos en la figura 9-33 para escribir un procedimiento con entrada CITY Xy CITY Y que encuentre el camino mas

directo (numero minimo de escalas) de la ciudad X a la ciudad Y, en caso de existir. Pruebe el procedimiento con los datos
de entrada del problema 9.36.

PROBLEMAS DIVERSOS

9.38

9.39

9.40

9.41

9.42

Use el algoritmo de poda para encontrar el camino mas corto de s a t en la figura 9-34.

Figura 9-34

Encuentre un ordenamiento topoldgico T de cada uno de los siguientes grafos:

a) G=J[A:Z; B:T; C:B; D:g; X:D; Y:X; Z:B/X; S:C,Z, T:0]

by G=[A:X,Z; B:A; C:S,T; D:Y; X:S, T, Y:B;, Z:¢;, S:Y; T:¢]

c) G=J[A:C,S; B:T,Z; C:; D:Z; X:A; Y:A; Z:XY;, S:@& T:Y]

Dibuje un grafo etiquetado G que represente la siguiente situacion. Tres hermanas, Barbara, Rosa y Susana, llaman por

teléfono, cada una, en forma regular a su madre, Gertrudis, aunque Gertrudis sélo llama a Rosa. Susana no llama a Rosa,
aunque Rosa continda llamando a Susana. Barbara y Susana se llaman mutuamente, y Barbara y Rosa se Ilaman entre si.

Sea R la relacion (grafo dirigido) sobre V = {2, 3, 4, 9, 15} definido por “x es menor que y primo relativo de y”. a) Dibuje
el diagrama del grafo R. b) ¢R es débilmente conexo? ¢ Unilateralmente conexo? ;Fuertemente conexo?

Un grafo dirigido G es completo si, para cada par de vértices distintos u y v, se cumple que (u, v) es un arco o que (v, u) es
un arco. Demuestre que un grafo dirigido completo finito G tiene un camino que incluye todos los vértices. (Resulta evi-
dente que esto se cumple para grafos completos no dirigidos.) Por tanto, G es unilateralmente conexo.

www.FreelLibros.me



232 CapiTuLo 9 GRAFOS DIRIGIDOS

9.43

9.44

9.45

9.46

Suponga que un grafo G se introduce por medio de un entero M, que representa los vértices 1, 2,..., M y una lista de N
pares ordenados de enteros que representan las aristas de G. Escriba un procedimiento que efectie lo siguiente:

a) Encuentre la matriz de adyacencia A M x M del grafo G.
b)  Utilice Ay el algoritmo de Warshall para encontrar la matriz de caminos P de G.

Use los datos siguientes para probar el procedimiento:

i) M=5;N=38;(3,4),(53),(2,4),(15),3,2),4,2),(@3,1), (5, 1)

ii) M=6;N=10; (1, 6), (2,1), (2, 3), (3,5), (4,5), (4, 2), (2, 6), (5, 3), (4,3), (6, 4)

Suponga que un grafo G se introduce por medio de un entero M, que representa los vértices 1, 2,..., M y una lista de N
tripletas ordenadas (a;, b;, w;) de enteros tales que (a;, b;) es una arista de G y w; es su peso. Escriba un procedimiento que
efectle lo siguiente:

a) Encuentre la matriz de pesos W de M x M del grafo G.

b)  Utilice Wy el algoritmo de Warshall para encontrar la matriz Q de caminos més cortos entre los vértices de G.

Use los datos siguientes para probar el procedimiento:
) M=4N=7,(1,25),(242),3,23),(117),(414),431)
ii) M=5N=8;(3,53),(412),(5,22),(1,55),(1,3,1),(2,4,1),3,4,4), (544

Considere el grafo G en la figura 9-11. Muestre la secuencia de listas de espera en STACK y la secuencia de vértices pro-
cesados mientras se lleva a cabo una busqueda en profundidad (DFS) de G que empiece en el vértice: a) B; b) E; ¢) K.

Considere el grafo G en la figura 9-11. Como se hizo en el ejemplo 9.11, use una bisqueda en anchura de G para encontrar
el camino més corto de K a F. En particular, muestre la secuencia de listas de espera en QUEUE durante la bisqueda.

Respuestas a los problemas suplementarios

Notacion: M = [Ry; R,; .. .; Ry] denota una matriz con renglones fuertemente conexo. G es débilmente conexo, ya que cc,
Ry Rae o Ry a, b, d, e es un semicamino de expansion.
9.18 a) Grados de entrada: 1, 1, 4, 3, 1; grados de salida: 2, 9.23 a)G=[A:B,C:B:E;C:D;E: ¢];b) Sumidero:
3,1,22. E;c)(A,B,E), (A,C,D,E);d) (A C,D,A);e) (C,D,
b) Ninguno. A, B, E); f) No.
C) (vq, vy, V), (1, V3, Vs, Vg), (U1, Uy, V3, Vs, V) 9.24 a)i)(R,A D), 2;ii) (R, B, F,J),3;iii)R, C, G), 2.
d) (v3, vs, vy, V3) byH,E, 1,J,G
e) (vq, vg), (v, vy, V3), (Vq, Vg, Vg, V3), (Vq, Vg, Vg, Vg), c)H:1.11,E:12,1:211,J:212,G:3.1
(vy, v3, vs, v7) 925 a)0,1,1.1,2,21,21.1,22,2.2.1,221.1,221.2,
f) unilateralmente conexo, pero no fuertemente 3,3.1,3.1.1, 3.2. b) Fig. 9-35a).
CONexo. 926 a)A=]0,1,1,0;0,0,1,1;0,0,0,1;0,0,0, 0];
9.19  a) Fuentes: v; rP=[0,111;001100,0,1;0,0,0,0];
b) (v1, vg, V7, V4), (V1, Vg, V7, Vg, Vs, V3, Uy) b)0,2,1,0,0,...; c) Débil y unilateralmente conexo.
C) (vq, Vg, V7, Uy, Vg, V7, Vy) 927 aA=][0,1,1, 0, 0,0,0,0;0,1,1,1;0,2,0,0];
d) (vg, Vg, V7, Vg), (Vg, Vg, V7, Vg, Vs, V3, Vy) P=[0,1,11;000,0;01,1,1;0,1,0,0];
9.20  a) (sucl) = [6], (suc3) = [4, 7], (suc5) = [3], (suc7) = b)0,1,1,1,...; c) Débil y unilateralmente conexo.
[2, 4]. 9.28  SeaP=[p;j]. Para i #j:a) pjj # 0;b) cualquiera
b) i) (1, 6), (5, 3); i) (2, 6), (6, 7). (7,2), 3, 7). pij #00p; #0.
921 a)G=[A:D;B:C;C:E;D:B,D,E;E:A] 929 aA=[0,0,1,00;10000;0,1,0,0,0;1,0,0,
b) Lazo: D, D) 0,1;1,0,1,1,0];
c) (D, E), (D, B, C,E) P=[111001,1,10,0;1,1,1,0,0;1,1,1,1, 1;
d) (A, D,E A), (A D B,C,E A 1,1,1,1,1;1,1,1,1, 1]
e) Unilateral y fuertemente conexo. b) (X, Z,Y, X); (S, T, S) ¢) Unilateralmente.
f) y g) H tiene tres aristas: (C, E), (D, E), (D, D). Hay8 930 a)A=][0,7,0,0;3,0,2,0;0,0,0,5;6,1,4,0]
= 23 formas de escoger alguno de las tres aristas; y con b) Q = [XYX, XY, XYS, XYST; YX, YSTY, YS, YST;
cada eleccion se obtiene un subgrafo. STYX, STY, STYS, ST; TX, TY, TYS, TYST]
9.22 a)(a,h), (ac),(cd),(ce),(d a),(db),(d,e) 931 a)C,F,D,BEAb)[A:CE;B:D;C:D,EA;D:
b) Puesto que by e son sumideros, debaeodeeabno A F; E: ¢; F: B, E]; c) Vea la figura 9-35b).

hay ninglin camino, de modo que G no es unilateral ni  9.32  a) 5, 6; b) fuente: A; c) Vea la figura 9-36a); ninguno.
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A B
1 5 3
2 4 4
C —-—2——-—I- D E-il— F
1 3
a) b)
Figura 9-35
9.33  a)5, 1; b) ninguno: A; ¢) Vea la figura 9-36b); 9.34 a)7,11; b) fuente: A; sumideros: C, D; c¢) Vea la figura
d) los tres. 9-36¢); d) sdlo débilmente.
A B
A A
B oF B E
Cc J
D C D \/
K L
a) b) <)
Figura 9-36
9.35  Vealafigura 9-37.
Atlanta —> Boston —> Chicago Denver
\:\ Y//A 203 401 C 402
Washington —» Filadelfia Houston
Figura 9-37
9.36  a) No; b) si; ¢) no; d) no. 9.42  Sugerencia: Suponga que (« = vy,..., vy,) €S un camino
9.37  a) AWP; b) PA; c) ninguno; d) WPC. mas largo en G y que no incluye al vértice u. Si (uy, v;)
938  (5,4,1,2,1,2,1,2,1) es un arco, entonces B = (u, «) extiende a «. Por tanto,
9.39  Sugerencia: Primero trace el grafo. a) ASYCZBXTD; (vy, u) es un arco. Si (u, v,) también es un arco, entonces
b) ninguno, el grafo no es libre de ciclos; por ejemplo, B = (v, U, vy,..., vy,) extiende a «; por tanto, (v, u) es
YBAXSY es un ciclo; ¢) BTYXACSDZ. un arco. En forma semejante, (vs, U),..., (v, U) son
9.40  \Vealafigura 9-38a). arcos. Por tanto, 8 = («, u) extiende a «.. Esto contradi-
9.41  a) Vea la figura 9-38b). b) Sélo débilmente conexo. ce la maximalidad de «.
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R S 3 ¢4
k J 9 15
a
a) b)
Figura 9-38
943 i)A=[0,0,0,0,0;0,0,01,0;1,1,0,1,0; Q = [ACDA, ACEB, AC, ACD, ACE; BDA, BDACEB,
0,1,0,0,0;1,0,1,0,0 BDAC, BD, BDACE; CDA, CEB, CDAC, CD, CE;
P=[1,1,1,1,1,0101,0;1,1,1,1,1; DA, DACEB, DAC, DACD, DACEB; EDA, EB,
0,1,0,1,0;1,1,1,1,1] EDAC, ED, EDACE] donde A, B, C, D, E son los
ii)A=10,0,0,0,01;1,0,1,0,0,1;0,0,0,0,1,0; vértices.
0,1,1,0,1,0;0,0,1,0,0,0;0,0,0,1,0,0] 945 a)STACK:B, Lz Eg, E, C, Eg, Fe C., D C,, C,,
P=101,1,1,1,1,11,1,1,1,1,10,0,1,0,1,0; Jo. Ky @ Vértice: B, Lg, Ey, Fg, D, Cp, Je, K,
1,1,1,1,1,1;0,0,1,0,1,0;1,1, 1,1, 1, 1] b) STACK: E, Fg, Dg, &; Veértice: E, Fg, Dg
944 i)W=[7,50,0;0,0,0,2;0,3,0,0;4,0,1,0]; ¢) STACK: K, LkCx, E,C(, Ck, CL, DeCp, Clle, &
Q = [AA, AB, ABCD, ABD; BDA, BDCB, BDC, BD; Vértice: K, Ly, E(, Fg, D, Ci, Jc
CBDA, CB, CBDC, CBD; DA, DCB, DC, DCBD], 9.46  QUEUE: K, LiCy, JcEcDcLk, JcEcDe, JcEc,
donde A, B, C, D son los vértices. Fg; Vertice: K, Cy, Ly, D¢, Ec, Jc, Fg; Camino
iiyW=1[0,0,1,0,5;0,0,0,1,0;0,0,0, 4, 3; minimo: Fg <~ Ec <~ Cx < 0K — Cy — Ec — Fe.
2,0,0,0,0;0,2,0,4,0];
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Arboles
binarios

CAPITULO

10.1 INTRODUCCION

El arbol binario es una estructura fundamental en matematicas y computacién y también se le aplican algunos de los
términos de los arboles con raiz como arista, camino, rama, hoja, profundidad y nimero de nivel. No obstante, en
los arboles binarios se usara el término nodo, en lugar de vértice. Debe tener en cuenta que un arbol binario no es un
caso especial de un arbol con raiz; son entes matematicos diferentes.

10.2 ARBOLES BINARIOS

Un arbol binario T es un conjunto finito de elementos que se denominan nodos, tales que:

1) T esvacio (arbol nulo o arbol vacio), o
2) T contiene un nodo distintivo R, denominado raiz de T, y los nodos restantes de T forman un par ordenado de &rbo-
les binarios ajenos T, y T,.

Si T contiene una raiz R, entonces los arboles T, y T, se denominan, respectivamente, subarbol izquierdo y subarbol
derecho de R. Si T, no es vacio, entonces su raiz se denomina sucesor izquierdo de R; en forma semejante, si T, no es
vacio, entonces su raiz se denomina sucesor derecho de R.

La definicidn anterior de un arbol binario T es recursiva, ya que T se define en términos de los subarboles binarios
T,y T,. Esto significa, en particular, que cualquier nodo N de T contiene un subarbol izquierdo y un subérbol derecho,
y que cada subarbol o ambos pueden ser vacios. Asi, cualquier nodo N en T tiene 0, 1 0 2 sucesores. Un nodo sin suce-
sores se denomina nodo terminal. Por tanto, los dos subarboles de un nodo terminal son vacios.

Representacion de un arbol binario

Un arbol binario T suele presentarse por medio de un diagrama en el plano, denominado ilustracion de T. En especi-
fico, el diagrama de la figura 10-1a) representa un arbol binario ya que:

i) T consta de 11 nodos, que se representan con las letras A a L, excepto la I.
ii) Laraizde T esel nodo A en la parte superior del diagrama.

iii) Una linea inclinada hacia la izquierda en un nodo T indica un sucesor izquierdo de N; y una linea inclinada hacia
la derecha en T indica un sucesor derecho de N.

235
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236 CapituLo 10 ARBOLES BINARIOS

Por consiguiente, en la figura 10-1a):

a) B esunsucesor izquierdoy C es un sucesor derecho de la raiz A.

b) El subarbol izquierdo de la raiz A consta de los nodos B, D, E y F, y el subarbol derecho consta de los nodos C, G,
H,J,KyL.

c) Los nodos A, B, Cy H tienen dos sucesores; los nodos E y J tienen s6lo un sucesor, y los nodos D, F, G, Ly K no
tienen sucesores; es decir, son nodos terminales.

A E

N \, /
/N /\ SN SN

1 2)
AN N\,
/ NN
3) 4)
a) b)

Figura 10-1

Arboles binarios semejantes

Se dice que los arboles binarios Ty T’ son semejantes si tienen la misma estructura o, en otras palabras, si tienen la
misma forma. Se dice que son copias si son semejantes y si tienen el mismo contenido en nodos correspondientes.

EJEMPLO 10.1 Considere los cuatro arboles binarios en la figura 10-1b). Los tres arboles 1), 3) y 4) son semejantes. En par-
ticular, los arboles 1) y 3) son copias, puesto que también tienen los mismos datos en los nodos correspondientes. El arbol 2) no
es semejante ni copia del arbol 4) porque, en un arbol binario, se distingue entre un sucesor izquierdo y un sucesor derecho inclu-
so cuando sélo hay un sucesor.

Terminologia

Para describir relaciones entre los nodos de un arbol T a menudo se usa la terminologia que describe relaciones fami-
liares: suponga que N es un nodo en T con sucesor izquierdo S, y sucesor derecho S,. Entonces N se denomina padre
(o progenitor) de S; y S,. En forma semejante, S; se denomina hijo izquierdo (o descendiente izquierdo) de N, y S, se
denomina hijo derecho (o descendiente derecho) de N. Ademas, se dice que S; y S, son hermanos (0 consanguineos).
Todo nodo N en un arbol binario T, excepto la raiz, tiene un padre Gnico, denominado predecesor de N.

Los términos descendiente y ancestro tienen su significado de costumbre. Es decir, un nodo L se denomina descen-
diente de un nodo N (y N se denomina ancestro de L) si existe una sucesion de hijos de N a L; y se especifica si L es
descendiente izquierdo o derecho de N segun si L pertenece al subarbol izquierdo o derecho de N.

La terminologia de la teoria de grafos y de la horticultura también se usa con un arbol binario T. Para mayor clari-
dad, la linea que se traza desde un nodo N de T hasta un sucesor se denomina arista, y una secuencia de aristas conse-
cutivas se denomina camino. Un nodo terminal se denomina hoja, y un camino que termina en una hoja se denomina
rama.

A cada nodo en un arbol binario T se le asigna un nimero de nivel en el orden siguiente: a la raiz R del arbol T se
le asigna el nimero de nivel 0, y a los deméas nodos se les asigna un nimero de nivel que es 1 mas que el nimero de
nivel de su padre. Ademas, se dice que los nodos con el mismo nimero de nivel pertenecen a la misma generacion.

La profundidad (o altura) de un arbol T es el nimero maximo de nodos en una rama de T. Resulta que ésta es una
unidad mayor que el nimero de nivel de T. El arbol T en la figura 10-1a) tiene profundidad 5.
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10.3 ARBOLES BINARIOS COMPLETOSY EXTENDIDOS
En esta seccidn se consideran dos tipos especiales de arboles binarios.

Arboles binarios completos

Considere cualquier arbol binario T. Cada nodo de T puede tener cuando mucho dos hijos. En consecuencia, es posible
demostrar que el nivel r de T puede tener cuando mucho 2" nodos. Se dice que el arbol T es completo si todos sus nive-
les, excepto posiblemente el Gltimo, tienen el nimero maximo de nodos posibles, y si todos los nodos en el Gltimo nivel
se encuentran lo més a la izquierda posible. Por tanto, hay un tnico &rbol completo T, con exactamente n nodos (donde se
ignora el contenido de los nodos). El arbol completo T, con 26 nodos se muestra en la figura 10-2.

SN
AN SN

ANWAVANAWANY.

Figura 10-2  Arbol completo T

Los nodos del arbol binario completo T, en la figura 10-2 se han etiquetado a proposito con los enteros 1, 2,...,
26, de izquierda a derecha, generacion por generacion. Dicho etiquetado facilita determinar los hijos y los padres de
cualquier nodo K en cualquier arbol completo T,,. De modo que los hijos izquierdo y derecho del nodo K son 2* Ky 2*
K + 1,y el padre de K es el nodo [K/2]. Por ejemplo, los hijos del nodo 9 son los nodos 18 y 19, y su padre es el nodo
[9/2] = 4. La profundidad d,, del &rbol completo T, con n nodos esta dada por

d,= [log, n + 1]

Este es un numero relativamente pequefio. Por ejemplo, si el arbol completo T, tiene n = 1 000 000 nodos, entonces
su profundidad d,, = 21.

Arboles binarios extendidos: 2-arboles

Se dice que un arbol binario T es un 2-arbol o un &rbol binario extendido si cada nodo N tiene 0 o 2 hijos. En tal caso,
los nodos con dos hijos se denominan nodos internos, y los nodos con 0 hijos se denominan nodos externos. Algunas
veces los nodos se distinguen en diagramas por medio de circulos para los nodos internos y cuadrados para los nodos
externos.

La expresion “arbol binario extendido” proviene de la siguiente operacion. Considere un arbol binario T, como el
arbol en la figura 10-3a). Entonces, T puede “convertirse” en un 2-arbol al sustituir cada subarbol vacio por un nuevo
nodo, como se muestra en la figura 10-3b). Observe que el nuevo arbol es, en efecto, un 2-arbol. Ademas, los nodos
en el arbol original T ahora son los nodos internos en el &rbol extendido, y los nuevos nodos son los nodos externos en
el arbol extendido. Se observa que si un 2-arbol tiene n nodos internos, entonces tiene n 4+ 1 nodos externos.
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a) Arbol binario T b) 2-arbol extendido

Figura 10-3 Conversién de un arbol binario T en un 2-arbol

Expresiones algebraicas y notacion polaca

Sea E cualquier expresion algebraica en la que sélo se usan operaciones binarias, como
E=(—-b)/(cxd)+e)

Entonces E puede representarse por medio de un 2-arbol como en la figura 10-4a), donde las variables en E aparecen
como los nodos externos y las operaciones en E aparecen como nodos internos.

El matematico polaco Lukasiewics observo que al escribir el simbolo para operaciones binarias antes de sus argu-
mentos, por ejemplo,

+abenlugardea+b y /cdenlugardec/d

No es necesario usar ningun paréntesis. Esta notacion se denomina notacion polaca en forma de prefijo. (De manera
semejante, el simbolo puede escribirse después de sus argumentos, lo que se denomina notacion polaca en notacion
de posfijo.) Cuando E vuelve a escribirse en forma de prefijo se obtiene:

E=/—ab+ xcde

Observe que éste es precisamente el orden lexicogréafico de los vértices en su 2-arbol que se obtiene al examinar el
arbol como en la figura 10-4b).

a)

Figura 10-4
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104 REPRESENTACION DE ARBOLES BINARIOS EN LA MEMORIA

Sea T un arbol binario. En esta seccion se analizan dos formas de representar T en la memoria. La primera forma, que
es la de costumbre, se denomina representacion ligada de T y es semejante a la forma en que las listas ligadas se
representan en la memoria. La segunda forma, en la que se usa un solo arreglo, se denomina representacion secuencial
de T. El requisito principal de cualquier representacion de T es tener acceso directo a la raiz R de Ty, dado cualquier
nodo N de T, debe tenerse acceso directo a los hijos de N.

Representacion ligada de arboles binarios

Considere un arbol binario T. A menos que se establezca o implique otra cosa, T se mantiene en la memoria por medio
de una representacion ligada en la que se usan tres arreglos paralelos, INFO, LEFT y RIGHT, asi como un apuntador
variable ROOT como sigue. En primer lugar, cada nodo N de T corresponde a una ubicacion K tal que:

1) INFO[K] contiene los datos en el nodo N.
2) LEFT[K] contiene la ubicacion del hijo izquierdo del nodo N.
3) RIGHT[K] contiene la ubicacion del hijo derecho del nodo N.

Ademas, ROOT contiene la ubicacion de la raiz R de T. Si cualquier subarbol es vacio, entonces el apuntador corres-
pondiente contiene el valor nulo; si el &rbol T mismo es vacio, entonces ROOT contiene el valor nulo.

Observacion 1: En la mayor parte de los ejemplos presentados se muestra un solo dato de informacién en cada nodo
N de un arbol binario T. En la practica real un registro entero puede almacenarse en el nodo N. En otras palabras, INFO
puede realmente ser un arreglo lineal de registros o una coleccién de arreglos paralelos.

Observacion 2: Para el apuntador nulo denotado por NULL puede escogerse cualquier direccion invalida. En la
practica real, para NULL se usa 0 0 un nimero negativo.

EJEMPLO 10.2 Considere el arbol binario en la figura 10-1a). La representacion ligada de T aparece en la figura 10-5, donde
por conveniencia en la notacion los arreglos lineales se han escrito en forma vertical en lugar de horizontal. Observe que ROOT =
5 apunta a INFO[5] = A puesto que A es la raiz de T, también que LEFT[5] = 10 apunta a INFO[10] = B puesto que B es el hijo
izquierdo de A, y que RIGHT[5] = 2 apunta a INFO[2] = C puesto que C es el hijo derecho de A. Y asi en lo sucesivo. La eleccion
de 18 elementos para el arreglo es arbitraria.

12 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
INFO K|C |G A|H|L B F | E J | D
LEFT 0130 1016 | 0 17 0 |12 710
RIGHT [ 0 | 6 | O 21110 13 00 00

RoOT

Representacion secuencial de &rboles binarios

Figura 10-5

Suponga que T es un arbol binario que es completo o casi completo. Entonces hay una forma eficiente de mantener T
en la memoria, denominada representacion secuencial de T. Esta representacion usa sdlo un arreglo lineal TREE junto
con un apuntador variable END como sigue:

1) Laraiz R de T se almacena en TREE[1].

2) Siunnodo N ocupa TREE[K], entonces su hijo izquierdo se almacena en TREE[2*K] y su hijo derecho se alma-
cenaen TREE[2*K + 1].

3) END contiene la ubicacién del Gltimo nodo de T.
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2

ll/////
N

7

2 ///////45\\\\\\\\7
~ ~

30 0
15 25 88
a)

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 40
TREE |45 |22 7711 [30] Joo| [is|as| | | [ss] | | | B
ENDE

b)
Figura 10-6

Ademas, el nodo N en TREE[K] contiene un subarbol izquierdo vacio o un subarbol derecho vacio segun si 2*K 0 2*K
+ 1 excede END o segln si TREE[2*K] o TREE[2*K + 1] contiene el valor NULL.

La representacion secuencial del arbol binario T en la figura 10-6a) aparece en la figura 10-6b). Observe que se
requieren 14 ubicaciones en el arreglo TREE aun cuando T sélo tiene 9 nodos. En términos generales, la representacion
secuencial de un &rbol con profundidad d requiere un arreglo con aproximadamente 29 elementos. En consecuencia,
esta representacion secuencial suele ser ineficiente, a menos que, como ya se afirmo, el arbol binario T sea completo
o casi completo. Por ejemplo, el arbol T en la figura 10-1a) tiene 11 nodos y profundidad 5, es decir que requiere un
arreglo con aproximadamente 2° = 32 elementos.

10.5 RECORRIDO DE ARBOLES BINARIOS

Hay tres formas normales para recorrer un arbol binario T con raiz R. Estos tres algoritmos, que se denominan preorden,
inorden y postorden, tienen la funcion de:

Preorden: 1) Procesa laraiz R.
2) Recorre el subarbol izquierdo de R en preorden.
3) Recorre el subarbol derecho de R en preorden.

Inorden: 1) Recorre el subarbol izquierdo de R en inorden.
2) Procesa la raiz R.
3) Recorre el subarbol derecho de R en inorden.

Postorden: 1) Recorre el subarbol izquierdo de R en postorden.
2) Recorre el subarbol derecho de R en postorden.
3) Procesa laraiz R.

Observe que cada algoritmo consta de los mismos tres pasos y que el subarbol izquierdo de R siempre se recorre
antes que el subarbol derecho. La diferencia entre los algoritmos es el momento en que se procesa la raiz. Especificamente,
en el algoritmo “pre” la raiz R se procesa antes de que se recorran los subarboles; en el algoritmo “in”, la raiz R se
procesa entre el recorrido de los subarboles; en el algoritmo “post”, la raiz R se procesa después que se recorren los
subarboles.
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Algunas veces los tres algoritmos se denominan, respectivamente, recorrido del nodo-izquierdo-derecho (NLR:
node-left-right), recorrido del izquierdo-nodo-derecho (left-node-right, LNR), y recorrido izquierdo-derecho-nodo
(LRN: left-right-node).

EJEMPLO 10.3 Considere el &rbol binario T en la figura 10-7a). Observe que A es la raiz de T, que el subarbol izquierdo Ly de
T consta de los nodos B, D y E, y el subarbol derecho R; de T consta de los nodos C y F.

a) Elrecorrido en preorden de T procesa A, recorre Ly y recorre Ry. Sin embargo, el recorrido en preorden de L procesa la raiz B
y luego D y E; y el recorrido en preorden de Ry procesa la raiz C y luego F. Asi, ABDECF es el recorrido en preorden de T.

b) Elrecorrido en inorden de T recorre Ly, procesa Ay recorre Ry. Sin embargo, el recorrido en inorden de L; procesa D, B y luego
E; y el recorrido inorden de Ry procesa C y luego F. Asi, DBEACF es el recorrido en inorden de T.

c) El recorrido en postorden de T recorre Ly, recorre Ry y procesa A. Sin embargo, el recorrido en postorden de Ly procesa D, E
y luego B, y el recorrido en postorden de R; procesa F y luego C. En consecuencia, DEBFCA es el recorrido en postorden
deT.

-
-
-
o A
Ve
Ve
// / \
s B _ C
// // )
/ v
A / ~~ E / / H

B C
Ly— . — Ry , , /
/\ \ a9 s .
D E F

a) b) S—

Figura 10-7

EJEMPLO 10.4 Sea T el arbol binario en la figura 10-7b). El recorrido en preorden es como sigue:
(Preorden) ABDEFCGHJLK

Este orden es el mismo que resulta al analizar el arbol desde la izquierda como se indica con el camino en la figura 10-7b). Es decir,
se hace un “desplazamiento” por la rama mas a la izquierda hasta que se encuentra un nodo terminal; luego se retrocede hacia la
rama siguiente y asi sucesivamente. En el recorrido en preorden, el nodo terminal mas a la derecha, el nodo K, es el dltimo nodo
que se analiza. Observe que el subérbol izquierdo de la raiz A se recorre antes que el subérbol derecho; y que ambos se recorren
después de A. Lo mismo es cierto para cualquier otro nodo que tenga subarboles, que es la propiedad subyacente de un recorrido en
preorden.

El lector puede comprobar por inspeccion que las otras dos formas de recorrer el arbol T en la figura 10-7b) son como sigue:

(Inorden) DBFEAGCLJHK
(Postorden) DFEBGLJKHCA

Observacion: Los nodos terminales D, F, G, L y K del &rbol binario en la figura 10-7b) se recorren en el mismo orden,
de izquierda a derecha, en los tres recorridos, lo que es verdad para cualquier arbol binario T.

www.FreelLibros.me



242 CapituLo 10 ARBOLES BINARIOS

10.6 ARBOLES BINARIOS DE BUSQUEDA

En esta seccion se analiza una de las estructuras de datos mas importantes en computacion: un arbol binario de bus-
queda. Dicha estructura permite buscar y encontrar un elemento con un tiempo medio de ejecucion f(n) = O(log,n),
donde n es el nimero de datos. También permite insertar y eliminar elementos facilmente. Esta estructura contrasta
con las siguientes estructuras:

a) Arreglo lineal ordenado: permite buscar y encontrar un elemento con tiempo de ejecucion f(n) = O(log,n). Sin
embargo, insertar y eliminar elementos es costoso puesto que, en promedio, implica el movimiento de O(n) ele-
mentos.

b) Lista ligada: permite insertar y eliminar elementos facilmente. No obstante, resulta costoso buscar y encontrar un
elemento, ya que es necesario usar una busqueda lineal con tiempo de ejecucion f(n) = O(n).

Aunque cada nodo en un arbol binario de busqueda puede contener un registro completo de datos, la definicion del
arbol depende de un campo dado cuyos valores son distintos y pueden ordenarse.

Definicién: Suponga que T es un arbol binario. Entonces T se denomina arbol binario de busqueda si cada nodo N
de T tiene la siguiente propiedad:

El valor de N es mayor que cualquier valor en el subarbol izquierdo
de Ny es menor que cualquier valor en el subarbol derecho de N.

No es dificil ver que la propiedad enunciada garantiza que el recorrido en inorden de T produce un listado ordena-
do de los elementos de T.

Observacion: La definicion anterior de un arbol binario de bisqueda supone que todos los valores de los nodos son
distintos. Hay una definicion semejante de un arbol binario de bisqueda T que admite duplicados; es decir, donde cada
nodo N tiene las siguientes propiedades:

a) N > M para cualquier nodo M en un subarbol izquierdo de N.
b) N < M para cualquier nodo M en un subarbol derecho de N.

La aplicacion de esta definicion modifica las operaciones siguientes, segln el caso.

EJEMPLO 10.5 El arbol binario T en la figura 10-8a) es un &rbol binario de bisqueda. Es decir, todo nodo N en T excede a todo
numero en su subarbol izquierdo y es menor que cualquier nimero en su subarbol derecho. Suponga que el 23 se sustituye por 35
y T aln es un arbol binario de busqueda. Por otra parte, suponga que el 23 se sustituye por 40. Entonces T no seria un arbol binario
de busqueda, puesto que 40 estaria en el subarbol izquierdo de 38 pero 40 > 38.

N\ /N
AN AN
! /

Figura 10-8
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Basqueda e insercion en un arbol binario de basqueda

En la figura 10-9 se muestra un algoritmo de blsqueda e insercion en un arbol binario de blsqueda T.

Algoritmo 10.1: Se proporcionan un arbol binario de busqueda T y un ITEM de informacién. El algoritmo
encuentra la ubicacion de ITEM en T, o inserta ITEM como un nuevo nodo en el arbol.

Paso 1. ITEM se compara con la raiz N del arbol.
a) SilTEM < N se procede al hijo izquierdo de N.
b) SiITEM > N se procede al hijo derecho de N.

Paso 2. Se repite el paso 1 hasta que ocurre una de las siguientes situaciones:
a) Seencuentra un nodo N tal que ITEM = N. En este caso, la busqueda ha sido exitosa.
b) Se encuentra un subérbol vacio, indicacion de que la basqueda ha sido infructuosa. ITEM se inserta
en lugar del subarbol vacio.

Paso 3. Salir.

Figura 10-9

EJEMPLO 10.6 Considere el arbol binario de busqueda T en la figura 10-8a). Suponga que se proporciona ITEM = 20, y que
se desea encontrar o insertar ITEM en T. Al simular el algoritmo 10-1 se obtienen los pasos siguientes:

1) ITEM = 20 se compara con la raiz R = 38. Puesto que 20 < 38, se procede al hijo izquierdo de 38, que es 14.

2) ITEM = 20 se compara con 14. Puesto que 20 > 14, se procede al hijo derecho de 14, que es 23.

3) ITEM = 20 se compara con 23. Puesto que 20 < 23, se procede al hijo izquierdo de 23, que es 18.

4) ITEM = 20 se compara con 18. Puesto que 20 > 18 y 18 no tiene hijo derecho, 20 se inserta como el hijo derecho de 18.

En la figura 10-11b) se muestra el nuevo arbol con ITEM = 20 insertado. Se destaca el camino bajo el arbol durante el algoritmo.

Eliminacion en un arbol binario de busqueda

En la figura 10-10 se muestra un algoritmo que elimina un ITEM dado de un arbol binario de busqueda T. Se usa el
algoritmo 10-1 en la figura 10-9 para encontrar la ubicacion de ITEM en T.

Observacion: El caso iii) en el paso 2c) es mas complicado que en los dos primeros casos. El sucesor inorden S(N)
de N se encuentra como sigue. A partir del nodo N se realiza un desplazamiento a la derecha hacia al hijo derecho de
Ny luego se hacen desplazamientos sucesivos hacia la izquierda hasta que se encuentra un nodo M sin hijo izquierdo.
El nodo M es el sucesor inorden S(N) de N.

EJEMPLO 10.7 Considere el arbol binario T en la figura 10-8b). Suponga que se desea eliminar ITEM = 14 de T. Primero se
encuentra el nodo N tal que N = 14. Observe que N = 14 tiene dos hijos. Al realizar un movimiento hacia la derecha y luego a la
izquierda, se encuentra el sucesor inorden S(N) = 18 de N. S(N) = 18 se elimina al sustituirlo por su hijo tnico 20, y luego N = 14
se sustituye por S(N) = 18. Asi se obtiene el arbol en la figura 10-8c).

Complejidad de los algoritmos de los &rboles binarios de busqueda

Sea T un arbol binario con n nodos y profundidad d, y sea f(n) que denota el tiempo de ejecucion de cualquiera de los
algoritmos anteriores. El algoritmo 10.1 indica proceder a partir de la raiz R y recorrer el arbol T hasta encontrar ITEM
en T o insertar ITEM como un nodo terminal. El algoritmo 10.2 indica proceder a partir de la raiz R y recorrer el arbol
T para encontrar ITEM y luego continuar el recorrido por el arbol para encontrar el sucesor inorden de ITEM. En
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Algoritmo 10.2:  Se proporcionan un arbol binario de busqueda T y un ITEM de informacion. P(N) denota el
padre de un nodo N, y S(N) denota el sucesor inorden de N. El algoritmo elimina ITEM de T.

Paso 1. Elalgoritmo 10.1 se usa para encontrar la ubicacién del nodo N que contiene a ITEM y mantiene el rastro
de la ubicacién del nodo padre P(N). (Si ITEM no estd en T, entonces STOP y salir.)

Paso 2. Se determina el nimero de hijos de N. Hay tres casos:

a) N no tiene hijos. N se elimina de T al sustituir simplemente la ubicacién de N en el nodo padre P(N)
por el apuntador NULL.

b) N tiene exactamente un hijo M. N se elimina de T al sustituir la ubicacién de N en el nodo padre P(N)
por la ubicacién de M. (Esto sustituye N por M.)

¢) N tiene dos hijos.

i) Se encuentra el sucesor inorden S(N) de N. (Entonces S(N) no tiene hijo izquierdo.)

ii) S(N) se elimina de T usando a) o b).
iii) N se sustituye por S(N)enT.

Paso 3. Salir.

Figura 10-10

cualquier caso, el nimero de movimientos no puede exceder la profundidad d del arbol. Por tanto, el tiempo de ejecu-
cion f(n) de cualquier algoritmo depende de la profundidad d del arbol T.

Ahora suponga que T tiene la propiedad de que, para cualquier nodo N de T, las profundidades de los subarboles
de N difieren cuando mucho por 1. Entonces se dice que el arbol T esté balanceado y d ~ log, n. En consecuencia,
el tiempo de ejecucion f(n) de cualquier algoritmo en un arbol balanceado es muy rapido; especificamente, f(n) =
O(log, n). Por otra parte, a medida que se agregan datos en un arbol binario de blsqueda T, no hay garantia de que T
permanezca balanceado. Incluso puede ocurrir que d ~ n. En este caso, f(n) puede ser relativamente lento; especifica-
mente, f(n) = O(n). Por fortuna, hay técnicas para volver a balancear un arbol binario de bisqueda T a medida que se
le agregan elementos. Sin embargo, tales técnicas rebasan el alcance de este texto.

10.7 COLAS PRIORITARIAS, MONTICULOS

Sea S una cola de prioridad. Es decir, S es un conjunto donde es posible insertar o eliminar elementos periédicamente,
pero donde siempre se elimina el mayor elemento actual (el elemento con prioridad mas alta). Para mantener a Sen la
memoria hay que hacer un:

a) Arreglo lineal: aqui resulta facil insertar un elemento al agregarlo simplemente al final del arreglo. Sin embargo,
resulta costoso buscar y encontrar el elemento mas grande, ya que es necesario usar una busqueda lineal con tiem-
po de ejecucion f(n) = O(n).

b) Arreglo lineal ordenado: aqui el elemento mas grande es el primero o el Ultimo, de modo que es fécil eliminarlo.
No obstante, insertar y eliminar elementos resulta costoso porque, en promedio, implica mover O(n) elementos.

En esta seccion se presenta una estructura discreta que puede implementar en forma eficiente una cola de prioridad S.

Monticulos

Suponga que H es un arbol binario completo con n elementos. Se supone que H se mantiene en la memoria mediante
su representacion secuencial, no una representacion ligada. (Vea la seccion 10.4.)

Definicion 10.1: Suponga que H es un arbol binario completo. Entonces H se denomina monticulo (heap) o maxheap,
si cada nodo N tiene la siguiente propiedad.

El valor de N es mayor que o igual al valor de cada uno de los hijos de N.
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10.7 CoLAS PRIORITARIAS, MONTiCcULOS 245

Por consiguiente, en un monticulo, el valor de N excede el valor de cada uno de sus descendientes. En particular,
la raiz de H es un valor méas grande de H.
Un minheap se define en forma semejante: el valor de N es menor que o igual al valor de cada uno de sus hijos.

EJEMPLO 10.8 Considere el arbol binario completo H en la figura 10-11a). Observe que H es un monticulo. Esto significa, en
este caso, que el elemento mas grande de H aparece en la “parte superior” del monticulo. En la figura 10-11b) se muestra la repre-
sentacion secuencial de H mediante el arreglo TREE y la variable END. En consecuencia:

a) TREE[1] es laraiz R de H.

b) TREE[2K]y TREE[2K + 1] son los hijos izquierdo y derecho de TREE[K].

c) Lavariable END = 20 apunta al Gltimo elemento en H.

d) El padre de cualquier nodo TREE(J) distinto de la raiz es el nodo TREE[J = 2] (donde J - 2 significa division entera).

Observe que los nodos de H en el mismo nivel aparecen uno después del otro en el arreglo TREE. La eleccién de 30 ubicaciones

para TREE es arbitraria.
97
) / \ )
7 % 48
N /N

66/
N /\

s
A

/ 38 /48 55 62 7 25 38
18 30 26 24
a) Monticulo
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 ... 30

TREE|97\88\95J66[55|95‘48‘66|35[48[55‘62‘77\25|38[18‘40\30!26(24\ | 1 ]

END

b) Representacion secuencial

Figura 10-11

Insercion en un monticulo

En la figura 10-12 se proporciona un algoritmo que inserta un ITEM de datos dado en un monticulo H.
Observacion: Es necesario comprobar que el algoritmo 10.3 produce un monticulo como el arbol final. No es dificil
ver esto y la verificacion se deja al lector.

EJEMPLO 10.9 Considere el monticulo H en la figura 10-11. Suponga que se desea insertar ITEM = 70 en H. Al simular el

algoritmo 10.3, primero se adjunta ITEM como el dltimo elemento del arbol completo; es decir, como el hijo derecho de 48.
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246 CapituLo 10 ARBOLES BINARIOS

Algoritmo 10.3:  Se proporcionan un monticulo H y un nuevo ITEM. El algoritmo inserta ITEM en H.
Paso 1. ITEM se adjunta al final de H, de modo que H aln es un arbol completo, pero no necesariamente un

monticulo.
Paso 2. (Reheap) Se deja que ITEM suba a su “sitio apropiado” en H, de modo que H es un monticulo. Es
decir:
a) ITEM se compara con su padre P(ITEM). Si ITEM > P(ITEM), entonces se intercambian ITEM y
P(ITEM).

b) Se repite a) hasta que ITEM < P(ITEM).

Paso 3. Salir

Figura 10-12

En otras palabras, se hace TREE[21] = 70 y END = 21. Luego se aplica la operacion reheap; es decir, se deja que
ITEM suba a su sitio apropiado como sigue:

a) ITEM = 70 se compara con su padre 48. Puesto que 70 > 48, se intercambian 70 y 48.
b) ITEM = 70 se compara con su nuevo padre 55. Puesto que 70 > 55, se intercambian 70 y 55.

c) ITEM = 70 se compara con su padre 88. Puesto que 70 < 88, ITEM = 70 ha subido a su sitio apropiado en el
monticulo H.

En la figura 10-13 se muestra el arbol final H con la insercion de ITEM = 70. En el arbol se destaca el camino

hecho por ITEM.
97
/ \
88 95
/ 95/ \48
7N\ /N
62 77 25 38

Figura 10-13 ITEM =70 se ha insertado

Eliminacion de la raiz de un monticulo

En la figura 10-14 se proporciona un algoritmo que elimina la raiz R de un monticulo H.

Observacion: Tal como ocurre en la insercion en un monticulo es necesario comprobar que el algoritmo 10.4 siempre
produce un monticulo como arbol final. De nuevo, esta verificacion se deja al lector. Se le recuerda que el paso 3 ter-
mina hasta que el nodo L llega a la parte inferior del arbol; es decir, hasta que L no tiene hijos.

EJEMPLO 10.10 Considere el monticulo H en la figura 10-15a), donde R = 95 es laraiz y L = 22 es el Gltimo nodo de H.
Suponga que quiere eliminar R = 95 del monticulo H. Al simular el algoritmo 10.4, primero se “elimina” R = 95 al asignar ITEM
= 95, y luego se sustituye R = 95 por L = 22. Asi se obtiene el arbol completo en la figura 10-15b) que no es un monticulo.
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10.7 CoLAS PRIORITARIAS, MONTiCULOS 247

Algoritmo 10.4:  El algoritmo elimina la raiz R de un monticulo H dado.
Paso 1. Laraiz R se asigna a algin ITEM variable.

Paso 2. La raiz eliminada R se sustituye por el Gltimo nodo de L de H, de modo que H adn es un arbol binario
completo, aunque no necesariamente un monticulo. [Es decir, se hace TREE[1] := TREE[END] y luego
se hace END := END - 1.]

Paso 3. (Reheap) Se hace que L asuma su “sitio apropiado” en H de modo que H es un monticulo. Es decir:
a) Se encuentra el mayor hijo LARGE(L) de L. Si L < LARGE(L), entonces se intercambian L y
LARGE(L).
b) Se repite a) hasta que L > LARGE(L).

Paso 4. Salir.

Figura 10-14

(Observe que ambos subarboles de 22 atin son monticulos.) Luego se efectlia una operacién reheap; es decir, se deja
que L = 22 asuma su sitio apropiado como sigue:

a) Los hijos de L =22 son 85y 70. El mayor es 85. Puesto que 22 < 85, se intercambian 22 y 85. Asi se obtiene el
arbol en la figura 10-15c).

b) Ahora los hijos de L = 22 son 33 y 55. El mayor es 55. Puesto que 22 < 55, se intercambian 22 y 55. Asi se obtie-
ne el arbol en la figura 10-15d).

c) Ahora los hijos de L = 22 son 15 y 11. El mayor es 55. Puesto que 22 > 15, el nodo L = 22 ha asumido su sitio
apropiado en el monticulo.

@)
) e \70 ) e \70
33/ \55 30/ \65 33/ \55 30/ \65
NN VAV

a) b)

/3 3\ /5 5\ 0 65 /3 3\ 30 65
15 20 15 11 15 20 15 11
c) d)
Figura 10-15
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248 CapituLo 10 ARBOLES BINARIOS

Asi, la figura 10-15d) es el monticulo requerido H sin su raiz original R = 95. Observe que se han encerrado los cami-
nos a medida que L = 22 recorre el arbol.

Complejidad de los algoritmos de monticulos

Sea H un monticulo con n nodos. Puesto que H es un arbol completo, d ~ log,n, donde d es la profundidad de H. El
algoritmo 10.3 indica dejar que el nuevo ITEM recorra el &rbol, de nivel en nivel, hasta que encuentre su sitio apropia-
do en H. El algoritmo 10.4 indica dejar que el ltimo nodo original L recorra el arbol, de nivel en nivel, hasta que
encuentre su sitio apropiado en H. En cualquier caso, el nimero de movimientos no puede exceder la profundidad d
de H. Asi, el tiempo de ejecucion f(n) de cualquier algoritmo es muy rapido; especificamente, f(n) = O(log, n). En
consecuencia, el monticulo constituye una forma mucho mas eficiente de implementar una cola de prioridad S que el
arreglo lineal o el arreglo lineal ordenado mencionado al principio de la seccion.

10.8 LONGITUDES DE CAMINOS, ALGORITMO DE HUFFMAN

Sea T un arbol binario extendido o un 2-arbol (seccién 10.3). Recuerde que si T tiene n nodos externos, entonces T
tiene n — 1 nodos internos. En la figura 10-3b) se muestra un 2-arbol con siete nodos externos y entonces 7 — 1 =6
nodos internos.

Longitudes de caminos ponderados

Suponga que T es un 2-arbol con n nodos externos, y que a cada nodo externo se asigna un peso (no negativo). La
longitud del camino ponderado (o simplemente la longitud del camino) P del arbol T se define como la suma

PZW1L1+W2L2 ++WnLn

donde W; es el peso en un nodo externo N; y L; es la longitud del camino desde la raiz R hasta el nodo L;. (La longi-
tud del camino existe inclusive para 2-arboles no ponderados, donde simplemente se supone el peso 1 en cada hodo
externo.)

EJEMPLO 10.11 En la figura 10-16 se muestran tres arboles binarios, T, T,, T,, donde cada uno tiene nodos externos con los
mismos pesos 2, 3, 5y 11. Las longitudes de caminos ponderados de los tres arboles son:

P, =2(2) +3(2) + 5(2) + 11(2) = 42
P, = 2(1) + 3(3) + 5(3) + 11(2) = 48
P, = 2(3) + 3(3) + 5(2) + 11(1) = 36

Las cantidades P, y P indican que el &rbol completo no necesariamente proporciona un camino minimo, y que las cantidades P, y
P, indican que arboles semejantes no necesariamente proporcionan la misma longitud del camino.

aT,

Figura 10-16
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10.8 LONGITUDES DE CAMINOS, ALGORITMOS DE HUFFMAN 249

Algoritmo de Huffman

El problema general que se quiere resolver es el siguiente. Suponga que se proporciona una lista de n pesos:
Wy, W,,..., W,

De entre todos los arboles binarios con n nodos externos y con los n pesos dados, se debe encontrar un arbol con lon-
gitud del camino ponderado minimo. (Un arbol asi rara vez es Gnico.) Huffman proporciond un algoritmo para encon-
trar un &rbol T asi.

El algoritmo de Huffman, que se muestra en la figura 10-17, se define recursivamente en términos del nimero n de
pesos. En la practica se usa una forma iterada equivalente del algoritmo de Huffman que construye el arbol T buscado
a partir de la parte inferior, en lugar de hacerlo desde la parte superior.

Algoritmo 10.5 (de Huffman): El algoritmo encuentra recursivamente un &rbol binario ponderado T con n pesos
dados wy, w,, ..., W, que tiene una longitud del camino ponderado minimo.

Paso 1. Supongan=1.SeaT el arbol con un nodo N con peso w;, y luego Salir.

Paso 2. Supongan > 1.
a) Seencuentran dos pesos minimos, por ejemplo, w;y w;, de entre los n pesos dados.
b) w;y w; se sustituyen en la lista por w; + w;, de modo que la lista tenga n — 1 pesos.
c) Seencuentra un arbol T’ que proporcione una longitud del camino ponderado minimo para los n -1
pesos.
d) En el arbol T’ se sustituye el nodo externo

por el subarbol

e) Salir.

Figura 10-17

EJEMPLO 10.12 Sean A, B, C, D, E, F, G, H ocho datos con los siguientes pesos asignados:

Dato0 A B C D E F G H
Peso: 22 5 11 19 2 11 25 5

Construir un arbol binario T con una longitud del camino ponderado minimo P que tenga los datos anteriores como nodos externos.

Se aplica el algoritmo de Huffman. Es decir, los dos subarboles con pesos minimos se combinan repetidamente en un solo arbol
como se muestra en la figura 10-18a). Por razones de claridad los pesos originales se han subrayado y un ndmero en un circulo
indica la raiz de un nuevo subarbol. El rbol T se traza a partir del paso 8) hacia atras, con lo que se obtiene la figura 10-18b). (Cuando
un nodo se separa en dos partes, el menor se indica a la izquierda.) A continuacion se proporciona la longitud del camino P:

P =22(2) + 11(3) + 11(3) + 25(2) + 5(4) + 2(5) + 5(5) + 19(3) = 280
Implementacién en computadora del algoritmo de Huffman

Considere de nuevo los datos en el ejemplo 10.12. Suponga que se desea implementar el algoritmo con la computado-
ra. Puesto que algunos de los nodos en el arbol binario estan ponderados, el arbol puede mantenerse por medio de
cuatro arreglos paralelos: INFO, WT, LEFT y RIGHT. En las ocho primeras columnas de la figura 10-19 se muestra
la forma en que los datos pueden almacenarse inicialmente en la computadora.

Cada paso del algoritmo de Huffman asigna valores a WT, LEFT y RIGHT en las columnas de la 9 a la 15, que
corresponden, respectivamente, a los pasos del 2) al 8) en la figura 10-18: cada paso encuentra los dos pesos minimos
actuales y sus ubicaciones, y luego introduce la suma en WT y sus ubicaciones en LEFT y RIGHT. Por ejemplo, los
pesos minimos actuales después de asignar valores a la columna 11, que corresponde al paso 4), son 12 y 19, que apa-
recen en WT[10] y WTT[4]. Por consiguiente, se asigna WT[12] =12 + 19 =31y LEFT[12] = 10 y RIGHT[12] = 4.
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(1 22, 5 1, 19 2, 11, 25 5
@2 u L@OU s s
G2 019 u 2 12
@) 22, 19, @2, 25 12
(5) 22, 22, 25
(6) 3, @), 25
(N 44, (56
®)

a) Algoritmo de Huffman b) Arbol T

Figura 10-18

El dltimo paso indica que ROOT = 15, o se usa el hecho de que ROOT = 2n - 1, donde n = 8 es el nimero de nodos
externos. Asi, toda la figura 10-19 proporciona el arbol T requerido.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
INFO |4 |B|C|D|E|F|G|H

WT [22 |5 [11]19]2 |11]25]5 7 112223144 |56 (100
LEFT [o|o]o|lo|o|o0o]o0]oO 518 6101713
RIGHT [o[o oo |o]o]o0]oO 219 (3 [4]11]12]14
2 @ 6 .G DO

ROOT [ 15 ]

Figura 10-19

Observacién: Durante la ejecucion del algoritmo de Huffman es necesario seguir la pista de los pesos actuales y
encontrar dos de los pesos minimos. Esto puede lograrse en forma satisfactoria al mantener un minheap auxiliar, donde
cada nodo contenga un peso y su ubicacidon en el arbol. Se usa un minheap en lugar de un maxheap porque se quiere
que el nodo con el peso minimo esté en la parte superior del monticulo.

Aplicacion a la codificacion

Suponga que una coleccion de n datos A; A,,..., A, va a codificarse por medio de cadenas de bits. Ademas, suponga
que los datos no ocurren con la misma probabilidad. Entonces es posible conservar espacio y tiempo de memoria al
utilizar cadenas de longitud variable, donde a los datos que ocurren frecuentemente se les asignan cadenas mas cortas
y a los datos que ocurren con menor frecuencia se les asignan cadenas mas largas. Por ejemplo, este principio se apli-
ca en los codigos telefénicos de paises. EI cddigo de pais para Estados Unidos es simplemente 1; para Francia 33 y
para Finlandia 358. En esta seccion se analiza una codificacidn que utiliza longitud variable que esta basada en al arbol
T de Huffman para datos ponderados; es decir, un arbol binario T con longitud del camino minimo P.

Codigo de Huffman: Sea T el arbol de Huffman para los n datos ponderados A; A,,..., A,. A cada aristaen T se
asigna 0 o0 1 segun si la arista apunta a un hijo izquierdo o a un hijo derecho. El cddigo de Huffman asigna a cada nodo

www.FreelLibros.me



10.9 ARBOLES GENERALES (CON RAizZ ORDENADOS), REPASO 251

externo A, la secuencia de bits desde la raiz R del arbol T hasta el nodo A. El cddigo de Huffman mencionado posee la
propiedad de los “prefijos”; es decir, el cddigo de cualquier dato no es una subcadena inicial del codigo de ningln otro
dato. Esto significa que no puede haber ninguna ambigtiedad al decodificar cualquier mensaje que use un cddigo de
Huffman.

EJEMPLO 10.13 Considere nuevamente los ocho datos A, B, C, D, E, F, G, H del ejemplo 10.12. Suponga que los pesos repre-
sentan las probabilidades porcentuales de ocurrencia de los datos. Al asignar, como antes, etiquetas de bits a las aristas en el arbol
de Huffman en la figura 10-18b), es decir, al asignar 0 o 1 segun si la arista apunta hacia un hijo izquierdo o un hijo derecho, se
obtiene el siguiente cédigo para los datos:

A : 00, B:11011, C:011, D:111,
E: 11010, F:010, G:10, H:1100.

Por ejemplo, para llegar a E desde la raiz, el camino consta de una arista derecha, arista derecha, arista izquierda, arista derecha y
arista izquierda, con lo que se obtiene el codigo 11010 para E.

10.9 ARBOLES GENERALES (CON RAIZ ORDENADOS), REPASO

Sea T un érbol con raiz ordenado (seccidn 9.4), que también se denomina arbol general. T se define formalmente como
un conjunto no vacio de elementos, denominados nodos, tal que

1) T contiene un elemento distintivo R, denominado raiz de T.
2) Los elementos restantes de T constituyen una coleccion ordenada de cero o mas arboles ajenos, Ty, Ty, ..., T,

Los arboles T,, T,, ..., T, se denominan subarboles de la raiz R, y las raices de Ty, T,, ..., T,, Se denominan sucesores
deR.

La terminologia de relaciones familiares, teoria de grafos y de horticultura se usa para arboles generales de la misma
forma en que se hace para arboles binarios. En particular, si N es un nodo con sucesores S;, S,, ..., S,, entonces N se
denomina padre de los S;, los S; se denominan hijos de Ny los S; se denominan hermanos entre si.

EJEMPLO 10.14 La figura 10-20a) es una ilustracion de un arbol general T con 13 nodos,
A B,C,DEFG HIJK L MN

A menos que se establezca otra cosa, la raiz de un arbol T es el nodo en la parte superior del diagrama y los hijos de un nodo se
ordenan de izquierda a derecha. En consecuencia, A es la raiz de T, y A tiene tres hijos: el primer hijo B, el segundo hijo C y el
tercer hijo D. Observe que:

a) C tiene tres hijos. c) Cadauno de Dy H tiene s6lo un hijo.
b) Cada uno de By K tiene dos hijos. d) NingunodeE, F, G, L, J, M tiene hijos.

El altimo grupo de nodos, los que no tienen hijos, se denominan nodos terminales.

/|\ B/A A\B

/ \ pd l\ K /\ PN
| / \ C1)ArbolTI13 CZ)Arbosz D

L M N

Figura 10-20
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Observacion: Un arbol binario T no es un caso especial de un arbol general T. Son dos objetos distintos. A conti-
nuacién se presentan sus dos diferencias basicas:

1) Un arbol binario T’ puede estar vacio, pero un arbol general T no esta vacio.
2) Suponga que un nodo N tiene s6lo un hijo. Entonces en un arbol binario T™ el hijo se identifica como hijo izquier-
do o hijo derecho, pero en un arbol general T no existe esta distincion.

La segunda diferencia se ilustra mediante los arboles T, y T, en la figura 10-20b). En cuanto a &rboles binarios, T, y
T, son arboles distintos, ya que B es el hijo izquierdo de A en el arbol T,, pero B es el hijo derecho de A en el &rbol T,.
Por otra parte, como éarboles generales, entre T, y T, no hay ninguna diferencia.

Bosque

Un bosque F se define como una coleccidn ordenada de cero o mas arboles generales distintos. Resulta evidente que
si se elimina la raiz R de un arbol general T, entonces se obtiene el bosque F que consta de los subarboles de R
(que pueden estar vacios). A la inversa, si F es un bosque, entonces es posible adjuntar un nodo R a F para formar un
arbol general T, donde R es la raiz de T y los subarboles de R constan de los arboles originales en F.

Arboles generales y arboles binarios

Suponga que T es un arbol general. Entonces es posible asignar un Gnico arbol binario T’ a T como sigue. En primer
lugar, los nodos del arbol hinario T son los mismos que los nodos del arbol general T, y la raiz de T’ es la raiz de T.
Sea N un nodo arbitrario del arbol binario T'. Entonces, el hijo izquierdo de N en T’ es el primer hijo del nodo N en el

arbol general T y el hijo derecho de N en T’ es el siguiente hermano de N en el &rbol general T. Esta correspondencia
se ilustra en el problema 10.16.

PROBLEMAS RESUELTOS
ARBOLES BINARIOS

10.1  Si Tes el arbol binario almacenado en la memoria, como en la figura 10-21, dibuje el diagrama de T.

1 2 3 4 5 6 7 8 9 10 11 12 13 14
INFO |20 |30 |40 |50 607080 |90 35 |45 | 55|95
LEFT [o|1]o o 2007 o3 |1]o
RIGHT [0 [13] 00|68 |0 |14 12/4/0]0
ROOT

Figura 10-21

El arbol T se dibuja desde su raiz R hacia abajo como sigue:

a) Laraiz R se obtiene a partir del valor del apuntador ROOT. Observe que ROOT = 5. Por tanto, INFO[5] = 60 es la
raizRdeT.

b)  Elhijo izquierdo de R se obtiene a partir del campo del apuntador izquierdo de R. Observe que LEFT[5] = 2. Por tanto,
INFO[2] = 30 es el hijo izquierdo de R.

c) Elhijo derecho de R se obtiene a partir del campo del apuntador derecho de R. Observe que RIGHT[5] = 6. Por tanto,
INFOI[6] = 70 es el hijo derecho de R.

Ahora ya es posible trazar la parte superior del arbol y luego, al repetir el proceso con cada nodo nuevo, al final se obtiene
todo el arbol T de la figura 10-22a).
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30/ \70 A/ \D
20/ \55 \90 \K H/ \G
35 80/ \95 c/ B/ \E
\45
4
a) b)

Considere el arbol binario T en la figura 10-22b).

a)
b)

c)
d)

€)
a)
b)

c)

d)

€)

Encuentre la profundidad d de T.

Recorra T con el algoritmo en preorden.

Recorra T con el algoritmo en inorden.

Recorra T con el algoritmo en postorden.

Encuentre los nodos terminales de T, asi como el orden en que son recorridos en los incisos b), ¢) y d).
La profundidad d es el nimero de nodos en una rama mas larga de T; por tanto, d = 4.

El recorrido en preorden de T es un algoritmo NLR recursivo; es decir, primero procesa un nodo N, luego su subarbol
izquierdo L y, por Gltimo, su subérbol derecho R. Al hacer que [A,, ..., A ] denote un subéarbol con nodos A, ..., A,
el arbol T se recorre como sigue:

F-[AKC]D,HG,BE o F-A-[KC]-D-[H]G B E]
o finalmente,
F-A—-K-C-D-H-G-B-E

El recorrido en inorden de T es un algoritmo LNR recursivo; es decir, primero procesa un subarbol izquierdo L, luego
su nodo Ny, por Gltimo, su subarbol derecho R. Por tanto, T se recorre como sigue:

[A,K,C]-F—-[D,H,G,B,E] o A—]K,C]-F—-[H]-D-[G,B,E]

o finalmente,
A-K-C-F-H-D-B-G-E
El recorrido en postorden de T es un algoritmo LRN recursivo; es decir, primero procesa un subarbol izquierdo L, luego
su subarbol derecho Ry, por ultimo, su nodo N. Por tanto, T se recorre como sigue:
[A,K,C][D,H,G,B,E]-F o [K,C]-A-[H][G,BE]-D-F
o finalmente,
C—-K-A-H-B-E-G-D-F

Los nodos terminales son los nodos sin hijos. Se recorren en el mismo orden en los tres algoritmos de recorrido: C, H,
B, E.

Sea T el arbol binario en la figura 10-22b). Encuentre la representacion secuencial de T en la memoria.

La representacion secuencial de T usa un simple arreglo TREE y un apuntador variable END.

a)
b)

Laraiz R de T se almacena en TREE[1]; por tanto, R = TREE[1] = F.

Si el nodo N ocupa TREE[K], entonces sus hijos izquierdo y derecho se almacenan en TREE[2* K] y TREE[2* K + 1],
respectivamente. Asi, TREE[2] = Ay TREE[3] = D puesto que Ay D son los hijos izquierdo y derecho de F. Y asi
sucesivamente. La figura 10-23 contiene la representacion secuencial de T. Observe que TREE[10] = C, ya que C es
el hijo izquierdo de K, que se almacena en TREE[5]. También, TREE[14] = By TREE[15] = E, yaque By E son los
hijos izquierdo y derecho de G, que se almacenan en TREE[7].
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c) END apunta hacia la ubicacién del Gltimo nodo de T; asi, END = 15.
Por Gltimo, en la figura 10-23 se obtiene la representacion secuencial de T.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 40
wes [+ T4 [o [ [x[wlo] T [e[ [ [ [s]e] [ [ |

END E

Figura 10-23

10.4  Considere los arboles T, T,, T5 en la figura 10-24 e identifique los que representen el mismo érbol:

a) con raiz; b) con raiz ordenado; c) binario.

a) Los tres representan el mismo arbol con raiz; es decir, A es la raiz con hijos (sucesores inmediatos) By C, y C tiene el
hijo tnico D.

b) Aqui T,y T, son el mismo &rbol con raiz ordenado, pero T es diferente: B es el primer hijo de Aen T, y T,, pero es
el segundo hijo de Aen T,.

c) Todos representan arboles binarios distintos: especificamente, T, y T, son diferentes ya que es posible distinguir entre
sucesores izquierdos y derechos aun cuando sélo haya un sucesor (lo que no es cierto para arboles con raiz ordenados).
Es decir, D es un sucesor izquierdo de C en T, pero es un sucesor derecho de C en T,.

A A A
B C B C c B
D D D
T, T, T,
Figura 10-24

10.5 Un éarbol binario T tiene nueve nodos. Representar T si los recorridos en preorden y en inorden de T producen
las siguientes secuencias de nodos:

Preorden: G B Q A C
Inorden: Q B C A G

El arbol T se dibuja a partir de su raiz R hacia abajo como sigue:
a) Laraiz de T se obtiene al escoger el primer nodo en su preorden. Asi, la raiz del arbol T es G.

b)  El hijo izquierdo del nodo G se obtiene como sigue: primero se usa el inorden de T para encontrar los nodos en el
subérbol izquierdo T, de G. Por tanto, T, consta de los nodos Q, B, C, A que estan a la izquierda de G en el inorden de
T. Luego, el hijo izquierdo de G se obtiene al escoger el primer nodo (raiz) en el preorden de T, que aparece en el
preorden de T. Por tanto, B es el hijo izquierdo de G.

c) Enforma semejante, el subarbol derecho T, de G consta de los nodos P, E, D, Ry P es la raiz de T,; es decir, P es el
hijo derecho de G.

Al repetir el proceso anterior con cada nodo nuevo, el arbol requerido T se obtiene finalmente en la figura 10-25a).

P D R
P E R

E
D

10.6  Considere la expresion algebraica E = (2x + y)(5a — b)®.
a) Trace el 2-arbol correspondiente. b) Use T para escribir E en forma de prefijo polaco.

a) A fin de obtener el arbol en la figura 10-25b) se usa una flecha (1) para exponenciacién, un asterisco (*) para multi-
plicacion y una linea inclinada (/) para division.
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- \P /“‘\T

N\, \, SN N
C/ E/ \R 2/ \x */ \b
5/ \a
a) b)

Figura 10-25

b) El arbol se examina desde la izquierda como en la figura 10-4b), para obtener
x+%x2Xy1t—=x5ab3
10.7  Trace todos los posibles a) arboles binarios T no semejantes con tres nodos; b) arboles binarios T’ no semejan-
tes con cuatro nodos externos.

a) Hay cinco arboles T asi, que se muestran en la figura 10-26a).

b) Cada 2-arbol T’ con cuatro nodos externos se determina por un arbol binario T con tres nodos; es decir, por un arbol
T del inciso a. Por tanto, hay cinco arboles 2-binarios T’, se muestran en la figura 10-26b).

AN SEG I

a) Arboles binarios con 3 nodos

ARE 5D

b) Arboles binarios extendidos con 4 nodos externos

Figura 10-26

ARBOLES BINARIOS DE BUSQUEDA, MONTICULOS

10.8  Considere el arbol binario T en la figura 10-22a).

a) ¢Por qué T es un arbol binario de bisqueda?
b) Sial arbol se agrega ITEM = 33, encuentre el nuevo arbol T.

a) Tesunarbol binario de bisqueda, puesto que cada nodo N es mayor que los valores en su subarbol izquierdo y meno-
res que los valores en su subarbol derecho.
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256 CapituLo 10 ARBOLES BINARIOS

b) ITEM = 33 se compara con la raiz 60. Puesto que 33 < 60, el desplazamiento es hacia el hijo izquierdo, 30. Puesto
que 33 > 30, el desplazamiento es hacia el hijo derecho, 55. Puesto que 33 < 55, el desplazamiento es hacia el hijo
izquierdo, 35. Ahora, 33 < 35, pero 35 no tiene hijo izquierdo.

Por tanto, ITEM = 33 se agrega como un hijo izquierdo del nodo 35 para obtener el arbol en la figura 10-27a). Las
aristas sombreadas indican el camino en el arbol durante la insercion.

35 80/ \95 AN

40 50
a) b)

Figura 10-27

10.9 Suponga que n datos A, A, ..., Ay ya estan ordenados; es decir, A} < A, < -+ < A

a) Si los datos se insertan en orden en un arbol binario vacio T, describir el arbol final T.

b) ¢Cual es la profundidad d del &rbol final T?

c) Compare d con la profundidad media d* de un &rbol binario con n nodos para i) n = 50; ii) n = 100;
iii) n = 500.

a) Elarbol T consta de una rama que se extiende hacia la derecha, como se muestra en la figura 10-27b).

b) Laramade T tiene n nodos; asi, d = n.

c) Sesabe que d* = c log, n, donde ¢ ~ 1.4. Por tanto, i) d(50) = 50, d*(50) ~ 9; ii) d(100) = 100, d*(100) ~ 10;
iii) d (500) = 500, d *(500) ~ 12.

10.10 Suponga que la siguiente lista de letras se inserta en un arbol binario de blsqueda vacio:
J R, D G W E M H P A F Q
a) Encuentre el arbol final T. b) Encuentre el recorrido inorden de T.

a) Los nodos se insertan uno después del otro para obtener el arbol T en la figura 10-28a).

D/J\R E/J\R
NN\ A VAN
VAN VAN

AN AN

F Q
a) b)

Figura 10-28
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b) A continuacion se muestra el recorrido inorden de T:
A D E F G H J M P Q R W

Es el listado alfabético de las letras. (El recorrido inorden de cualquier arbol binario T de bisqueda produce una lista
ordenada de los nodos.)

Considere el arbol binario T de la figura 10-28a), describa el arbol T después que se han eliminado a) el nodo
My b) el nodo D.

a) Elnodo M tiene sélo un hijo, P. Por tanto, se elimina M y se deja que P se vuelva el hijo izquierdo de R en lugar de M.

b) El nodo D tiene dos hijos. Se encuentra el sucesor inorden de D, que es el nodo E. Primero se elimina E del arbol y
luego D se sustituye por el nodo E.

En la figura 10-28b) se muestra el arbol T actualizado.
Sea H el minheap en la figura 10-29a). (H es un minheap puesto que los elementos mas pequefios estan en la

parte superior del monticulo, en lugar de los elementos mas grandes.) Describa el monticulo después que se ha
insertado ITEM = 11 en H.

22/ \33 11/ \33
25/ \44 40/ \55 25/ \22 40/ \55
4% 4y 4
a) b)

Primero se inserta ITEM como el nodo siguiente en el arbol completo; es decir, como el hijo izquierdo del nodo 44.
Luego, se compara ITEM con su PARENT y se intercambian ITEM y PARENT hasta que ITEM < PARENT. Puesto que
11 < 44, se intercambian 11 y 44. Puesto que 11 < 22 se intercambian 11 y 22. Debido a que 11 > 8, ITEM = 11 ha
encontrado su sitio apropiado en el monticulo H. En la figura 10-29b) se muestra el monticulo final H. Las aristas sombrea-
das indican el camino de ITEM a medida que se desplaza por el arbol.

LONGITUDES DE CAMINOS, ALGORITMO DE HUFFMAN

10.13

10.14

Sea T el arbol binario ponderado en la figura 10-30a). Encuentre la longitud del camino ponderado P del
arbol T.

Cada peso W; se multiplica por la longitud L; del camino que va de la raiz de T al nodo que contiene el peso, y luego todos
estos productos se suman para obtener P. Asi:
P =4(2) + 15(4) + 25(4) + 5(3) + 8(2) + 16(2)
=8+ 60+ 100 + 15 + 16 + 32
=231

Con los seis pesos 4, 15, 25, 5, 8, 16, encuentre un arbol binario T con los pesos dados y con una longitud del
camino minimo P. (Compare T con el &rbol en la figura 10-30a).)

Se usa el algoritmo de Huffman. Es decir, se combinan en forma repetida los dos subarboles con pesos minimos en un
simple subarbol como sigue:

a) 4, 15, 25 5 8, 16; d 25 17, GI)
b) 15, 25, 8, 16 e) 31
0) 15, 25, @ 16; f) @
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10.15

a) b)

Figura 10-30

(EI nimero encerrado en un circulo indica la raiz del nuevo subarbol en el paso.) El arbol T se traza a partir del paso f ) hacia
atras, con lo que se obtiene la figura 10-30b). La longitud del camino de T es la siguiente:

P = 25(2) + 4(4) + 5(4) + 8(3) + 15(2) + 16(2)
=50 + 60 + 20 + 24 + 30 + 32
—172

(La longitud del camino del arbol en la figura 10-30a) es 231.)

Si los datos A, B, C, D, E, F, G ocurren con la siguiente distribucion de probabilidad:

Dato: A B C D E F G
Probabilidad: 10 30 5 15 20 15 5

Encuentre un codigo Huffman para los datos.

Asi como en la figura 10-31a), el algoritmo de Huffman se aplica para encontrar un arbol binario con una longitud del
camino ponderado minimo P. (De nuevo, el nimero encerrado en un circulo indica la raiz del nuevo subarbol en el paso.)
El arbol T se traza a partir del paso g) hacia atras, con lo que se obtiene la figura 10-31b). Se asignan etiquetas de bits a las
aristas del arbol T, 0 a una arista izquierda y 1 a una arista derecha, como en la figura 10-31b). El arbol T produce el siguien-
te codigo de Huffman:

A:000; B:11; C:0010; D:100; E:01; F:101, G:0011

@ 10, 30, 5, 15, 20, 15, 5
B 10, 30,(10,) 15, 20, 15,

o (0)30, 15, 20, 15

d) 20,30, (30)20

o (0)30, 30

£ 40 (60,

8

a)

Figura 10-31
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ARBOLES GENERALES

10.16 Sea T el arbol general en la figura 10-32a). Encuentre el arbol binario T’ correspondiente.

Los nodos de T’ son los mismos que los nodos del arbol general T. En particular, la raiz de T’ es la misma que la raiz de T.
Ademaés, si N es un nodo en el arbol binario T’, entonces su hijo izquierdo es el primer hijo de N en T y su hijo derecho es
el siguiente hermano de N en T. Al construir T' a partir de la raiz se obtiene el arbol en la figura 10-32b).

B/[IE\J B
C/]|)\E G/ \H 1|< ¢
L/ \M

i~

SN S
e
:/“\/\

a)
Figura 10-32

PROBLEMAS SUPLEMENTARIOS

10.17 Considere el arbol binario T en la figura 10-33a).

a) Encuentre: i) la profundidad d de T; ii) los descendientes de B.
b) Recorra T en i) preorden; ii) inorden; iii) postorden.
c) Encuentre los nodos terminales de Ty los 6rdenes en que se recorren en el inciso b).

10.18 Repita el problema 10.17 para el arbol binario T en la figura 10-33b).
10.19 Repita el problema 10.17 para el arbol binario T en la figura 10-33c).

/

B/A\C B/A\E
D/ \E \F C/ F/ \G
G/ \H AN /

D H F

NN
I/ \O

a) b) 9]
Figura 10-33

10.20 Sea T el arbol binario almacenado en la memoria como en la figura 10-34, donde ROOT = 14.

a) Dibuje el diagrama de T.
b) Recorra T en i) preorden; ii) inorden; iii) postorden.
c) Encuentre la profundidad d de T.

d) Encuentre el nimero minimo de ubicaciones requeridas para un arreglo lineal TREE si T se almacena secuencialmen-
te en TREE.
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

INFO |H |R P | B E C|F|Q|&S A | K|L D

LEFT |4 |0 0|18 1 015/01]0 51210 0

RIGHT |11 | 0 0|7 0 10[16]12]0 9| 0]0 0
Figura 10-34

10.21  Suponga que los recorridos en preorden y en inorden de un arbol binario T producen las siguientes secuencias de nodos:

Preorden: G, B, Q A C, K F P D, E, R, H
Inorden: Q B K C, F A G P E D H R

a) Dibuje el diagrama de T.
b) Encuentre: i) la profundidad d de T; ii) los descendientes de B.
c) Enumere los nodos terminales de T.

10.22  Considere la expresion algebraica E = (x 4+ 3y)*(a — 2b). a) Dibuje el &rbol binario correspondiente. b) Escriba E en forma
de prefijo polaco.

ARBOLES BINARIOS DE BUSQUEDA, MONTICULOS

10.23  Encuentre el arbol final T si los nimeros siguientes se insertan en un arbol binario de bisqueda vacio T:
50, 33, 44, 22, 77, 35 60, 40

10.24  Encuentre el monticulo final H si los nimeros en el problema 10.23 se insertan en un maxheap vacio H.

10.25 Encuentre el monticulo final H si los nimeros en el problema 10.23 se insertan en un minheap vacio H.

10.26 Sea T el arbol binario de basqueda en la figura 10-35a). Suponga que los nodos 20, 55, 88 se insertan uno después del otro
en T. Encuentre el arbol final T.

10.27 SeaT el arbol binario de busqueda en la figura 10-35a). Suponga que los nodos 22, 25, 75 se eliminan uno después del otro
en T. Encuentre el &rbol final T.

/ 50 \7 5/ 70\60
AN e AN e

25 5 5
/ AN / AN
22 40 90 40 50 11
VAN / /N
15 30 44 80 30 25 15
AN
33
a) b)
Figura 10-35

10.28 Sea H el monticulo en la figura 10-35b). Encuentre el monticulo final H si los nimeros 65, 44 y 75 se insertan uno después
del otro en H.

10.29 Sea H el monticulo en la figura 10-35b). Encuentre el monticulo final H si de H se eliminan la raiz y luego la siguiente
raiz.
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ALGORITMO DE HUFFMAN, ARBOLES GENERALES

10.30

10.31

10.32

10.33

Considere el &rbol binario T en la figura 10-36a), que contiene las letras A, B, C, D, E, F, G como nodos externos. Encuentre
la codificacion de Huffman de las letras determinada por el arbol T.

Encuentre la longitud del camino ponderado P del &rbol en la figura 10-36a) si a los datos A, B, ..., G se asignan los pesos
siguientes:

(A 13), (B,2), (C,19), (D,23), (E29), (F5), (G)9)

Use los datos del problema 10.31 a fin de encontrar una codificacion de Huffman para las siete letras usando un &rbol
binario con una longitud del camino minimo P, y encuentre P.

Sea T el arbol general en la figura 10-36b). Encuentre el arbol binario T’ correspondiente.

-
\F

D,

L

Figura 10-36

PROBLEMAS EN COMPUTADORA

Los problemas del 10.34 al 10.40 se refieren a la figura 10-37, que es una lista de registros de empleados almacenada en la memo-
ria. Se trata de un arbol binario de bisqueda con respecto a la llave NAME. Usa un apuntador HEAD donde el nimero de emplea-
dos estd en SSN[HEAD], el salario total estd en SALARY[HEAD], y la raiz del arbol estd en LEFT[HEAD]. También, a fin de
permitir inserciones, las ubicaciones disponibles (vacias) forman una lista ligada donde AVAIL apunta hacia el primer elemento en
la lista y el enlace se mantiene por medio del arreglo LEFT.

10.34

NAME SSN SEX SALARY LEFT RIGHT

HEAD 1 0
2 Davis 192-38-7282 Female 22 800 0 12
3 Kelly 165-64-3351 Male 19 000 0 0
AL 4 Green 175-56-2251 Male 27200 2 0
5 0009 191 600 14 0
6 Brown 178-52-1065 Female 14 700 0 0
7 Lewis 181-58-9939 Female 16 400 3 10

8 11
9 Cohen 177-44-4557 Male 19 000 6 4
10 Rubin 135-46-6262 Female 15 500 0 0

11 13
12 Evans 168-56-8113 Male 34 200 0 0

13 1
14 Harris 208-56-1654 Female 22 800 9 7

Figura 10-37

Dibuje un diagrama del arbol binario de busqueda NAME.
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10.35

10.36

10.37

10.38

10.39

10.40

Escriba un programa que imprima la lista de registros de los empleados en orden alfabético. (Sugerencia: imprima los
registros en inorden.)

Escriba un programa que lea el nombre NNN de un empleado e imprima el registro del empleado. Pruebe el programa
usando a) Evans, b) Smith y c) Lewis.

Escriba un programa que lea el nimero de seguridad social SSS de un empleado e imprima el registro del empleado. Pruebe
el programa usando a) 165-64-3351, b) 135-46-626 y ¢) 177-44-5555.

Escriba un programa que lea un entero K e imprima el nombre de cada empleado varén cuando K = 1 o el nombre de cada
empleada cuando K = 2. Pruebe el programa usando a) K =2; b) K=5,yc) K= 1.

Escriba un programa que lea el nombre NNN de un empleado y elimine de la estructura el registro del empleado. Pruebe el
programa usando a) Davis; b) Jones, y ¢) Rubin.

Escriba un programa que lea el registro de un nuevo empleado e inserte el registro en el archivo. Pruebe el programa
usando:

a) Fletcher; 168-52-3388; Mujer; 21 000;

b)  Nelson; 175-32-2468; Hombre; 19 000

Respuestas a los problemas suplementarios

10.17

10.18

10.19

10.22

a) 4; D, E, G, H; b) ABDEGHCF, DBGEHACF, 10.20 a) Vea la figura 10-38a); b) ABDEHPQSCFKRL,

DGHEBFCA; ¢) Los tres: D, G, H, F. DBPHQSEACRKFL, DPSQHEBRKLFCA; c) d = 6;
a) 4; C, D; b) ABCDEFGH, CDBAFEHG, por tanto 32 < END = 64; aqui END = 43.
DCBFHGEA,; c) Los tres: D, F, H. 10.21 a) Vea la figura 10-38b); b) 5; QACKF; ¢) Q, K, F, E,
a) 5; D, F, G; b) ABDFGCEH, BFGDAEHC, H.

GFDBHECA,; c) Los tres: G, H.

A
/ \ 2
B C /
N S / N,
D E F B \
H/ K/ \L \ /
N / LS/
P 0 R \ K E L
N\, LN, ©
a) b)
Figura 10-38
a) Vea la figura 10-39a); b) « 1+ +x * 3y4 —a *x 2b 10.23 \Vea la figura 10-39b).
/
/ \ \/ \ w 50\77
a / \ /

/ \ ¢ 4 \ 22 44 60
N 2 ' 4

[9%)

5

AN
40
a) b)

Figura 10-39
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10.24
10.25

10.28

10.29
10.30

10.31

Nivel por nivel: 77, 50, 60, 40, 33, 35, 44, 22.
Nivel por nivel: 22, 33, 35, 40, 77, 44, 60, 50.

/50\

50, 22, 44.

Nivel por nivel: 55, 50, 22, 40, 25, 15, 11, 30.

A: 00; B: 0100; C: 10; D: 011; E: 01010; F: 01011,
G: 11.

P = 329.

A

/

J

L/ \B
NEERPAN
NIV
\D \G

a)

10.26
10.27

10.33
10.34

B/C\G

Figura 10-41

PROBLEMAS SUPLEMENTARIOS 263

Vea la figura 10-40a).
Vea la figura 10-40b).

/ 25\ / 75\ :
22 40 60 90 30/ 80
e N\ / 7N N
30 44 55 80 15 40 60 90
\ \ 33/
20 33 88
a) b)
Figura 10-40

Nivel por nivel: 75, 65, 70, 40, 55, 60, 11, 30, 25, 15, 10.32 A: 000; B: 00101; C: 10; D: 11; E: 01; F: 00100;

G: 0011; P = 257.

Vea la figura 10-41a).

Vea la figura 10-41b), donde sélo se usa la primera letra
de cada nombre.

T
K/ \R
/

\

E

b)
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Propiedades
de los enteros

CAPITULO

11.1 INTRODUCCION
En este capitulo se investigan algunas propiedades fundamentales de los nimeros naturales (0 enteros positivos); es
decir, el conjunto
N={1,23,...}
y sus “primos”, los enteros; es decir, el conjunto
z={..,-2,-1,0,1,2,..}

(La letra Z proviene de la palabra “Zahlen”, que significa “nimeros” en aleman.)
Se parte de las siguientes reglas simples de suma y multiplicacion de estos nimeros (donde a, b, ¢ son enteros
arbitrarios):

a) Ley asociativa de la multiplicacién y la adicion:
(@+b)+c=a+(b+c) y (ab)c=a(bc)
b) Ley conmutativa de la multiplicacién y la adicion:
a+b=b+a y ab=hba
c) Ley distributiva:
ab+c)=ab+ac
d) ldentidad aditiva O e identidad multiplicativa 1:
a+0=04+a=a vy a-1=1-a=a
e) Inverso aditivo —a para cualquier entero a:
at+(-a)=(-a)+a=0

En el apéndice B se muestra que otras estructuras matematicas poseen las propiedades anteriores. Una propiedad
fundamental que distingue a los enteros Z de otras estructuras es el principio de induccion matematica (seccién 1.8)
que vuelve a analizarse aqui. También se plantea y demuestra (problema 11.30) el siguiente teorema.

264
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11.2 ORDEN Y DESIGUALDADES, VALOR ABSOLUTO 265

Teorema fundamental de la aritmética: La Unica forma de escribir cualquier entero positivo n > 1 es como un
producto de nimeros primos.

Este teorema ya aparece en los Elementos de Euclides. Aqui también se desarrollan los conceptos y métodos que
se usan para demostrar este importante teorema.

11.2 ORDENY DESIGUALDADES, VALOR ABSOLUTO

En esta seccion se estudian las propiedades elementales de orden y valor absoluto.

Orden
Observe que en Z el orden se define en términos de los enteros positivos N. Todas las propiedades usuales de esta
relacion de orden son una consecuencia de las dos siguientes propiedades de N:
[P,] Siay bpertenecena N, entonces a + by ab pertenecen a N.
[P,] Paracualquier entero a, ninginae N,a=00 —a € N.
También se usa la siguiente notacién:

a > bsignificab < a; se lee a es mayor que b.
a <bsignificaa<boa=Db; se lee a es menor o igual que b.
a > bsignificaa>boa=Db; se lee a es mayor o igual que b.

Las relaciones <, >, <y > se denominan desigualdades a fin de distinguirlas de la relacion = de igualdad. El
lector ya est& familiarizado con la representacién de los enteros como puntos sobre una linea recta, que se denomina
recta numérica R, como se muestra en la figura 11-1.

-0 ® ° ° ° ® ® ° ° ® *——>
-5 —4 -3 -2 -1 0 1 2 3 4 5
Figura 11-1

Se observa que a < b siy solo si a esta a la izquierda de b en la recta numérica R en la figura 11-1. Por ejemplo,
2 <5; —6 < —3; 4 <4; 5> -8; 6>0; —-7<0
También se observa que a es positivo ssi a > 0y a es negativo si y sélo si a < 0. (Recuerde que “ssi” significa “si y
solo si”.) A continuacion se presentan algunas propiedades béasicas de las relaciones de desigualdad:
Proposicion 11.1: La relacion > en Z tiene las siguientes propiedades:

i) a < apara cualquier entero a.
ii) Sia<byb <a, entoncesa=n"h.
iii) Sia<byb<c, entoncesa <c.

Proposicion 11.2 (Ley de tricotomia): Para enteros a y b cualesquiera, se cumple sélo una de las siguientes rela-
ciones:

a<b, a=b o a=>b
Proposicion 11.3: Suponga a < by sea ¢ cualquier entero. Entonces:

i) a+c<b+c
ii) ac <bc cuando ¢ > 0; pero ac > bc cuando ¢ < 0.

(En el problema 11.5 se demuestra la proposicion 11.3.)
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Valor absoluto

El valor absoluto de un entero a, que se escribe |a|, se define formalmente como

a Sia>0
la| = .
—a sia <0

En consecuencia, |a| > 0, excepto cuando a = 0. En términos geométricos, |a| puede considerarse como la distancia
entre los puntos a 'y 0 en la recta numérica R. También, |a — b| = |b — a| puede considerarse como la distancia entre
los puntos a 'y b. Por ejemplo:

a)|-3]=3; [7|=7, |-13[=13; b)|12—7]=|-5I=5; |7-2|=15/=5

A continuacion se presentan algunas propiedades de la funcién valor absoluto. [En los problemas 11.6 y 11.7 se
demuestran los incisos iii) y iv).]

Proposicion 11.4: Sean a'y b enteros cualesquiera. Entonces:

i) |aj>0,ylaj=0ssia=0 iv) Jaz£b|<|al+ |b]
i) —lal<a<]al v) llal = fbl| = la=+b]
i) |ab| = |allb]

11.3 INDUCCION MATEMATICA

El principio de induccion matematica, que se plantea a continuacion, establece que los enteros positivos N empiezan con
el nimero 1y que los siguientes se obtienen al sumar 1 sucesivamente. Es decir, se empieza con 1, luego 2 = 1 + 1,
luego 3 =2 + 1, luego 4 = 3 + 1y asi se continGa. El principio hace precisa la vaga expresion “y asi sucesiva-
mente”.

Principio de induccién matemética: Sea S un conjunto de enteros positivos con las dos propiedades siguientes:

i) 1perteneceas.
ii) Sik pertenece a S, entonces k + 1 pertenece a S.

En consecuencia, S es el conjunto de todos los enteros positivos.

No se demostrara este principio. Por el contrario, cuando el conjunto N de los enteros positivos (nimeros naturales)
se desarrolla axiomaticamente, este principio se proporciona como uno de los axiomas.
Hay una forma equivalente del principio enunciado que suele usarse al demostrar teoremas:

Principio de induccién matematica: Sea P una proposicidn definida sobre los enteros n > 1 tal que:

i) P(1) es verdadera.
ii) P(k + 1) es verdadera siempre que P(k) es verdadera.

Entonces P es verdadera para todo entero k > 1.

EJEMPLO 11.1

a) Sea P la proposicion de que la suma de los n primeros nimeros impares es n; es decir:
P(N):1+3+5+---+(@n—1)=n?
(El n-ésimo nimero impar es 2n — 1y el siguiente nimero impar es 2n + 1.)
Resulta evidente que P(n) es verdadera para n = 1; es decir:

P(1):1=1?
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11.4 ALGORITMO DE LA DIVISION 267

Suponga que P(k) es verdadera. (Esta es la hipétesis de induccion.) Al sumar 2k + 1 a ambos miembros de P(k) se obtiene

143454+ -+ @2k—1)+@2k+1) =K+ (2k+ 1)
= (2k + 1)?

que es P(k + 1). Se demuestra que P(k + 1) es verdadera siempre que P(k) es verdadera. Por el principio de induccion matema-
tica, P es verdadera para todos los enteros positivos n.

b) El simbolo n! (que se lee n factorial) se define como el producto de los n primeros enteros positivos; es decir:
=1 21=2.1=2, 31=3.2.-1=6, y asi en lo sucesivo.
La definicion formal es:
=1y (n+DI'=n+1)(n!), paran>1

Observe que si S es el conjunto de enteros positivos para los que esta definido !, entonces S satisface las dos propiedades de la
induccién matematica. Por consiguiente, la definicion anterior define ! para todo entero positivo.

Hay otra forma del principio de induccién matemaética (que se demuestra en el problema 11.13) que algunas veces
es mas conveniente de usar. A saber:

Teorema 11.5 (Induccién: segunda forma): Sea P una proposicién definida sobre los enteros n > 1 tal que:

i) P(1) es verdadera.
i) P(Kk) es verdadera siempre que P( j) es verdadera paratodo 1 < j < k.

Entonces P es verdadera para cualquier entero n > 1.

Observacion: El teorema anterior es verdadero si se sustituye 1 por 0 o por cualquier otro entero a.

Principio del buen orden

Una propiedad de los enteros positivos equivalente al principio de induccion, aunque en apariencia es muy distinta, es
el principio del buen orden (que se demuestra en el problema 11.12). A saber:

Teorema 11.6 (Principio del buen orden): Sea S un conjunto no vacio de enteros positivos. Entonces S contiene un
elemento minimo; es decir, S contiene un elemento a tal que a < s paratodo sen S.

En términos generales, se dice que un conjunto ordenado S esté bien ordenado si cualquier subconjunto de S con-
tiene un primer elemento. Asi, el teorema 11.6 establece que N esté bien ordenado.

Se dice que un conjunto S de enteros esta acotado por abajo si todo elemento de S es mayor que algin entero m
(que puede ser negativo). (EI nimero m se denomina cota inferior de S.) A continuacién se presenta un simple corola-
rio del teorema anterior:

Corolario 11.7: Sea S un conjunto no vacio de enteros acotado por abajo. Entonces S contiene un elemento minimo.

11.4 ALGORITMO DE LA DIVISION

La siguiente propiedad fundamental de la aritmética (que se demuestra en los problemas 11.17 y 11.18) es un replan-

teamiento del resultado de la division larga.

Teorema 11.8 (Algoritmo de la divisién): Sean a 'y b enteros con b # 0. Entonces existen enteros q y r tales que
a=bg+r y 0=<r<|b|

También los enteros q y r son Unicos.
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El nimero g en el teorema precedente se denomina cociente y r se denomina residuo. Se recalca el hecho de que r
debe ser no negativo. El teorema también establece que

r=a-bq

Esta ecuacion se usara més adelante.

Si ay b son positivos, entonces g es no negativo. Si b es positivo, entonces la figura 11-2 proporciona una interpre-
tacién geométrica de este teorema. Es decir, los multiplos positivos y negativos de b se distribuyen de modo uniforme
a lo largo de la recta numérica R, y a se encuentra entre algunos mdaltiplos gb y (q + 1)b. Entonces, la distancia entre
gbyaeselresiduor.

R e
|
<@ ° ° ° ° *—o——>
-b 0 b 2% ... gb (g+1)b
b

Figura 11-2

Algoritmo de la division con calculadora

Suponga que a y b son positivos. Entonces el cociente q y el residuo r pueden encontrarse con una calculadora:
Paso 1. Dividir a entre b, usando una calculadora; es decir, encontrar a/b.

Paso 2. Sea q la parte entera de a/b, es decir, sea q = I N T(a/b).

Paso 3. Sear la diferencia entre ay bq; es decir, sear = a — bqg.

EJEMPLO 11.2

a) Seana=4461yb = 16. El cociente g = 278 y el residuo r = 13 pueden encontrarse mediante la division larga. En forma
alterna, con una calculadora, q y r se obtienen como sigue:

a/b=278.8125..., q=278, r=4461— 16(278) =13
Como era de esperar, a = bq + r; a saber,
4461 = 16(278) + 13

b) Sean a= —262y b = 3. Primero se divide |a] = 262 entre b = 3. Esto produce el cociente g’ = 87 y un residuo r’ = 1. Por
tanto,

262=3(87)+1
Se requiere a = —262, de modo que se multiplica por —1 para obtener
—262 =3(-87) -1

Sin embargo, —1 es negativo y por tanto no puede ser r. Este hecho se corrige al sumar y restar el valor de b (que es 3) como
sigue:

—262=3(—87) —3+3—1=3(—88) + 2

En consecuencia, = —88y r =2.
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c) Seab = 2. Entonces cualquier entero a puede expresarse en la forma
a=2q+r donde 0<r<2

Asi, r s6lo puede ser 0 0 1. Por tanto, todo entero es de la forma 2k o 2k + 1. Los enteros de la forma 2k se denominan enteros
pares, mientras que los de la forma 2k + 1 se denominan enteros impares. (Lo usual es definir un entero par como un entero
divisible entre 2 y cualquier otro entero es impar. Asi, el algoritmo de la division demuestra que todo entero impar tiene la forma
2k+1)

11.5 DIVISIBILIDAD, PRIMOS

Sean a 'y b enteros con a # 0. Suponga ac = b para algln entero c. Entonces se dice que a divide a b o que b es divi-
sible entre a, y este hecho se denota como

alb

También se dice que b es un multiplo de a o que a es un factor o un divisor de b. Si a no divide a b se escribe a f b.

EJEMPLO 11.3

a) Resulta evidente que 3|6 puesto que 3 - 2 = 6 y —4|28 puesto que (—4)(—7) = 28.
b) Los divisores de 4 son 1, £2, +4 y los divisores de 9 son +1, 3, £9.
c) Sias0,entonces al0 puestoquea-0=0.

d) Todo entero a es divisible entre 41 y +a. Estos a menudo se denominan divisores triviales de a. Las propiedades bésicas de la
divisibilidad se plantean en el siguiente teorema (que se demuestra en el problema 11.24).

Teorema 11.9: Suponga que a, b, ¢ son enteros.
i) Sialby bjc, entonces ajc.
i)  Sialb entonces, para cualquier entero x, a|bx.
iii) Sialby alc, entonces a|(b + ¢) y al(b — c).
iv) Sialbyb 0, entoncesa==+bo |al] < |b|.
v) Sialby bla, entonces |a| = |b], es decir, a = £b.

vi) Siall, entoncesa = +1.

Al escribir i) y ii) juntos se obtiene el siguiente resultado importante.

Corolario 11.10: Suponga aby a|c. Entonces, para cualesquiera enteros x y y, a|(bx + cy). La expresion bx + cy se
denomina combinacion lineal de b y c.

Primos
Un entero positivo p > 1 es un nimero primo o primo si sélo sus divisores son +1y +p, si p s6lo tiene divisores tri-

viales. Si n > 1 no es primo, entonces n es compuesto. Observe que (problema 11.13) si n > 1 es compuesto entonces
n=abdondel <a,b<n.
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EJEMPLO 11.4

a) Losenteros 2y 7 son primos, mientras que 6 = 2 - 3y 15 = 3 - 5 son compuestos.
b) Los primos menores que 50 son:
2, 3, 5 7, 11, 13, 17, 19, 23, 29, 31, 37, 41, 43, 47
c) Aunque 21, 24 y 1 729 no son primos, cada uno puede escribirse como un producto de primos:
21=3-7, 24=2.2.2.3=2%.3; 1729=7-13-19

El teorema fundamental de la aritmética establece que todo entero n > 1 puede escribirse como un producto de
primos esencialmente de una forma: se trata de un teorema profundo y algo dificil de demostrar. Sin embargo, median-
te induccion, en este momento resulta facil demostrar que tal producto existe. A saber:

Teorema 11.11: Cualquier entero n > 1 puede escribirse como un producto de primos.

Observe que un producto puede consistir de un solo factor, de modo que un primo p es en si un producto de primos.
A continuacién se demuestra el teorema 11.11, ya que su demostracion es relativamente sencilla.

Demostracién: La demostracion es por induccién. Sea n = 2. Puesto que 2 es primo, n es un producto de primos.
Suponga que n > 2y el teorema se cumple para enteros positivos menores que n. Si n es primo, entonces n es un pro-
ducto de primos. Si n es compuesto, entonces n = ab, donde a, b < n. Por induccion, a 'y b son productos de primos;
por tanto, n = ab también es un producto de primos.

Euclides, quien demostr¢ el teorema fundamental de la aritmética, también se pregunt6 si habia 0 no un primo
maximo. Contesto esta pregunta asi:

Teorema 11.12: No hay primo maximo; es decir, existe una infinidad de primos.

Demostracion: Suponga que hay un numero finito de primos, por ejemplo, p;, Py, .- ., Py- Considere el entero

N=pP,-- Ppt+1

Puesto que n es un producto de primos (teorema 11.11) es divisible entre uno de los primos; por ejemplo, p,. Observe
que p, también divide al producto p;p,...p,. En consecuencia, p, divide a

N—pP;y...Pp=1

Esto es imposible, y asi n es divisible por algn otro primo. Esto contradice la hipétesis de que py, Py, - - -, P SON S6l0
primos. Por tanto, el nimero de primos es infinito y esto demuestra el teorema.

11.6  MAXIMO COMUN DIVISOR, ALGORITMO EUCLIDIANO

Suponga que a y b son enteros, no ambos cero. Un entero d es un divisor comdn de a y b si d divide tanto a a como a
b; es decir, si d|a y d|b. Observe que 1 es un divisor comdn positivo de a y b, y que cualquier divisor comin de ay b
no puede ser mayor que |a] o |b]. Por tanto, existe un comdn divisor maximo de a y b; se denota por

mcd(a, b)

y se denomina maximo comun divisor de a'y b.

EJEMPLO 11.5
a) Los divisores comunes de 12y 18 son 1, +2, +3, 6. Por tanto, mcd(12, 18) = 6; en forma semejante:
mcd(12, —18) = 16, mcd(12, —16) = 4, mcd(29, 15) = 1, mcd(14, 49) =7

b) Para cualquier entero a, se tiene med(1, a) = 1.
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c) Para cualquier primo p, se tiene med(p, a) = p 0 mcd(p, a) = 1 segln sea el caso si p divide o no a a.
d) Suponga que a es positivo. Entonces a|b si y sélo si mcd(a, b) = a.
El siguiente teorema (que se demuestra en el problema 11.26) proporciona una caracterizacion alterna del maximo
comun divisor.
Teorema 11.13: Sea d el menor entero positivo de la forma ax + by. Entonces
d = mcd(a, b).
Corolario 11.14: Suponga d = mcd(a, b). Entonces existen enteros x y y tales que d = ax + by.

Otra forma de caracterizar el maximo comun divisor, sin usar la relacion de desigualdad es la siguiente:

Teorema 11.15: Un entero positivo d = mcd(a, b) si y sélo si d tiene las siguientes propiedades:

1) ddivide tanto a a como a b.
2) Sicdivide tanto a a como a b, entonces c|d.

A continuacion se presentan algunas propiedades simples del maximo comun divisor:

a) mcd(a, b) = mcd(b, a). ¢) Sid=mcd(a, b), entonces mecd(a/d, b/d) = 1.
b) Six > 0, entonces mcd(ax, bx) = x - med(a, b). d) Para cualquier entero x, mcd(a, b) = mcd(a, b + ax).

Algoritmo euclidiano

Sean a 'y b enteros y d = mcd(a, b). d se encuentra siempre al enumerar todos los divisores de a y luego todos los
divisores de b y entonces se escoge al maximo comun divisor. La complejidad de un algoritmo asi es f(n) = 0(/n),
donde n = |a| + |b|. Asimismo, no se ha proporcionado ningln método para encontrar l0s enteros x y y tales que d =
ax + by.

Esta subseccion da un algoritmo muy eficiente, el algoritmo euclidiano, con una complejidad f(n) = O(log n), para
encontrar d = mcd(a, b) al aplicar el algoritmo de division a a'y b a cada cociente y residuo hasta obtener el residuo
diferente a cero. El Gltimo residuo diferente de cero es d = mcd(a, b).

Entonces, se tiene un algoritmo para “desenredar”, que regresa por los pasos del algoritmo euclidiano para encon-
trar los enteros x y y tales que d = xa + yb.

El algoritmo se ilustra con un ejemplo.

EJEMPLO 11.6 Seana =540y b = 168. Se aplica el algoritmo euclidiano a a'y b. Estos pasos, que en forma repetida aplican
el algoritmo de la division a cada cociente y residuo hasta que se obtiene un residuo cero, se representan en la figura 11-3a) median-
te la division larga y también en la figura 11-3b), donde las flechas indican el cociente y el residuo en el paso siguiente. El Gltimo
residuo diferente de cero es 12. Asi,

12 = mcd(540, 168)
Esto se concluye por el hecho de que
mcd(540, 168) = mcd(168, 36) = mcd(36, 24) = mcd(24, 12) = 12

Luego se encuentran x y y tales que 12 = 540x + 168y al “desenredar” los pasos anteriores en el algoritmo euclidiano. Con méas
precision, los tres primeros cocientes en la figura 11-3 producen las siguientes ecuaciones:

1)36 =540 — 3(168),  2)24 =168 — 4(36),  3)12 = 36 — 1(24)

La ecuacion 3) establece que d = mcd(a, b) = 12 es una combinacidn lineal de 36 y 24. Ahora se usan las ecuaciones precedentes
en orden inverso para eliminar los otros residuos. Es decir, primero se usa la ecuacion 2) para sustituir 24 en la ecuacion 3) para
poder escribir 12 como una combinacion lineal de 168 y 36:

4) 12 = 36 — 1[168 — 4(36)] = 36 — 1(168) + 4(36) = 5(36) — 1(168)
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3 4
1681540 36]168 1) 540 =3(168)+36
504 144
36 24
1 2) 2) 168 =4(36)+24
1 2 3) 36=1024)+12
24736 12]24
24 24
12 0 4y 24=2(12)+0
3) 4)
a) b)
Figura 11-3

Luego se usa la ecuacion 1) para sustituir 36 en 4) para poder escribir 12 como una combinacion lineal de 168 y 540 como sigue:
12 = 5[540 — 3(168)] — 1(168) = 5(54) — 15(168) — 1(168) = 5(540) — 16(168)

Esta es la combinacion lineal buscada. En otras palabras, x =5y y = —16.

Minimo comun multiplo

Suponga que a y b son enteros distintos de cero. Observe que |ab| es un multiplo comin positivo de a y b. Por tanto,
existe un maltiplo comdn positivo minimo de a y b; se denota por

mcm(a, b)

y se denomina minimo comun maltiplo de ay b.

EJEMPLO 11.7

a) mem(2, 3) = 6; mem(4, 6) = 12; mem(9, 10) = 90.
b) Para cualquier entero positivo a se tiene mem(1, a) = a.

c) Para cualquier primo p y cualquier entero positivo a,
mcm(p,a) =a o mecm(p, a) =ap
segln sea el caso si p divide o no a a.

d) Suponga que ay b son enteros positivos. Entonces a | b si y s6lo si mecm(a, b) = b.

El siguiente teorema proporciona una relacién importante entre el maximo comun divisor y el minimo comun
mdaltiplo.

Teorema 11.16: Suponga que a 'y b son enteros diferentes de cero. Entonces

|ab|

mcm(a, b) = m
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11.7 TEOREMA FUNDAMENTAL DE LA ARITMETICA

En esta seccidn se analiza el teorema fundamental de la aritmética. Primero se definen los enteros primos relativos.

Enteros primos relativos
Dos enteros a y b son primos relativos o coprimos si mcd(a, b) = 1. En consecuencia, si a y b son primos relativos,
entonces existen enteros x y y tales que

ax+hby=1

A la inversa, si ax + by = 1, entonces a y b son primos relativos.

EJEMPLO 11.8

a) Observe que: med(12, 35) = 1, med(49, 18) = 1, med(21, 64) = 1, mcd(—28, 45) =1
b) Sipy qson primos distintos, entonces med(p, q) = 1.

c) Para cualquier entero a, se tiene med(a, a + 1) = 1, puesto que cualquier factor comin de ay a + 1 debe dividir a su diferencia
@a+1)-a=1.

La relacién de ser primos relativos es de particular importancia debido a los resultados siguientes. EI primer teore-
ma se demuestra en el problema 11.27 y el segundo teorema se demostrara aqui.
Teorema 11.17: Suponga mcd(a, b) = 1y que tanto a como b dividen a ¢. Entonces ab divide a c.
Teorema 11.18: Suponga albc y mcd(a, b) = 1. Entonces a|c.
Demostracién: Puesto que mcd(a, b) = 1, existen x y y tales que ax + by = 1. Al multiplicar ambos miembros por ¢
se obtiene:

acx + bey =c¢

Se tiene alacx. También, albcy, puesto que, por hipotesis, albc. Por tanto, a divide a la suma acx + bcy = c.
Corolario 11.19: Suponga que a, un primo p divide al producto ab. Entonces p|a o p|b.

Este corolario (que se demuestra en el problema 11.28) se remonta a Euclides; constituye la base de su demostracion
del teorema fundamental de la aritmética.

Teorema fundamental de la aritmética

El teorema 11.11 establece que todo entero positivo es un producto de primos. ¢Es posible que diferentes productos de
primos produzcan el mismo nimero? Resulta evidente que es posible reagrupar el orden de los factores primos, por
ejemplo,

30=2.-3.5=5.2-3=3-2-5
El teorema fundamental de la aritmética (que se demuestra en el problema 11.30) establece que la siguiente es la Gnica
forma en que dos productos “diferentes” pueden proporcionar el mismo nimero. A saber,

Teorema 11.20 (Teorema fundamental de la aritmética): Cualquier entero n > 1 puede expresarse en forma Unica
(salvo por el orden) como un producto de primos.

Los primos en la factorizacion de n no necesitan ser distintos. A menudo es de utilidad reunir juntos a todos los
primos iguales. Entonces, n puede expresarse en forma Gnica como

my _my

n=p;pyt...p
donde los m; son positivos y p; < p, < ... < p,. Esto se denomina factorizacion candnica de n.
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EJEMPLO 11.9 Dadosa=2*.3%.7.13yb=2%.32.52.11.17. Encontrar d = mcd(a, b) y m = mem(a, b).

a) Primero se encuentra d = mcd(a, b). Los primos p que aparecen tanto en a como en b, 2, 3y 11, también aparecen en d, y el
exponente de p en d sera el menor de sus exponentes en a'y b. Asf,

d=mcd(a, b)=2°-3?.11 =792

b) Luego se encuentra m = mem(a, b). Los primos p que aparecenyaseaenaoenb, 2, 3,5, 7, 11, 13y 17, también aparecen en
m, y el exponente de p en m ser& el mayor de sus exponentes en a'y b. Asi,

m=mecm(a, b) =2*.3%.52.11.13. 17

Ya es tan arraigada la costumbre de usar nimeros, como si el teorema fundamental de la aritmética fuese verdade-
ro, que parece innecesario demostrarlo. Es un tributo a Euclides, el primero que demostré el teoremay quien reconocid
que es necesario demostrarlo. Se recalca la no trivialidad del teorema con un ejemplo de un sistema de nimeros que
no satisface este teorema.

EJEMPLO 11.10 Sea F el conjunto de enteros positivos de la forma 3x + 1. Asi, F consta de los nimeros:
1, 4, 7, 10, 13, 16, 19, 22,...
Observe que el producto de dos nimeros en F de nuevo esta en F, puesto que:
Bx+1DEY+1D) =9y +3x+3y+1=3C8xy+x+y)+1

La definicion de primos tiene perfecto sentido en F. Aunque 4 = 2 - 2, el nmero 2 no esta en F. Por tanto, 4 es primo en F puesto
que 4 no tiene factores, excepto 1y 4. En forma semejante 10, 22, 25,..., son primos en F. A continuacién se enumeran los prime-
ros primos en F:

4, 7, 10, 13, 19, 22, 25, ...

Observe que 100 = 3(33) + 1 pertenece a F. Sin embargo, 100 tiene esencialmente dos factorizaciones diferentes en primos en F;
a saber,

100=4-25 y 100=10-10

Por tanto, no existe factorizacion Unica en primos en F.

11.8 RELACION DE CONGRUENCIA

Sea m un entero positivo. Se dice que a es congruente con b mddulo m, lo que se escribe
a=b (mo6dulo m) o0 simplemente a=b (modm)

si m divide a la diferencia a — b. El entero m se denomina médulo. La negacion de a = b (mdd m) se escribe a # b
(mod m). Por ejemplo:

i) 87 =23 (mad 4) puesto que 4 divide a 87 — 23 = 64.

ii) 67 =1 (mAd 6) puesto que 6 divide a 67 — 1 = 66.
iii) 72 = —5(mdd 7) puesto que 7 divide a 72 — (—5) = 77.

iv) 27 = 8 (mod 9) puesto que 9 no divide a 27 — 8 = 19.
El primer teorema (que se demuestra en el problema 11.34) establece que la relacion de congruencia médulo m es una
relacion de equivalencia.
Teorema 11.21: Sea m un entero positivo. Entonces:

i) Para cualquier entero a se tiene a = a (mod m).
ii) Sia= Db (mod m), entonces b = a (mod m).
iii) Sia=b (mdédm)y b = c (mbéd m), entonces a = ¢ (mdod m).
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Observacion: Suponga que m es positivo y que a es cualquier entero. Por el algoritmo de la divisidn, existen enteros
gyrcon0=r <mtal que a=mq + r. Por tanto,

mg=a—r o mj@@-r) o a=r(moédm)
En consecuencia:
1) Cualquier entero a es congruente con médulo m con un entero Gnico en el conjunto
{0,1,2,...,m—1}
La unicidad proviene del hecho de que m no puede dividir a la diferencia de dos enteros asi.

2) Dos enteros cualesquiera a y b son congruentes con médulo m si'y sélo si tienen el mismo residuo cuando se divi-
den entre m.

Clases de residuos

Puesto que la congruencia médulo m es una relacion de equivalencia, separa el conjunto Z de los enteros en clases de
equivalencia ajenas que se denominan clases de residuos modulo m. Por las observaciones anteriores, una clase
de residuos consta de todos los enteros con el mismo residuo cuando se dividen entre m. En consecuencia, hay m de
estas clases de residuos y cada clase de residuos contiene exactamente uno de los enteros en el conjunto de residuos
posibles; es decir,

0,1,2,....,m— 1)

En términos generales, se dice que un conjunto de m enteros {a;, a,, ..., a,} €s un sistema de residuos completo modu-
lo m si cada a; proviene de una clase de residuos distinta. (En tal caso, cada a; se denomina representante de su clase
de equivalencia.)

Por tanto, los enteros desde 0 hasta m — 1 constituyen un sistema de residuos completo. De hecho, cualesquiera m
enteros consecutivos forman un sistema de residuos completo médulo m.

La notacion [x],,, o simplemente [x] se usa para indicar la clase de residuos (mddulo m) que contiene a un entero
X; es decir, los enteros que son congruentes con x. En términos matematicos,

[x] ={aeZ]|a=x(mbdm)}
En consecuencia, las clases de residuos pueden denotarse por

0 con cualquier otra eleccion de enteros en un sistema de residuos completo.

EJEMPLO 11.11 Las clases de residuos moédulo 6 son las siguientes:

[0]={...,—18,-12,-6,0,6,12,18,...}, [3|={...,—15,—9,-3,3,9,15,21,...}
[=(.,-17,-11,-51,7,13,19,...}, |4 ={...,—14,-8,-2,4,10,16,22,..}
[2] ={...,—16,-10,—4,2,8,14,20,...}, [5/={...,—13,—-7,—-1,5,11,17,23,.. }
Observe que {—2, —1, 0, 1, 2, 3} es también un sistema de residuos completo médulo m = 6, y estos representantes tienen valores
absolutos minimos.

Aritmética de congruencia

El siguiente teorema (que se demuestra en el problema 11.35) establece que, bajo la sumay la multiplicacion, la rela-
cién de congruencia se comporta en forma muy semejante a la relacion de igualdad. A saber:

Teorema 11.22: Suponga a = ¢ (mod m) y b = d (mdd m). Entonces:
Ja+b=c+d(modm); ii)a-b=c-d(mbodm)

Observacion: Suponga que p(x) es un polinomio con coeficientes enteros. Si s = t (mod m), entonces al usar repetidas
veces el teorema 11.22 puede demostrarse que p(s) = p(t)(maod m).

www.FreelLibros.me



276 CarituLo 11  PROPIEDADES DE LOS ENTEROS

EJEMPLO 11.12 Observe que 2 = 8(méd 6) y 5 = 41(mdd 6). Entonces:

a) 2+5=8+41(m6d6) o 7 =49 (mad 6)
b) 2-5=8-41(mdd 6) 0 10 =328 (mod 6)
c) Suponga p(x) = 3x?> — 7x + 5. Entonces
PR)=12-144+5=3 y p(8) =192 — 56 +5=141
Por tanto, 3 = 141(mad 6).

Aritmética de clases de residuos

La suma y la multiplicacion para las clases de residuos mddulo m se definen como:
[a] +[b]=[a+b] 'y  [a]-[b] =[ab]
Por ejemplo, considere las clases de residuos médulo m = 6; es decir,
(0], [1], [2], [3]. [4]. [8]
Entonces
1+ [B]=1[58]. [A+[B1=1[01=[3] [2][2]=1[4]. [2][5]=[10]=[4]

El contenido del teorema 11.22 establece que las definiciones anteriores estan bien definidas; es decir, que la sumay
el producto de las clases de residuos no dependen de la eleccion del representante de la clase de residuos.

Sélo hay un nimero finito m de clases de residuos madulo m. Asi, cuando m es pequefio es facil escribir explicita-
mente sus tablas de suma y multiplicacion. En la figura 11-4 se muestran las tablas de suma y multiplicacion para las
clases de residuos mddulo m = 6. Por conveniencia en la notacion se omitieron los corchetes y las clases de residuos
se denotan simplemente por los nimeros 0, 1, 2, 3, 4, 5.

+]10 1 2 3 4 5 x| 0 1 2 3 4 5
0 o 1 2 3 4 5 0 o 0 0 0 0 O
1 1 2 3 4 5 0 1 o 1 2 3 4 5
2 2 3 4 5 0 1 2 0o 2 4 0 2 4
3 34 5 0 1 2 3 o 3 0 3 0 3
414 5 0 1 2 3 410 4 2 0 4 2
5 5 0 1 2 3 4 5 0o 5 4 3 2 1
Figura 11-4

Enteros médulom, Z,

Los enteros mddulo m, que se denotan Z,,, se refieren al conjunto
Z,=1{0,1,23,...,m—-1}

donde la adicién y la multiplicacion se definen por la aritmética médulo m o, en otras palabras, las operaciones corres-
pondientes para las clases de residuos. Por ejemplo, la figura 11-4 también puede considerarse como las tablas de la
adicion y la multiplicacion para Zg. Esto significa:

No hay diferencia esencial entre Z, y la aritmética de las clases de residuos mddu-
lo m, de modo que se utilizan como sinénimos.
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Leyes de cancelacion para congruencias

Recuerde que los enteros satisfacen lo siguiente:

Ley de cancelacion: siab = acy a # 0, entonces b = c.

La diferencia fundamental entre la aritmética normal y la aritmética médulo m es que la ley de cancelacion anterior
no es verdadera para congruencias. Por ejemplo:

3.-1=3-5(m6d6) pero 1 #5(mabd6)

Es decir, no es posible cancelar 3 incluso si 1 # 3 (mod 6). No obstante, se cuenta con la siguiente ley de cancelacién
modificada para las relaciones de congruencia.

Teorema 11.23 (Ley de cancelacion modificada): Suponga ab = ac (méd m) y med(a, m) = 1.
Entonces b = ¢ (mod m).

El teorema precedente es una consecuencia del siguiente resultado mas general (que se demuestra en el problema
11.37).

Teorema 11.24: Suponga ab = ac (m6d m) y d = mcd(a, m). Entonces b = ¢ (méd m/d).

EJEMPLO 11.13 Considere la siguiente congruencia:
6 = 36 (mad 10) (11.1)

Puesto que mcd(3, 10) = 1 pero mcd(6, 10) # 1, es posible dividir ambos miembros de (11.1) entre 3 pero no entre 6. Es decir,

2=12 (mo6d 10) pero 1 =6 (mdd 10)

Sin embargo, por el teorema 11.24, ambos miembros de (11.1) son divisibles entre 6 si el moédulo también se divide entre 2, que es
igual a mcd(6, 10). Es decir,

1 =6 (méd 5)

Observacion: Suponga que p es primo. Entonces los enteros desde 1 hasta p — 1 son primos relativos con p. Por tanto,
la ley de cancelacion de costumbre se cumple cuando el médulo es un primo p. Es decir:

Si ab = ac(méd p) y a # 0 (mdd p), entonces b = c(madd p).

Por tanto, Z,,, los enteros mddulo un primo p, juegan un papel bastante especial en teoria de nimeros.

Sistemas de residuos reducidos, funcion fi de Euler

La ley de cancelacion modificada, teorema 11.23, indica el papel especial que juegan los enteros que son primos rela-
tivos (coprimos) con el médulo m. Se observa que a es coprimo de m si y sélo si cada elemento en la clase de residuos
[a] es coprimo de m. Asi, puede hablarse de una clase de residuos que es coprima de m.

El nimero de clases de residuos que son primos relativos con m o, en forma equivalente, el nimero de enteros entre
1y m (inclusive) que son primos relativos de m se denotan con

$(m)

La funcion ¢(m) se denomina funcidn fi de Euler. La lista de nimeros entre 1 y m que son coprimos de m o, de modo
mas general, cualquier lista de ¢(m) enteros incongruentes que son coprimos de m, se denomina sistema de residuos
reducido mddulo m.
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EJEMPLO 11.14
a) Considere el médulo m = 15. Hay ocho enteros entre 1y 15 que son coprimos de 15:
1, 2, 4, 7, 8, 11, 13, 14
Asi, ¢(15) = 8y los ocho enteros anteriores constituyen un sistema de residuos reducido mddulo 15.
b) Considere cualquier primo p. Todos los nimeros 1, 2,..., p — 1 son coprimos de p; por tanto ¢(p) =p — 1.

Se dice que una funcion f cuyo dominio es el conjunto de enteros positivos N es multiplicativa, siempre que a'y b sean primos
relativos,

f(ab) = f(a) f(b)

El siguiente teorema (que se demuestra en el problema 11.44) es valido.

Teorema 11.25: La funcién fi de Euler es multiplicativa. Es decir, si a'y b son primos relativos, entonces

d(ab) = ¢(a)¢(b)

119 ECUACIONES DE CONGRUENCIA

Una ecuacion polinomial de congruencia o, simplemente, una ecuacion de congruencia (en una incognita x) es una
ecuacion de la forma

ax"+a, X" +ax+a,=0 (modm) (11.2)

Se dice que una ecuacion asi es de grado n si a = 0 (maod m).

Suponga s =t (mdd m). Entonces s es una solucién de (11.2) si y s6lo si t es una solucién de (11.2). Por tanto, el
numero de soluciones de (11.2) se define como el nimero de soluciones incongruentes o, en forma equivalente,
el nimero de soluciones en el conjunto

0,1,2,...,m—1}
Por supuesto, estas soluciones siempre pueden encontrarse con el método de prueba; es decir, al sustituir cada uno de

los m nimeros en (11.2) para ver si, en efecto, satisface la ecuacion.

El conjunto completo de soluciones de (11.2) es un conjunto maximo de soluciones incongruentes, mientras que la
solucion general de (11.2) es el conjunto de todas las soluciones enteras de (11.2). La solucion general de (11.2) resul-
ta al sumar todos los maltiplos del médulo m a cualquier conjunto completo de soluciones.

EJEMPLO 11.15 Considere las ecuaciones:

a) X+ x+1=0(mod4)
b) X%+ 3 =0 (mod 6)
¢) x> —1=0(mod 8)

Aqui, las soluciones se encontraron con el método de prueba.
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a) No hay soluciones puesto que 0, 1, 2 y 3 no satisfacen la ecuacion.
b) Soélo hay unasolucién entre 0, 1,..., 5, que es 3. Asi, la solucion general consta de los enteros 3 + 6k, donde k € Z.

c) Hay cuatro soluciones: 1, 3, 5y 7. Esto muestra que una ecuacién de congruencia de grado n puede tener mas de n solucio-
nes.

Hay que sefialar que el interés por estudiar ecuaciones de congruencia no sélo consiste en encontrar sus soluciones, ya que
siempre se determinan mediante una comprobacion. El interés esencial es el desarrollo de técnicas que ayuden a encontrar tales
soluciones, asi como una teoria que indique las condiciones en que existen las soluciones, asi como el nimero de éstas. Una teoria
asi se cumple para ecuaciones de congruencia lineales que se investigan a continuacion. También se analizara el teorema chino del
residuo, que en esencia es un sistema de ecuaciones de congruencia lineales.

Observacion 1: Los coeficientes de una ecuacién de congruencia siempre pueden reducirse a médulo m, puesto que
debe obtenerse una ecuacion equivalente; es decir, una ecuacion con las mismas soluciones. Por ejemplo, las siguien-
tes ecuaciones son equivalentes porque los coeficientes son congruentes médulo m = 6:

15x2 + 28X + 14 =0 (M6d 6), 3x2+ 4x+2=0(mo6d6), 3x? — 2x + 2 =0 (méd 6).

Por lo general, se escogen coeficientes entre 0y m — 1 o entre —-m/2'y m/2.

Observacion 2: Puesto que en realidad se buscan las soluciones de (11.2) entre las clases de residuos médulo m, en
lugar de hacerlo entre los enteros, (11.2) puede considerarse una ecuacién sobre los enteros médulo m, mas que una
ecuacion sobre Z, los enteros. En este contexto, el nimero de soluciones de (11.2) es simplemente el nimero de solu-
ciones en Z,..

Ecuacion de congruencia lineal: ax = 1 (mod m)
Primero se considera la ecuacion de congruencia lineal especial
ax =1 (mdd m) (11.3)

donde a # 0 (mo6d m). La historia completa de esta ecuacion se proporciona en el siguiente teorema (que se demuestra
en el problema 11.57).

Teorema 11.26: Si a y m son primos relativos, entonces ax = 1 (mdd m) tiene una solucion Unica; en otro caso, no
tiene solucion.

EJEMPLO 11.16

a) Considere la ecuacion de congruencia 6x = 1 (madd 33). Puesto que mcd(6, 33) = 3, esta ecuacion no tiene solucion.

b) Considere la ecuacion de congruencia 7x = 1 (mod 9). Puesto que med(7, 9) = 1, esta ecuacion tiene solucion Unica. Al probar
los nimeros 0, 1,..., 8 se encuentra que

7(4) =28 =1 (mod 9)
Asi, x = 4 es la solucién unica. (La solucién general es 4 + 9k parak € Z.)

Suponga que la solucién de (11.3) existe; es decir, suponga que mcd(a, m) = 1. Ademas, que el médulo m es grande. Entonces
es posible usar el algoritmo de Euclides para encontrar una solucion de (11.3 ); en este caso se usa para encontrar X, Y Y, tales que

axg+my,=1

A partir de esto se concluye que ax, = 1 (mod m); es decir, X, es una solucion de (11.3).
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EJEMPLO 11.17 Considere la siguiente ecuacion de congruencia:
81 =1 (mdd 256)

Por observacion o al aplicar el algoritmo de Euclides a 81 y a 256, se encuentra que mcd(81, 256) = 1. Por tanto, la ecuacion tiene
una solucion Unica. Aplicar un método de prueba quiza no sea una forma eficiente para encontrar esta solucion, ya que el médulo
m = 256 es relativamente grande. Asi, el algoritmo de Euclides se aplicaa a = 81 y a m = 256. En este caso, como en el ejemplo
11.6, se encuentran x, = —25y y, = 7 tales que

81X, + 256y, = 1

Esto significa que x, = —25 es una solucién de la ecuacion de congruencia dada. Al sumar m = 256 a —25 se obtiene la siguiente
solucién Unica entre 0 y 256:

X =231

Ecuacion lineal de congruencia: ax = b (mod m)

Ahora se considera la ecuacion lineal de congruencia mas general

ax=b (mdéd m) (11.4)
donde a # 0 (méd m). Primero se considera el caso (que se demuestra en el problema 11.58) en que a y m son copri-
mos.

Teorema 11.27: Suponga que a 'y m son primos relativos. Entonces ax = b (mdd m) tiene solucién Unica. Ademas, si
s es la Unica solucion de ax = 1 (mdd m), entonces la solucion Unica de ax = b (mod m) es x = bs.

EJEMPLO 11.18

a) Considere la ecuacion de congruencia 3x = 5 (mad 8). Puesto que 3 y 8 son coprimos, la ecuacion tiene una solucién Unica. Al
probar los enteros 0, 1,..., 7 se encuentra que

3(7) = 21 = 5 (mbd 8)
Por tanto, x = 7 es la Unica solucién de la ecuacion.
b) Considere la ecuacion lineal de congruencia
33x = 38 (mdd 280) (11.5)

Puesto que mcd(33, 280) = 1, la ecuacion tiene una solucién Unica. Aplicar un método de prueba quiza no sea una forma efi-
ciente para encontrar esta solucion, ya que el mddulo m = 280 es relativamente grande. Asi, primero se aplica el algoritmo de
Euclides para encontrar una solucion de

33x = 1 (mdéd 280) (11.6)
Es decir, como en el ejemplo 11.6, se encuentra que x, = 17 y y, = 2 son una solucion de
33Xy + 280y, =1
Esto significa que s = 17 es una solucion de (11.6). Asi,
sh = 17(38) = 646
es una solucion de (11.5). Al dividir 646 entre m = 280 se obtiene el residuo
X = 86

que es la tnica solucidn 11.5 entre 0 y 280. (La solucién general es 86 + 280k, conk € Z.)
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La historia completa del caso general de (11.4) la contiene el siguiente teorema (que se demuestra en el problema
11.59).

Teorema 11.28: Considere la ecuacion ax = b (méd m), donde d = mcd(a, m).
i) Suponga que d no divide a b. Entonces ax = b (m6d m) no tiene solucion.

ii) Suponga que d divide a b. Entonces ax = b (m6d m) tiene d soluciones, todas congruentes médu-
lo M con la solucién Unica de

Ax=B (m6d M) donde A=a/d, B=b/d, M=m/d.

Se recalca que el teorema 11.27 es valido para la ecuacion Ax = B (mdd M) en el teorema 11.28, ya que mcd(A,
M) =1.

EJEMPLO 11.19 Resuelva cada ecuacion de congruencia: a) 4x = 9 (mod 14); b) 8x = 12 (mdd 28).

a) Observe que mcd(4, 14) = 2. Sin embargo, 2 no divide a 9. Por tanto, la ecuacién no tiene solucion.

b) Observe que d = mcd(8, 28) = 4y d = 4 divide a 12. Por tanto, la ecuacion tiene d = 4 soluciones. Al dividir cada término en
la ecuacion entre d = 4 se obtiene la ecuacion de congruencia (11.7), que tiene una solucidn Unica.

2x = 3 (mod 7) (11.7)

Al probar los enteros 0, 1, ..., 6 se encuentra que 5 es la solucién Gnica de (11.7). Luego se suman d — 1 = 3 mdltiplos de 7 a
la solucién 5 de (11.7) para obtener:

54+47=12, 5+2(7)=19, 5+ 3(7) =26

En consecuencia, 5, 12, 19, 26 son las d = 4 soluciones requeridas de la ecuacion original 8x = 12 (mdd 28).
Observacion: La solucion de la ecuacion (11.7) en el ejemplo 11.19 se obtuvo por inspeccion. Sin embargo, en caso
de que el médulo m sea grande, siempre es posible usar el algoritmo de Euclides para encontrar su solucién Gnica como
en el ejemplo 11.17.

Teorema chino del residuo

Un antiguo acertijo chino plantea la siguiente cuestion.

¢Hay algun entero positivo x tal que cuando x se divide entre 3 se obtiene un residuo igual
a 2, cuando x se divide entre 5 se obtiene un residuo igual a 4 y cuando x se divide entre
7 se obtiene un residuo igual a 6?

En otras palabras, se busca una solucion comun a las tres siguientes relaciones de congruencia:
x=2(méd3), x=4(mo6d5), x=6(mobd7)

Observe que los médulos 3, 5y 7 son primos relativos por pares. Por tanto, es valido el siguiente teorema (que se
demuestra en el problema 11.60); establece que hay una solucién Gnica méduloM =3 .5 .7 = 105.

Teorema 11.29 (Teorema chino del residuo): Considere el sistema
Xx=r,(médm,), x=r,(médm,), ---, x=r,(modm,) (11.8)

donde los m; son primos relativos por pares. Entonces el sistema tiene una solucién Gnica mdédulo
M=mym,---m,.

En realidad, el teorema 11.29 proporciona una formula explicita para la solucion del sistema (11.8), que se plantea
Como proposicion.
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Proposicion 11.30: Considere el sistema (11.8) de relaciones de congruencia. Sean M = mym,... m,, y

My=—, My=—, ..., My =—
1 my 2 m, k m,

(Entonces, cada par M; y m; son coprimos.) Sea sy, S,, ..., S, las soluciones, respectivamente, de
las ecuaciones de congruencia

Mx=1(médmy), Myx=1(moédm,),..., Mx=1(modm,)
Entonces, la siguiente es una solucion del sistema (11.8):
XO = MlSll’l + MZSZrZ + et + MkSkl‘k (119)

Ahora es posible resolver el acertijo original de dos formas:

Meétodo 1: Primero se aplica el teorema chino del residuo (TCR) a las dos primeras ecuaciones,
a)x=2(moéd3) y b)x=4(mobdb5)

ElI TCR indica que hay una solucion Gnica médulo M = 3 - 5 = 15. Al sumar multiplos del médulo m =5 a la solucion
dada x = 4 de la segunda ecuacién b), se obtienen las tres soluciones siguientes de b) que son menores que 15:

4, 9, 14

Al probar cada una de estas soluciones en la ecuacién a) se encuentra que la Unica solucién de ambas ecuaciones es
14. Ahora se aplica el mismo proceso a las dos ecuaciones

c)x=14(mo6d15) y d)x=6(mdd7)

El TCR establece que hay una solucién Gnica médulo M = 15 - 7 = 105. Al sumar multiplos del médulom = 15ala
solucién dada x = 14 de la primera ecuacidn c) se obtienen las siete soluciones siguientes de b) que son menores que
105:

14, 29, 44, 59, 74, 89, 104

Al probar cada una de estas soluciones de c) en la segunda ecuacién d) se encuentra que la Gnica solucién de ambas
ecuaciones es 104. Por tanto, el menor entero positivo que satisface las tres ecuaciones es

x =104

Esta es la solucion del acertijo.

Método 2: Al usar la notacion anterior, se obtiene
M=3.5.7=105 M, =105/3=35 M,=105/5=21, M,=105/7=15
Ahora se buscan las soluciones de las ecuaciones
35x=1(méd 3), 2Ix=1(mbéd5), 15x=1(mbd7)
Al reducir 35 mddulo 3, reducir 21 mddulo 5y reducir 15 médulo 7 se obtiene el sistema
2x=1(mbd 3), x=1(mbéd5), x=1(mdd7)
Las soluciones de estas tres ecuaciones son, respectivamente,

$=2, s,=1, s3=1
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Ahora se sustituye en la formula (11.9) para obtener la siguiente solucién del sistema original:

Xg=35-2-2+421-1-4415-1.-6=314

Al dividir esta solucién entre el médulo M = 105 se obtiene el residuo

X =104

que es la solucidn Unica del acertijo entre 0 y 105.

Observacion: Las soluciones anteriores s; = 2, s, = 1, s; = 1 se obtuvieron por inspeccion. Si los modulos son gran-
des, siempre es posible usar el algoritmo de Euclides para encontrar estas soluciones como en el ejemplo 11.17.

PROBLEMAS RESUELTOS

DESIGUALDADES, VALOR ABSOLUTO

11.1

11.2

11.3

114

Inserte el simbolo correcto, <, > 0 =, entre cada par de enteros.
a 4_ -7, b)—2__ —9 c¢)(-3°__9 d)s__ 3

Para cada par de enteros, por ejemplo a y b, determine sus posiciones relativas en la recta numérica R; o, en forma
alterna, calcule b —ay escribaa < b, a > b oa=b, segin b — a sea positivo, negativo o cero. Por tanto:

a)d>—7; b)—2>-9; ¢)(=3)°=9; d)—8<3.

Evaltea) |2 — 5|, |-2+5|,|-2—5|; b)|5—8|+2—4],|4—-3]—13—-9|.
Primero evalUe dentro del signo de valor absoluto:

a) |2—-5/=|-3=3,|-2+5/=13|=3,|-2-5/=|-7=7
b) 15-8+2—4/=|-3/+]-2/=3+2=514—-3—13-9/=|1]—|-6/=1-6=-5

Encuentre la distancia d entre cada par de enteros:

a)3y—7;b)—4y2;c)1y9;d) -8y —3;e) -5y —8.

La distancia d entre a y b estd dada por d = |a — b| = |b — a|. En forma alterna, como se indica en la figura 11-5, d = |a|
+ |b| cuando a y b tienen signos distintos, y d = |a| — |b| cuando a 'y b tienen el mismo signoy d = |a| > |b|.
Portanto,a)d=3+7=10;b)d=4+2=6;¢c)d=9—-1=8;d)d=8—-3=5;e)d=8—-5=3.

- d

L
o
Y

-+ |3| ————— - |al >

—— |b| —

o L4

b 0

Y

QD
o
o
[oN

i)d=lal + |b| ii)d = |a| + |b|

Figura 11-5

Encuentre todos los enteros ntalesquea) 1 <2n — 6 < 14; b) 2 < 8 — 3n < 18.

a) Alos “tres miembros” se suma 6 para obtener 7 < 2n < 20. Luego, todos los miembros se dividen entre 2 (o se mul-
tiplican por 1/2) para obtener 3.5 < n < 10. Por tanto,n =4, 5, 6, 7, 8, 9.

b) A los “tres miembros” se suma —8 para obtener —6 < —3n < 10. Luego, se divide entre —3 (o se multiplican por
—1/3) y, como —3 es negativo, el sentido de la desigualdad cambia para obtener

2>n>-33 0 —-33<n<?2
Por tanto,n= -3, -2, -1, 0, 1.
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115

11.6

11.7

Demuestre la proposicién 11.3: suponga a < b y que ¢ es cualquier entero. Entonces: i)a + ¢ < b + ¢,
ii) ac = bc cuando ¢ > 0; pero ac = bc cuando ¢ < 0.

Ciertamente, la proposicion es verdadera cuando a = h. Por tanto, s6lo es necesario considerar el caso en que a < b; es
decir, cuando b — a es positivo.
i) Lasiguiente diferencia es positiva: (b0 +¢c) —(@a+c)=b—a.Asi,a+c<b+c.
ii) Se supone que c es positivo. Por la propiedad [P,] de los enteros positivos N, el producto c(b — a) también es positivo.
Asi, ac < bc.
Luego se supone que ¢ es negativo. Entonces —c es positivo y el producto (—c)(b — a) = ac — bc también es positi-
vo. En consecuencia, bc < ac, de modo que ac > bc.

Demuestre la proposicion 11.4 iii): |ab| = |a||b|.
La demostracion consiste en el analisis de los cinco casos siguientes:a)a=00b=0;b)a>0yb>0;c)a>0yb <0;
d)ba<0yb>0;e)ba<0yb < 0. Aqui sélo se prueba el tercer caso. c) Puestoquea >0y b <0, |a| =ay |b| = —b.
También, ab < 0. Por tanto, |ab| = —(ab) = a(—b) = |a||b|.
Demostrar la proposicion 11.4 iv): |a + b| < |a| + |b].
Ahora ab < |ab| = |a||b|, y asi 2ab < 2]a||b|. Por tanto

(a+b)? =a® + 2ab + b? < [a]* + 2|al[b| + |b|* = (Ja| + |b])?

Pero v/(a + b)2 = |a + b|. Por tanto, la raiz cuadrada de lo anterior produce |a + b| < |a| + |b|. También,
la — bl =la + (=b)| < la| + |=b| = |a| + |b]|

INDUCCION MATEMATICA, PRINCIPIO DEL BUEN ORDEN

11.8

11.9

Demuestre la proposicion de que la suma de los n primeros enteros positivos es n(n + 1)/2; es decir:
1
Pn): 1424 ---+n= zn(n+1)

P(1) es verdadera puesto que 1 = %(1)(1 + 1). Se supone que P(k) es verdadera y a ambos miembros de P(k) se suma
k 4+ 1, con lo que se obtiene

14243+ +k+k+1)

%k(k+ D+ k+1) = %[k(k+ D42k + 1]
1
= 5[(16 + D(k+2)]

Esto es P(k + 1). En consecuencia, P(k+ 1) es verdadera siempre que P(k) sea verdadera. Por el principio de induccion
matematica, P es verdadera paran € N.

Sia = 1, demuestre que P es verdadera para toda n > 1, donde P se define como:

antl — 1

Pin): l4+a+a>+---+d" = I
a—

P(1) es verdadera puesto que
21

l =
ta a—1

Se supone que P(k) es verdadera y se suma a“** a ambos miembros de P(k), con lo que se obtiene

k+l_1 k+1_1 -1 k+1
l4ta+a?+.. +ak+aktl = &~ gkt 21 + (@~ Da
a—1 a—1
B ak+2_1
T oa-—-1

Esto es P(k + 1). En consecuencia, P(k+ 1) es verdadera siempre que P(k) es verdadera. Por el principio de induccion
matematica, P es verdadera paran € N.
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11.10 Sinesunentero positivo. Demuestre n > 1. (Esto no es cierto para los nimeros racionales Q.) En otras palabras,
si P(n) es la declaracién de que n > 1, entonces P(n) es verdadera para cualquier n € N.

P(n) se cumple paran = 1 puesto que 1 > 1. Se supone que P(k) es verdadera; es decir, k > 1y se suma 1 a ambos miem-
bros para obtener

k+1>1+1=2>1

Esto es P(k + 1). En consecuencia, P(k+ 1) es verdadera siempre que P(k) es verdadera. Por el principio de induccion
matematica, P es verdadera paran € N.

11.11 Suponga que ay b son enteros positivos. Demuestre que:

a) Sib##1,entoncesa < ab.
b) Siab=1,entoncesa=1yb=1
¢) Sinescompuesto, entoncesn = ab, donde 1 < a, b < n.

a) Por el problema 11.10, b > 1. Por tanto, b — 1 > 0; es decir, b — 1 es positivo. Por la propiedad [P,] de los enteros
positivos N, el siguiente producto también es positivo:

ab-1)=ab-a

Por tanto, a < ab, como se requeria.

b) Sib 1. Porelincisoa), a < ab = 1. Esto contradice el problema 11.10; por tanto, b = 1. Entonces se concluye que
a=1

c) Sinno es primo, entonces n tiene un divisor positivo a tal que a £ 1y a  n. Entoncesn = ab, dondeb £ 1y b # n.
Asi, por el problema 11.10 y por el inciso a), 1 <a,b <ab =n.

11.12 Demuestre el teorema 11.6 (principio del buen orden): sea S un conjunto no vacio de enteros positivos. Entonces
S contiene un elemento minimo.

Suponga que S no contiene un elemento minimo. Si M consta de todos aquellos enteros positivos que son menores que
cualquier elemento de S, entonces 1 € M; de otra manera, 1 € Sy 1 debera ser el elemento minimo de S. Suponga que k € M.
Entonces k es menor que cualquier elemento de S. Por tanto, k + 1 € M; de otra manera k + 1 seria el elemento minimo
de S.

Por el principio de induccion matematica, M contiene a todo entero positivo. Asi, S es vacio, lo que contradice la
hipdtesis de que S no es vacio. En consecuencia, la hipdtesis original de que S no tiene un elemento minimo no puede ser
verdadera. Por tanto, el teorema es verdadero.

11.13 Demuestre el teorema 11.5 (induccion: segunda forma): sea P una proposicién definida sobre los enteros
n > 1 tales que: i) P(1) es verdadera. ii) P(k) es verdadera siempre que P( j) sea verdadera paratodo 1 <j < k.

Entonces P es verdadera para toda n > 1.

Sea A el conjunto de los enteros n > 1 para los que P no es verdadera. Se supone que A no es vacio. Por el principio del
buen orden, A contiene un elemento minimo a,. Por el inciso i), a; # 1.

Debido a que a, es el elemento minimo de A, P es verdadera para todo entero j donde 1 < j < a,. Por el inciso ii),
P es verdadera para a,. Esto contradice el hecho de que a, € A. Por tanto, A es vacio, de modo que P debe ser verdadera
para todo entero n > 1.

ALGORITMO DE LA DIVISION

11.14 Para cada par de enteros ay b, encuentre enterosqy rtalesquea=bhq+ry0 <r < |b|;
a) a=258yb=12; b)a=573yb=-16.

a) Aquiay b son positivos. Simplemente se divide a entre b; es decir, 258 entre 12, por ejemplo, con la division larga,
para obtener el cociente g = 21y el residuo r = 6. En forma alterna, con una calculadora, se obtiene

258/12 =215, q=INT(a/b)=21, r=a—bq=258—12(21) =6
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b)  Aqui a es positivo pero b es negativo. a se divide entre |b|, es decir, 573 entre 12; con una calculadora se obtiene
a/|b| =573/16 = 35.8125, q'=INT(a/[b|]) =35, r'=573 — 16(35)= 13
Entonces
573 = (16)(35) + 13 y 573 =(—16)(—35) + 13
Por tanto, q =35y r =13.

11.15 Para cada par de enteros a 'y b, encuentre enteros qy rtalesquea=bq+ry0 <r < |b}:

11.16

11.17

a) a=-38lyb=14;b)a=-433yb=-17.

Aqui a es negativo en cada caso; por tanto, es necesario hacer algunos ajustes para asegurar que 0 < r < |b|.
a) Sedivide |a] = 381 entre b = 14; con una calculadora se obtiene el cociente q’ = 27 y el residuo r’ = 3. Asi,

381 = (14)(27) + 3 y asi sucesivamente —381 = (14)(—27) — 3
Pero —3 es negativo y no puede ser el residuo r; entonces, b = 14 se suma y resta como sigue:
—381 = (14)(—27) — 14 + 14 — 3 = (14)(—28) + 11

Asi,q=—-28yr=11.
b) Se divide |a] = 433 entre |b| = 17; por ejemplo, con una calculadora, para obtener el cociente q’ = 25 vy el residuo
r'=38.Asi:

433 = (17)(25) + 8 vy asi sucesivamente — 433 = (—17)(25) — 8
Pero —8 es negativo y no puede ser el residuo r; esto se corrige al sumar y restar |b| = 17 como sigue:
—433 = (—17)(25) — 17 + 17 — 8 = (—17)(26) + 9
Asi,q=26yr=09.

Demuestre que +/2 no es racional; es decir, que /2 # a/b donde a y b son enteros.

Suponga que /2 es racional y +/2 = a/b, donde a y b son enteros escritos en su minima expresion; es decir, med(a, b) =
1. Al elevar al cuadrado ambos miembros se obtiene

2="" 0 a® =22

Asi, 2 divide a a%. Puesto que 2 es primo, 2 también divide a a. Por ejemplo, a = 2c. Entonces
2b2=a?=4c®> o b*=2c?

Entonces, 2 divide a b%. Puesto que 2 es primo, también divide a b. Por consiguiente, 2 divide aay a b. Esto contradice el
supuesto de que mcd(a, b) = 1. Por tanto, +/2 no es racional.

Demuestre el teorema 11.8 (algoritmo de la division) para el caso de los enteros positivos. Es decir, si se supo-
ne que a 'y b son enteros positivos, demostrar que existen enteros no negativos q y r tales que

a=bg+r y O=<r<b (11.10)

Sia<b,seescogenq=0yr=a.Sia=Dh,seescogenq=1yr=0.En cualquier caso, qy r satisfacen (11.10).

La demostracion es por induccion sobre a. Si a = 1, entonces a < b 0 a = b; por tanto, el teorema se cumple cuando
a = 1. Se supone que a > b. Entonces a — b es positivo y a — b < a. Por induccion, el teorema se cumple para a — b. Por
tanto, existen q’ y r’ tales que

a—b=bg'+r y 0<r'<b
Entonces
a=bq'+b+r =b@ +1)+r’

Seescogenq=q’+ 1yr=r' Entonces, qy r son enteros no negativos y satisfacen (11.10). Asi, se demuestra el teorema.
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11.18 Demostrar el teorema 11.8 (algoritmo de la division). Sean a 'y b enteros con b = 0. Entonces existen enteros
gyrtalesquea=hg+ry0 <r’ < |b|. También, los enteros q y r son Gnicos.

Sea M el conjunto de los enteros no negativos de la forma a — xb para algun entero x. Si x = —|a|b, entonces a — xb es no
negativo; por tanto, M no es vacio. Por el principio de buen orden, M tiene un elemento minimo; por ejemplo, r. Puesto
que r € M se tiene

r>0 y r=a—qb

para algun entero g. Sélo es necesario demostrar que r < |b|. Se supone que r > |b|. Sear’ =r—|b|.
Entonces r’ > 0y también r’ < r porque b # 0. Ademas,

a—(q+1b, sib<0

I _ — — — =
r'=r—|bl=a—qb—|b| {a—(q—l)b, sib>0

En cualquier caso, r’ pertenece a M. Esto contradice el hecho de que r es el elemento minimo de M. En consecuencia,
r < |b]. Asi, se demuestra la existenciade q y r.
Luego se demuestra que q y r son Unicos. Si existen enterosqy ry q’y r’ tales que

a=bg+r y a=bq'+r" donde O<r,r’ <|b
Entonces bq + r = bg’ + r’; por tanto
b@—q)=r"—r

Asi, b divide ar’ — r. Pero [r" — r| < |b puesto que O < r, r’ < |b|. En consecuencia, r' — r = 0. Debido a que b # 0,
esto implica que g — q" = 0. Por consiguiente, r’ = r y q' = q; es decir, q y r estan determinados en forma Unica por a
y b.

DIVISIBILIDAD, PRIMOS, MAXIMO COMUN DIVISOR

11.19 Encuentre todos los divisores positivos de a) 18; b) 256 = 28; ¢) 392 = 23 . 72,

a) Puesto que 18 es relativamente pequefio, se escriben todos los enteros positivos (< 18) que dividen a 18. Estos son:
1, 2, 3, 6 9, 18
b)  Puesto que 2 es primo, los divisores positivos de 256 = 2° son simplemente las potencias menores que 2; es decir,
20, 24, 22, 23, 24 25 2% 2, 28
En otras palabras, los divisores positivos de 256 son:
1, 2, 4, 8, 16, 32, 64, 128, 256

c) Puesto que 2y 7 son primos, los divisores positivos de 392 = 23 - 72 son productos de potencias menores que 2 por
potencias menores que 7; es decir,

20.70 2. 70 22.70  28.70 0.71 ol.7t 22 .71 23.7%
20 3 72l 21 . 72’ 22 . 72’ 23 . 72

En otras palabras, las potencias positivas de 392 son:
1, 2, 4, 8 7, 14, 28, 56, 49, 98, 196, 392.

(Se us6 la convencion de que n® = 1 para cualquier nimero n distinto de cero.)

11.20 Enumere todos los primos entre 50 y 100.

Simplemente se escriben los nimeros entre 50 y 100 que no pueden escribirse como un producto de dos enteros positivos,
excepto a 1y ap. Asi se obtiene:

51, 53, 57, 59, 61, 67, 71, 73, 79, 83, 87, 89, 91, 93, 97

www.FreelLibros.me



288 CarituLo 11 PROPIEDADES DE LOS ENTEROS

11.21 Seana=8316yb =10 920.

11.22

a)
b)
c)

a)

b)

c)

Encuentre d = mcd(a, b), el maximo comun divisor de ay b.
Encuentre enteros m y n tales que d = ma + nb.
Encuentre mem(a, b), el minimo comun multiplo de ay b.

El algoritmo de Euclides se aplica a a y b. Es decir, el algoritmo de la division se aplicaa ay b y luego, en forma
repetida, el algoritmo de la division se aplica a cada cociente y residuo hasta que se obtiene un residuo igual a cero.
Estos pasos se muestran en la figura 11-6a) mediante la division larga y también en la figura 11-6b), donde las flechas
indican el cociente y el residuo en el paso siguiente. El Gltimo residuo diferente de cero es 84. Asi, 84 = mcd(8 316,
10 920).

1 3
831610920 26048316

—_

) 10920=1(8316)+ 2604

8316 7812

2604 504
n 2) 2)  8316=3(2604) + 504

5 6 3) 2604 =5(504)+ 84
50412604 847504
2520 504 /
84 0 4) 504 = 6(84) + 0
3) 4)
a) b)

Figura 11-6

Luego, se encuentran m y n tales que 84 = 8 316m + 1 092n al “desenredar” los pasos anteriores en el algoritmo de
Euclides. En especifico, los tres primeros cocientes en la figura 11-6 conducen a la ecuacion:

1) 2604 = 10920 — 1(8 316); 2) 504 = 8316 — 3(2604); 3) 84 =2 604 — 5(504).

La ecuacion 3) indica que d = 84 es una combinacion lineal de 2 604 y 504. Se usa 2) para sustituir 5 044 en 3), de
modo que 84 pueda escribirse como una combinacién lineal de 2 604 y 8 316 como sigue:

5) 84 =2 604 — 5[8 316 — 3(2 604)] = 2 604 — 5(8 316) + 15(2 604)

= 16(2 604) — 5(8 316)
Luego se usa 1) para sustituir 2 604 en 5), de modo que 84 pueda escribirse como una combinacion lineal de 8 316 y
10 290 como sigue:
6) 84 = 16[10 920 — 1(8 316)] — 5(8 316) = 16(10 920) — 16(8 316) — 5(8 316)

= —21(8 316) + 16(10 920)
Esta es la combinacion lineal que se busca. En otras palabras, m = —21y n = 16.
Por el teorema 11.16,

lab| ~ (8316)(10920)
mcd(a, b) 84

mcm(a, b) = =1081080

Encuentre la factorizacién Gnica de cada nimero: a) 135; b) 1330; c¢)3105; d)211.

a)
b)
c)
d)

135=5.27=5-3-3.30135=3%.5,

1330=2-665=2-5.133=2.5.7-19.
3105=5-621=5-3-207=5-3-3.-69=5-3-3.3-23,03105=3%.5.23.

Ninguno de los primos 2, 3, 5, 7, 11, 13 divide a 211; por tanto, 211 no puede factorizarse; es decir, 211
es primo.

(Observacion: sélo se prueban los primos menores que +/211.)
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Seana=2%.3%.5%.116. 178y b =25.5%. 72. 11* . 132 Encuentre mcd(a, b) y mecm(a, b).

Los primos p; que aparecen tanto en a como en b también aparecen en mcd(a, b). Ademas, el exponente de p; en mcd(a, b)
es el menor de los exponentes en a 'y b. Entonces,

med(a, b) = 2% 5%. 114

Los primos p; que aparecen en a o en b también aparecen en mcm(a, b). También, el exponente de p; en mem(a, b) es el
mayor de sus exponentes en a y b. Entonces,

mem(a, b) = 2°.3%.54.72.116. 132 . 178

Demuestre el teorema 11.9: Suponga que a, b, ¢ son enteros.

i) Sialby blc, entonces ajc.

ii) Si alb, entonces, para cualquier entero X, a|bx.

iii) Sialbyalc,entoncesal(b+ c)yal(b — c).

iv) Sialbyb#0,entoncesa=+bolal < |bl.

v) Sialby b|a, entonces |a| = |b], es decir, a = %b.

vi) Sia|l, entonces a = +1.

i) Sialby blc, entonces existen enteros x y y tales que ax = by by = c. Al sustituir b por ax se obtiene axy = c. Por tanto,
alc.

ii) Si alb, entonces existe un entero c tal que ac = b. Al multiplicar la ecuacién por x se obtiene acx = bx. Por tanto,
albx.

iii) Sialby alc, entonces existen enteros x y y tales que ax = b y ay = ¢. Al sumar las igualdades se obtiene

ax+ay=b+c yasi ax+y)=b+c
Por tanto, a|(b 4 c). Al restar las igualdades ay = b y by = ¢ se obtiene
ax—ay=b—-c yasi ax—y)=b-c.

Por tanto, a|(b — c).
iv) Sialb, entonces existe c tal que ac = b. Entonces

bl = |ac| = |allc]

Por tanto, se cumple una de dos |c| = 1 0 |a| < |a||c| = |b]. Si |c| = 1, entonces ¢ = +1; donde a = +b, como se
requeria.

v) Sia|b,entoncesa= +bol|a] < |b].Si|al < |b|] entonces b | a. Por tanto a = £b.

vi) Sia|l,entoncesa=+1o|al < |1| = 1. Porel problema11.11, |a| > 1. Por tanto, a = £1.

Un subconjunto no vacio J de Z se denomina ideal si J tiene las dos propiedades siguientes:
1) Sia,belJentoncesa+beld. 2)SiaelJyneZ entonesnaeJ.

Sea d el menor entero positivo en un ideal J # {0}. Demuestre que d divide a todo elemento de J.

Puesto que J # {0}, existe a € J con a # 0. Entonces —a = (—1)a € J. Por tanto, J contiene elementos positivos.
Por el principio del buen orden, J contiene un entero positivo minimo, de modo que d existe. Ahora, sea b € J. Al dividir b
entre d, el algoritmo de la division indica que existen q y r tales que

b=qgd+r y 0<r<d

Ahora, d € J y J en un ideal; por tanto, b + (—q)d = r también pertenece a J. Por la propiedad de que d es minimo, debe
tenerse r = 0. Por tanto, d|b, como se requeria.

Demuestre el teorema 11.13. Sea d el menor entero positivo de la forma ax + by. Entonces d = mcm(a, b).
Considere el conjunto J = {ax + yb | x, y € Z}. Entonces

a=1(@)+0b)eJ y b=0@)+1(b)eJ
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También suponga que s, t € J, por ejemplo, s = x;a + y;b y t = x,a + y,b. Entonces, para cualquier n € Z, lo siguiente
pertenece a J:

S+Ht=(X +X)a+ (Y, +y)b y ns=(nxya+ (ny;)b

Por tanto, J es un ideal. Sea d el elemento positivo minimo en J. Se afirma que d = mcd(a, b).

Por el problema 11.25, d divide a todos los elementos de J. Asi, en particular, d divide a a y a b. Ahora se supone que
h divide tanto a a como a b. Entonces h divide a xa + yb para cualquier x y y; es decir, h divide a todos los elementos de J.
Por tanto, h divide a d, y asi h < d. En consecuencia, d = mcd(a, b).
Demuestre el teorema 11.17: si mcd(a, b) = 1, y a'y b dividen a c. Entonces ab divide a c.

Puesto que mcd(a, b) = 1, existen X y y unicos tales que ax + by = 1. Debido a que a|c y b|c, entonces existen m y n tales
que c = may ¢ = nb. Al multiplicar ax + by = 1 por c se obtiene

acx+hcy=c o a(b)x+b(ma)y=c o ab(hx+my)=c

Por tanto, ab divide a c.

Demuestre el corolario 11.19: si un primo p divide a un producto ab. Entonces p | a'y p|b.

Suponga que p no divide a a. Entonces mcd(p, a) = 1, puesto que los Unicos divisores de p son +1 y +p. Asi, existen
enteros m y n tales que 1 = mp + ng. Al multiplicar por b se obtiene b = mpb + nab. Por hipdtesis, p|ab; por ejemplo,
ab = cp. Entonces

b = mpb + nab = mpb + ncp = p(mb + nc).

En consecuencia, p|b, como se requeria.

Demuestre: @) Si p | g, donde p y g son primos. Entonces p=q.b) Sip| g0, - - - g,, donde p y los g son primos.
Entonces p es igual a uno de los q.

a) Los unicos divisores de g son +£1y +q. Puestoquep > 1,p=aq.
b) Sir=1,entonces p =g, pora). Sir > 1. Por el problema 11.28 (corolario 11.19), p|g; 0 p | (d; - -- Q).

Si p | g;, entonces p = g, por a). De no ser asi, entonces p | (g, --- q,). Se repite el argumento. Es decir, se obtiene
p=p,0p]|(g;---q,). Finalmente (o por induccion), p debe ser igual a uno de los q.

Demuestre el teorema fundamental de la aritmética (teorema 11.20): cualquier entero n > 1 se expresa en forma
Unica (salvo por el orden) como un producto de primos.

En el teorema 11.11 ya se demostr6 que este producto de primos existe. Asi, solo es necesario demostrar que el producto
es unico (salvo por el orden). Si

N=pPP; - Pr=0: - Q¢

donde los p y los g son primos. Observe que p; | (0;0; - - - ,). Por el problema precedente 11.29, p, es igual a uno de los g.
Los g se reordenan de modo que p; = q;. Entonces

P1Pz -+ P =Pi0; -+ P, Y asisucesivamente p,---p=0, - Py

Por el mismo argumento, los q restantes se reordenan de modo que p, = g,. Y asi sucesivamente. Por tanto, n puede expre-
sarse de manera Unica como un producto de primos (salvo por el orden).

CONGRUENCIAS

11.31

¢Cual de las siguientes declaraciones es verdadera?

a) 446 =278 (m6d7), c)269 =413 (mod 12), e) 445 = 536 (mod 18)
b) 793 =682 (mod9), d)473 =369 (mbd26), f)383 =126 (mdd 15)

Recuerde que a = b(mdd m) si y sélo si m divide aa - b.
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a) Encuentre la diferencia 446 — 278 = 168. Divida la diferencia 168 entre el médulo m = 7. El residuo es 0; por tanto,
la declaracion es verdadera.

b) Divida la diferencia 739 — 682 = 111 entre el mddulo m = 9. El residuo no es 0; por tanto, la declaracion es falsa.
c) Verdadera, ya que 12 divide a 269 — 413 = —144.

d) Verdadera, ya que 26 divide a 472 — 359 = 104.

e) Falsa, ya que 18 no divide a 445 — 536 = —91.

f) Falsa, ya que 15 no divide a 383 — 126 = 157.

Encuentre el menor entero en valor absoluto que es congruente médulo m = 7 con cada uno de los nimeros
siguientes: a) 386; b) 257; c¢) —192; d) —466.

El entero debe estar en el conjunto {—3, -2, —1,0, 1, 2, 3}.
a) Al dividir 386 entre m = 7 se obtiene un residuo de 1; por tanto, 386 = 1 (mdd 7).

b) Al dividir 257 entre m = 7 se obtiene un residuo de 5; por tanto, 257 =5 = —2 (mod 7). (Se obtiene —2 al restar el
moédulom =7 de 5.)

c) Aldividir 192 entre m = 7 se obtiene un residuo de 3; por tanto, —192 = —3 (mad 7).

d) Al dividir 466 entre m = 7 se obtiene un residuo de 4; por tanto, —466 = —4 = 3 (madd 7). (Se obtiene 3 al sumar el
moédulom =7a—4.)

Encuentre todos los nimeros entre —50 y 50 que son congruentes con 21 médulo m = 12; es decir, encuentre
todos los x tales que —50 < x <50y x = 21 (mdd 12).
Al nimero dado 21 se suman y restan multiplos del mddulo m = 12 para obtener:

21+0=21, 21+12=33, 33+12=46, 21-12=9
9-12=-3, -3-12=-15 -15-12=-27, -27-12=-39

Es decir: —39, —27, —15, -3, 9, 21, 33, 46

Demuestre el teorema 11.21: sea m un entero positivo. Entonces:

i) Para todo entero a se tiene a = a (méd m).
ii) Sia=Db (modd m), entonces b =a (mod m).
iii) Sia=b (mod m)y b =c (mod m), entonces a = ¢ (mdéd m).
i) Ladiferencia a—a = 0 es divisible entre m; por tanto, a = a (mod m).
ii) Sia=b (mdd m), entonces m|(a—b). Por tanto, m divide a — (a — b) = b — a. En consecuencia, b = a (méd m).
iii) Se tiene m|(a—b) y m|(b - c). Asi, m divide a la suma (a - b) + (b — ¢) = a—c. En consecuencia, a = ¢ (mdd m).

Demuestre el teorema 11.22: sean a = ¢ (méd m) y b = d (mdd m). Entonces:
i) at+b=c+d(médm). ii)a-b=c-d(modm).

Se tiene que m{(a—c) y m|(b—d).

i) Entonces m dividealasuma(a—c)+ (b —d)=(a+b) — (c+d). Portanto a + b = ¢ 4+ d (mdd m).

ii) Entonces m divide a b(a — ¢) = ab — bc y m divide ¢(b — d) = bc — cd. Entonces m divide a la suma (ab — bc) +
(bc — cd) = ab — cd. Por tanto ab = cd (md6d m).

Sea d = mcd(a, b). Demuestre que a/d y b/d son primos relativos.
Existe x y y tales que d = xa + yb. Al dividir la ecuacion entre d se obtiene 1 = x(a/d) + y(b/d). Por tanto, a/d y b/d son
primos relativos.

Demuestre el teorema 11.24: sean ab = ac(méd m) y d = mcd(a, m). Entonces b = ¢ (méd m/d).

Por hipétesis, m divide a ab — ac = a(b — c). Por tanto, existe un entero x tal que a(b — c) = mx. Al dividir entre d se
obtiene (a/d)(b — ¢) = (m/d)x. Por tanto, m/d divide a (a/d)(b — c¢). Puesto que m/d y a/d son primos relativos, m/d
divide a b — c. Es decir, b = c(mdéd m/d), como se requeria.

www.FreelLibros.me



292 CarituLo 11  PROPIEDADES DE LOS ENTEROS

SISTEMAS DE RESIDUOS, FUNCION FI DE EULER, ¢

11.38

11.39

11.40

11.41

11.42

11.43

Para cada mddulo m, demuestre dos sistemas de residuos completos, uno que conste de los enteros no negativos
mas pequefios y el otro que conste de los enteros con valor absoluto mas pequefio: @) m = 9; b) m = 12.

En el primer caso se escoge {0, 1, 2,..., m — 1}, y en el segundo caso se escoge
{-(m-1)/2,...,-1,0,1,...,(m—=1)/2} o {—-(Mm-2)/2,...,-1,0,1,...,m/2}
segulin sea el caso si m es par o impar:

a) {0,1,2,3,4,56,7,8y{-4, -3, -2 -1,0,1,2,3,4}
b) {0,1,2,3,4,56,7,8,9 10,11}y {-5, —4, -3, -2, -1,0, 1, 2, 3, 4, 5, 6}.

Encuentre un sistema reducido de residuos médulo my ¢ dondea) m=9; by m=16;c)m=7.
Se escogen aquellos numeros positivos menores que my primos relativos con m. La cantidad de tales nameros es ¢ (m).

a) {1,2,4,5,7,8}, por tanto ¢ (9) = 6.
b) {1,3,5,7,9,11, 13, 15}; por tanto ¢ (16) = 8.
c) {1,2, 3,4,5, 6}, portanto ¢ (7) = 6. (Esto es de esperar, puesto que ¢(p) = p — 1 para cualquier primo p.)

Recuerde que S, =0, 1, 2,..., m — 1 es un sistema completo de residuos médulo m. Demuestre:

a) Cualesquiera enteros m consecutivos es un sistema completo de residuos médulo m.
b) Simcd(a, m) =1, entonces aS,, = {0, a, 23, 3a,..., (m — 1)a} es un sistema completo de residuos modu-
lom.

a) Hay que considerar cualquier otra sucesion de m enteros; por ejemplo, {a,a+ 1,a + 2,..., a + (m — 1)}. El valor
absoluto de la diferencia s de dos enteros cualesquiera es menor que m. Por tanto, m no divide a s, de modo que los
nlmeros son incongruentes moédulo m.

b) Siax=ay (mod m), donde x, y € S,,. Puesto que mcd(a, m) = 1, el teorema 11.24 de la ley de cancelacion modifica-
da establece que x =y (m6d m). Puesto que X, y € S, debe tenerse x = y. Es decir, aS,, es un sistema completo de
residuos madulo m.

Muestre un sistema completo de residuos modulo m = 8 que conste s6lo de maltiplos de 3.
Por el problema 11.40b), 3Sg = {0, 3, 6, 9, 12, 15, 18, 21} es un sistema de residuos completo médulo m = 8.

Demuestre que si p es primo, entonces ¢(p") = p" — p" L = p"(p — 1).

Resulta evidente que mcd(a, p") # 1 si y s6lo si p divide a a. Por tanto, los Gnicos nimeros entre 1y p" que no son primos
relativos con p" son los multiplos de p; es decir, p, 2p, 3p, ..., p"~*(p). Hay p"~* mdltiplos asi de p. Todos los otros ndmeros
entre 1y p" son primos relativos con p". Por tanto, como se afirmo:

(p") =pn —p"t=p"Y(p—1).

Encuentre a) ¢ (81), ¢(7°); b) ¢ (72), ¢ (3 000).
a) Porel problema 11.42,

$(81) =¢(3) =3B -1)=27(2) =54 y §(7°) =77 —1)=6(7°)
b) Seusael teorema 11.14 de que ¢ es multiplicativo:

$(72) = ¢(3°- 2°) = p(3)(2°) =3(3 — 1) - 22 — 1) = 24
#(3000) = ¢(3 - 22 - 5°) = ¢(3)p(29)p(5°) = 2 - 2 - 5%(5 — 1) = 400
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11.44 Demuestre el teorema 11.25: si a 'y b son primos relativos, entonces ¢(ab) = ¢(a)p(b).

Sean a y b enteros positivos coprimos (primos relativos), y sea S el conjunto de nimeros desde 1 hasta ab dispuestos en un
arreglo como en la figura 11-7. Es decir, el primer renglén de S es la lista de nimeros desde 1 hasta a, el segundo renglén
es la lista desde a + 1 hasta 2a y asi sucesivamente. Puesto que a y b son coprimos, cualquier entero x es coprimo de ab si
y s6lo si es coprimo tanto de a como de b. En el arreglo S se encuentra ese nimero de enteros x.

Puesto que na + k = k (mdd a), cada columna en S pertenece a la misma clase de residuos médulo a. En consecuen-
cia, cualquier entero x en S es coprimo de a si y s6lo si x pertenece a una columna encabezada por algun entero k que es
coprimo de a. Por otra parte, hay ¢(a) columnas asi, puesto que el primer renglén es un sistema de residuos médulo a.

1 2 3. k.. a
a+1 a+2 a+3 .. a+tk .. 2a
2a+1 2a+2 2a+3 .. 2a+k .. 3a

b-—1Da+1 e, (b-Da+k ba
Figura 11-7

Ahora se considera una columna arbitraria en el arreglo S, que consta de los nimeros:

k, a+k 2a+k 3a+k.. (b—1la+k (11.11)

Por el problema 11.10, estos b enteros constituyen un sistema de residuos mddulo b; es decir, ningiin par de enteros son
congruentes moédulo b. En consecuencia, (11.11) contiene exactamente ¢(b) enteros que son coprimos de b. Asi se demues-
tra que el arreglo S contiene ¢(a) columnas que constan de los enteros que son coprimos de a, y que cada columna contie-
ne ¢(b) enteros que son coprimos de b. Por tanto, hay ¢(a) ¢(b) enteros en el arreglo S que son coprimos tanto de a como
de b y que entonces son coprimos de ab. En consecuencia, como se requeria

$(ab) = @(a)¢(b)
ARITMETICA MODULO m, Z,,

11.45 Escriba las tablas de suma y multiplicacion para: a) Z,; b) Z;
a) Ver la figura 11-8.  b) Ver la figura 11-9.

+|lo 1 2 3 x|o 1 2 3
0|0 1 2 3 0|0 0 0 0
1|1 2 3 0 1o 1 2 3
212 3 0 1 210 2 0 2
313 0 1 2 310 3 2 1
Figura 11-8
+/10 1 2 3 4 5 6 x| 0 1 2 3 4 5 6
0|0 1 2 3 4 5 6 00 0 0 0 0 0 O
1|1 2 3 4 5 6 0 10 1 2 3 4 5 6
212 3 4 5 6 0 1 210 2 4 6 1 3 5
313 4 5 6 0 1 2 3[0 3 6 2 5 1 4
414 5 6 0 1 2 3 410 4 1 5 2 6 3
515 6 0 1 2 3 4 500 5 3 1 6 4 2
616 0 1 2 3 4 5 610 6 5 4 3 2 1
Figura 11-9
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11.46 En Z,,, encuentre: a) —2, -5, -9, —10; b) 2/7, 3/7,5/7,8/7,10/7, 1/7.
a) Observe que —a = m —a puesto que (m —a) + a = 0. En consecuencia:
—-2=11-2=9, -5=11-5=6, -9=11-9=2, -10=11-10=1

b)  Por definicion, a/b es el entero ¢ tal que bc = a. Puesto que se divide entre 7, primero se calcula la tabla de multipli-
cacion para 7 en Z;; como en la figura 11-10. Luego se encuentra el nimero dentro de la tabla y la respuesta esté
arriba de este nimero. Asi,

x|o 1 23456 78 910
710 73106 2 9 5 1 8 4

Figura 11-10

2/7=5, 3/7=2, 5/7=7 8/7=9, 10/7=3, 1/7—=8
Observe que 7~ = 8 puesto que 7(8) = 8(7) = 1.

11.47 Considere Z,,, donde p es primo. Demuestre:

a) Siab=acya=0,entoncesh =c;
b) Siab=0,entoncesa=00hbh=0.

a) Siab=acenZ, entonces ab = ac (mod m). Puesto que a # 0, med(a, p) = 1. Por el teorema 11.23, es posible can-

celar las a para obtener b = ¢ (mdd p). En consecuencia, b = cen Z,,.

b) Siab=0enZ, entonces ab = 0 (Mdd p). En consecuencia, p divide al producto ab. Puesto que p es primo, pla'y p|b;
es decir, a = 0 (mdd p) o b = 0 (mdd p). Por tanto,a=00b =0en Z,

11.48 Considere a # 0 en Z,,,, donde mcd(a, m) = 1. Demuestre que a tiene inverso multiplicativo en Z,,.

Puesto que a # 0y mcd(a, m) = 1, existen enteros x y y tales que ax + my = 1 0 ax — 1 = my. Asi, m divide aax— 1y por
tanto ax = 1 (mé6d m). Luego, un elemento X" en Z, se reduce a x médulo m. Entonces ax’ = 1 en Z,,,.

11.49 Encuentre a-len Z, donde: a) a=37ym =249;b)a= 15y m = 234.

a) Primero se encuentra d = mcd(37, 249), con lo que se obtiene d = 1. Luego, como en el ejemplo 11.6, se encuentran
X yy tales que ax + my = 1. Asi se obtiene x = —74 y y = 14; es decir,

—74(37) + 11(249) =1 de modo que — 74(37) = 1(m6d 249)

m = 249 se suma a —74 para obtener —74 + 249 = 175. Asi, (175)(37) = 1 (mod 249).
En consecuencia, a! = 175 en Z,,q.

b)  Primero se encuentra d = mcd(15, 234), con lo que se obtiene d = 3. Asi, d # 1y entonces 15 no tiene inverso mul-
tiplicativo en Z,5,.

11.50 Para los siguientes polinomios sobre Z,, encuentre a) f(x) 4+ g(x) y b) f(x)h(x).
fX) =63 —5x°+2x—4, gX)=5x+2x>+6x—1, h(x)=3x>—-2x—5
Efectuar las operaciones como si los polinomios fuesen sobre los enteros Z, y luego reducir los coeficientes médulo 7.

a) Seobtiene: f(X) +g(X) =11 — 3% +8x —5=4x3 -3+ x - 5=+ 4%+ x+ 2
b)  Primero se encuentra el producto f(x)h(x) como en la figura 11-11. Luego, al reducir médulo 7, se obtiene: g)

fOOh) =45 —6x* + 22 — 2x + 6 =4x° + x* + 2> + 5x + 6
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6> —5x2+2x—4

3x%—2x-5

18x° — 15x* + 6x° — 12x2
—12x* 4+ 10x° — 42 + 8x

~30x% +25x2 — 10x + 20

18x° = 27x* + 14x3 + 9x2 = 2x + 20

Figura 11-11

ECUACIONES DE CONGRUENCIA

1151

11.52

11.53

11.54

Resuelva la ecuacion de congruencia f(x) = 4x* — 3x® + 2x? + 5x — 4 =0 (mdd 6).
Puesto que la ecuacion no es lineal, la ecuacion se resuelve al probar los nimeros en un sistema completo de residuos
maodulo 6; por ejemplo, {0, 1, 2, 3, 4, 5}. Se tiene:
f(0) =4 #£0(mo6d 6), f(2) =54 % 0 (mdd 6), f(4) =880=4 =0 (mod 6)
f(1)=4 #£0(mo6d 6), f(3)=272=2=£0(mod6), f(5)=2196=0 (mod 6)
Por tanto, 2 y 5 son las Unicas raices de f(x) moédulo 6. Es decir, {2, 5} es un conjunto de soluciones completo.

Resuelva la ecuacion de congruencia f(x) = 26x* — 31x® 4+ 46x2 — 76x 4 57 = 0 (m&d 8).

Primero se reducen los coeficientes de f(x) modulo 8 para obtener la siguiente ecuacion de congruencia equivalente.
g(x) = 2x* — 7x® + 6x% — 4x + 1 =0 (mod 8)
Puesto que 7 = —1 (m6d 8) y 6 = —2 (mdd 8), la ecuacion original puede simplificarse ain mas para obtener la ecuacion
de congruencia
h(x) = 2x* + x° — 2x? — 4x + 1 =0 (m6d 8)
Los ndmeros se prueban en un sistema completo de residuos médulo 8 y, a fin de preservar las operaciones aritméticas lo

mas simples posible, se escoge {—3, —2, —1, 0, 1, 2, 3, 4}. (Es decir, se escogen aquellos nimeros cuyo valor absoluto es
minimo.) Al sustituir estos nimeros en h(x) se obtiene

h(—=3)=130=2(m6d 8), h(0)=1=1(méd8), h(3)=160=0 (mdd 8),

h(—2) =9=1 (mdd 8), h(1) = —2=6 (mdd 8), h(4) =529=1 (mdd 8).

h(—1) =4 =4 (mdd 8), h(2) =25=1 (mad 8),

Por tanto, 3 es la Unica raiz de f(x) (méd 8).

Resuelva la ecuacidn lineal de congruencia:
a) 3x=2(mdd 8); b)6x=5(mbdd9); c)4x=6(mdd 10)
Debido a que los médulos son relativamente pequefios, mediante prueba se encuentran todas las soluciones. Se debe recor-

dar que ax = b (mo6d m) tiene exactamente la solucién d = mcd(a, m), en el supuesto de que d divida a b.

a) Aqui, med(3, 8) = 1, de modo que la ecuacion tiene una solucidn Unica. Al probar 0, 1, 2,..., 7 se encuentra que 3(6)
= 18 =2(mdd 8). Por tanto, 6 es la solucién unica.

b)  Aqui, med(6, 9) = 3, pero 3 no divide a 5. Por tanto el sistema no tiene solucion.

c) Aqui, mcd(4, 10) = 2 y 2 divide a 6; por tanto, el sistema tiene dos soluciones. Al probar 0, 1, 2, 3, ..., 9 se encuen-
tra que

4(4)=16=6(mod 10) y 4(9) =36=6 (mod 10)
Por tanto, 4 y 9 son las dos soluciones buscadas.

Resuelva la ecuacion de congruencia 1 092x = 213(mdd 2 295).

El método de prueba no es una forma eficiente para resolver esta ecuacion puesto que el médulo m = 2 295 es grande.
Primero se aplica el algoritmo de Euclides para encontrar d = mcd(1 092, 2 295) = 3. Al dividir 213 entre d = 3 se obtie-
ne un residuo igual a 0; es decir, 3 divide a 213. Por tanto, la ecuacion tiene tres soluciones (incongruentes).
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11.55

11.56

La ecuacion y el médulo m = 2 295 se dividen entre d = 3 para obtener la ecuacion de congruencia

364x = 71 (mé6d 765) (11.12)

Se sabe que 364 y 796 son primos relativos puesto que se dividio entre d = mcd(1 092, 2 295) = 3; por tanto, la ecuacion
(11.12) tiene una solucion Gnica mddulo 765. La ecuacion (11.12) se resuelve al encontrar primero la solucion de la ecua-
cién

364x =1 (madd 765) (11.13)
Esta solucion se obtiene al encontrar sy t tales que
364s + 765t =1

Al usar el algoritmo de Euclides y “desenredar” como se hizo en el ejemplo 11.6 y en el problema 11.21 se obtiene s = 124
yt=-59.

En consecuencia, s = 124 es la unica solucion de (11.13). Al multiplicar esta solucion s = 124 por 71 y reducir
maddulo 765 se obtiene

124(71) = 8 804 = 389 (m6d 765)

Esta es la tnica solucion de (11.12).
Por altimo, el nuevo moédulo m = 765 se suma a la solucion x; = 389 dos veces para obtener las otras dos soluciones
de la ecuacion dada:

X, =389+ 765=1154, Xx;=1154+4765=10919

En otras palabras, x; = 389, x, = 1 154, x; = 1 919 constituyen un conjunto completo de soluciones de la ecuacion de
congruencia dada 1 092x = 213(mdd 2 295).

Resuelva la ecuacion de congruencia 455x = 204(mod 469).

Primero se usa el algoritmo de Euclides para encontrar d = mcd(455, 469) = 7. Al dividir 204 entre d = 7 se obtiene un
residuo igual a 1; es decir, 7 no divide a 204. Por tanto, la ecuacién no tiene solucién.

Encuentre el menor entero positivo x tal que cuando x se divide entre 3 se obtiene un residuo igual a 2, cuando
x se divide entre 7 se obtiene un residuo igual a 4 y cuando x se divide entre 10 se obtiene un residuo igual
a 6.

Se busca la menor solucién positiva comun de las tres siguientes ecuaciones de congruencia:
a)x=2(mbd 3); b)x=4(mdd7); c)x=6(mbd 10)

Observe que los médulos 3, 7 y 10 son primos relativos por pares. El teorema chino del residuo (TCR), teorema 11.29,
establece que hay una solucién Unica médulo del producto m = 3(7)(10) = 210. Este problema se resuelve de dos formas.

Meétodo 1: Primero se aplica el TCR a las dos primeras ecuaciones,
a)x=2(moéd3) y b)x=4(mdd7)

Se sabe que hay una solucién Gnica médulo M = 3 - 7 = 21. Al sumar multiplos del médulo m = 7 a la solucién dada
x = 4 de la segunda ecuacion b), se obtienen las tres siguientes soluciones de b) que son menores que 21:

4,11,18

Al probar cada una de estas soluciones de b) en la primera ecuacion a) se encuentra que 11 es la Unica solucién de ambas
ecuaciones.
Luego, el mismo proceso se aplica a las dos ecuaciones

0)x=6(méd10) y d)x=11(mod21)
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El TCR indica que hay una solucién Gnica mddulo M = 21.10 = 210. Al sumar multiplos del médulo m = 21 a la solucién
dada x = 11 de la ecuacion d), se obtienen las 10 soluciones siguientes de d), que son menores que 210:

11, 32, 53, 74, 95, 116, 137, 158, 179, 210

Al probar cada una de estas soluciones de d) en la ecuacion c) se encuentra que x = 116 es la Uinica solucién de la ecuacion
c). En consecuencia, x = 116 es el menor entero positivo que satisface las tres ecuaciones dadas a), b) y c).

Método 2: al usar la notacion de la proposicion 11.30 se obtiene

M=3.7.10=210, M;=210/3=70, M,=210/7 =30, M,=210/10=21
Ahora se buscan soluciones de las ecuaciones

70x=1(mdd 3), 30x=1(mod7), 21x=1(mdd 10)
Al reducir 70 médulo 3, reducir 30 modulo 7 y reducir 21 médulo 10, se obtiene el sistema equivalente
x=1(mdd3), 2x=1(mo6d7), x=1(mdd 10)
Las soluciones de estas tres ecuaciones son, respectivamente,
$;=1 s,=4, s;3=1
Al sustituir en la formula
Xo = MqSiry + MySory 4 - - - 4+ Mysir
se obtiene la siguiente solucidn del sistema original:
Xo=70-1-24+30-4-4+21-1-6=746

Al dividir esta solucion entre el médulo M = 210 se obtiene el residuo x = 116, que es la tnica solucién del sistema origi-
nal entre 0 y 210.

Demuestre el teorema 11.26: si a y m son primos relativos, entonces ax = 1 (méd m) tiene una solucién Unica;
en caso contrario, no tiene solucion.

Si X, es una solucién, entonces m divide a ax, — 1y, por tanto, existe y, tal que my, = ax, — 1. En consecuencia,
axo+my,=1 (11.14)

y ay mson coprimos (primos relativos). A la inversa, si a y m son coprimos, entonces existen X, y y, que satisfacen (11.14),
en cuyo caso X, es una solucion de ax = 1 (mod m).
Queda por demostrar que X, es una solucion tnica médulo m. Suponga que x; es otra solucién. Entonces

axy =1 =ax;(mod m)
Puesto que a y m son coprimos, aqui se cumple la ley de cancelacion modificada, de modo que
Xo = X; (M6d m)

Por tanto, esto demuestra el teorema.

Demuestre el teorema 11.27. Si a 'y m son primos relativos, entonces ax = b (mdd m) tiene una solucién Unica.
Ademés, si s es la solucion Unica de ax = 1(mdd m), entonces x = bs es la Unica solucion de ax = b (mod m).

Por el teorema 11.26 (que se demuestra en el problema 11.57), existe una solucion Unica de ax = 1(mod m). Por tanto,
as=1(méd m) y asi

a(bs) = (as)b=1-b=b (mbéd m)
Es decir, x = bs es una solucion de ax = b (ma6d m). Si X, y X; son dos de estas soluciones, entonces
axy = b = ax; (mod m)

Puesto que a 'y m son coprimos, la ley de cancelacion modificada establece que x, = x,(mod m). Es decir, ax = b (mo6d m)
tiene una solucién Gnica médulo m.
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11.59 Demuestre el teorema 11.28: considere la siguiente ecuacion, donde d = mcd(a, m):

ax=b (mod m) (11.15)

i) Sid no divide a b, entonces (11.15) no tiene solucion.
ii) Sid divide a b, entonces (11.15) tiene d soluciones, todas congruentes mddulo M con la solucién Unica de

i)

ii)

la siguiente ecuacion, donde A = a/d,B =b/d,M = m/d:
Ax =B (mod M) (11.16)

Si X es una solucion de (11.15). Entonces ax, = b (méd m), y entonces m divide a ax, — b. Por tanto, existe un entero
Yo tal que my, = ax, — b o my, + ax, = b. Pero d = mcd(a, m), y asi d divide a my, + ax,. Es decir, d divide a b. En
consecuencia, si d no divide a b, entonces no existe solucion.

Si X, es una solucién de (11.15). Entonces, como antes,

my,+ axqg="Db

Al dividir entre d se obtiene (11.16). Por tanto, M divide a Ax, — B y entonces x, es una solucion de (11.16). A la inver-
sa, suponga que x; es una solucion de (11.16). Entonces, como antes, existe un entero y, tal que

My, + Ax; =B
Al multiplicar por d se obtiene
dMy, +dAx;=dB 0o my;+ax;=Db

Por consiguiente, m divide a ax; — b, por lo cual x; es una solucion de (11.15). Asi, (11.16) tiene la misma solucion
entera. Sean X, las menores soluciones posibles de (11.16). Puesto que d = dM,

Xor Xg+ M, Xg+2M, X;+3M, ..., X+ ({d—-1)M

son precisamente las soluciones de (11.16) y (11.15) entre 0 y m. Por tanto, (11.15) tiene d soluciones médulo m, y
todas son congruentes con X, modulo M.

11.60 Demuestre el teorema chino del residuo (teorema 11.29). Dado el sistema:

Xx=r; (médmy), x=r,(Médm,), ..., x=r,(modm) (11.17)

donde los m; son primos relativos por pares. Entonces el sistema tiene una solucion Gnica modulo
M=mm,--- m,.

Considere el entero

Xo = M1y 4+ MySoby +- - -4 MyS,Hy

donde M; = M/m; y s; es la solucién Unica de M;x =1 (m6d m;). Se da j.

Para i = j se tiene m;| M; y entonces

Por otra parte, M; S; = 1(mdd m;); y entonces

En consecuencia,

Xo=0+ -+ 041 +0+ - +0=r;(mod mj)

En otras palabras, x, es una solucion de cada una de las ecuaciones en (11.17).

Queda por demostrar que X, es la solucion Unica del sistema (11.17) modulo M.
Si x, es otra solucion de todas las ecuaciones en (11.17). Entonces:

Xg =X, (Méd my), Xo=x; (Médm,), ---, Xg=% (Méd m,)

Por tanto, m; | (X, — ;) para cada i. Puesto que los m; son primos relativos, M = mem (mg, My, ..., m) y asi M | (Xq — Xy).
Es decir, X, = X, (M6d M). Asi se demuestra el teorema.
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PROBLEMAS SUPLEMENTARIOS

ORDEN Y DESIGUALDADES, VALOR ABSOLUTO

1161

11.62
11.63
11.64
11.65
11.66

11.67
11.68
11.69

Inserte el simbolo correcto, <, > 0 =, entre cada par de enteros:

a) 2 —6; c)—7__ 3; e)2® 11, g -2__ T,

by -3 -5 d)-8__ -1, )22 -9 hy4__ -9
EvalGe:a) |3 — 7|, |-3+7|,|-3—=7;b)[2 =5+ |3+ 7,[1 =4 —[2—9;¢) 5 -9 +[2—3|,|-6 — 2| — |2 — 6.
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Encuentre la distancia d entre cada par de enteros: a) 2y —5;b) -6y 3;¢)2y8;d) -7y —1;e) 3y —-3;f) -7y 9.

Encuentre todos los enteros n tales que: a) 3 < 2n — 4 < 10; b)1 <6 —3n < 13.

Demuestre la proposicion 11.1: i) a < a, para cualquier entero; ii) Sia<by b <a, entoncesa = b.

Demuestre la proposicion 11.2: para enteros cualesquiera ay b se cumple exactamente una de las siguientes proposiciones:

a<b,a=boax>h.
Demuestre que: a) 2ab <a? + b% b)ab +ac+bc<a? + b? + 2
Proposicion 11.4: i) |a| >0,y |a| =0ssia=0; ii)—Ja|<a<]|a|; iii)|la] — |b|]|<|a=£b].

Demuestre quea — xb >0,sib# 0y x = —|alb.

INDUCCION MATEMATICA, PRINCIPIO DEL BUEN ORDEN

11.70

11.71

11.72
11.73
11.74
11.75

11.76

11.77
11.78

Demuestre la proposicion de que la suma de los n primeros enteros pares positivos es n(n + 1); es decir,
P(n):2+44 6+ --+2n—=n(n+1)
Demuestre que la suma de los n primeros cubos es igual al cuadrado de la suma de los n primeros enteros positivos:
P(n): 134+ 234+ 334+ 4n® = (1 + 2+ - -4n)?
Demuestre: 1 +4 4 7+ - -+(3n — 2) =n(3n — 1)/2

Demuestre: a) a" a™ = a™™; b) (@M™ = a™; ¢) (ab)" = a"b"

-1 1 _ 1 _ __1 _ n
Demuestre: 15 + 53 =37 =" = 750D = i1
Demuestre: -ty + mbe = b == oL 1

13T 35=57="""= m-DeiD — L

222 _ n(n+l)
Demuestre: 13 + 35 =57 =" = @i=Dy@a¥D = 220+D)

Demuestre: X" — y™ = (x — y)(x" + X"ty + x4 4y

Demuestre: |P(A)| = 2" donde |A| = n. Aqui P(A) es el conjunto potencia A con n elementos

ALGORITMO DE LA DIVISION

11.79

11.80

11.81

11.82
11.83

Para cada par de enteros a y b, encuentre enteros qy rtalesquea=bq+ry0<r < |b|:
a) a=608yb=-17, b)a=-278yb=12; c)a=-417y b= -8.
Demuestre cada una de las siguientes proposiciones:

a) Cualquier entero a es de la forma 5k, 5k + 1, 5k + 2, 5k + 3, 0 5k + 4.
b)  Uno de cinco enteros consecutivos es un multiplo de 5.

Demuestre cada una de las siguientes proposiciones:

a) El producto de tres enteros consecutivos cualesquiera es divisible entre 6.
b) El producto de cuatro enteros consecutivos cualesquiera es divisible entre 24.

Demuestre que cada uno de los niimeros siguientes no es racional: a) v/3; b) /2.

Demuestre que ,/p no es racional, donde p es cualquier nimero primo.
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DIVISIBILIDAD, MAXIMOS COMUNES DIVISORES, PRIMOS

11.84 Encuentre todos los divisores posibles de: a) 24; b) 19 683 = 3°%; ¢) 432 = 2* . 35,

11.85 Escriba todos los nimeros primos entre 100 y 150.

11.86 Exprese lo siguiente como un producto de nimeros primos: a) 2 940; b) 1 485; c) 8 712; d) 319 410.

11.87 Para cada par de enteros a y b, encuentre d = mcd(a, b) y encuentre my n tales que d = ma + nb:
a)a=2356,b=48; b)a=1287,b=165 c)a=2310,b=168; d)a=195 b=968;
e)a=249,b=37.

11.88 Encuentre: @) mem(5, 7); b) mem(3, 33); ¢) mem(12, 28).

11.89 Supongaa =5880yb = 8 316. a) Exprese ay b como un producto de primos. b) Encuentre mcd(a, b) y mcm(a, b).
c) Compruebe que mcd(a, b) = |ab|/mcd(a, b).

11.90 Demuestre: a) Si alb, entonces i) a] — b, ii) —alb, iii) —a| — b; b) Si ac|bc, entonces bc.

11.91 Demuestre: a) Si n > 1 es compuesto, entonces n tiene un divisor positivo d tal que d < 4/n. b) Si n > 1 no es divisible
entre un primo p < /n, entonces n es primo.

11.92 Demuestre: a) Si am + bn = 1, entonces mcd (a, b) = 1; b) Si a = bq + r, entonces mcd(a, b) = mcd(b, r).

11.93 Demuestre: a) med(a, a + k) divide ak; b) med(a,a+ 2)esigualaloa?2.

11.94 Demuestre: a) Sia > 2y k > 1, entonces a“ — 1 es compuesto. b) Sin > 0y 2" — 1 es primo, entonces n es primo.
11.95 Sea n un entero positivo. Demuestre:

a) 3divide ansiy solosi 3 divide a la suma de los digitos de n.
b) 9divide a nsiy sélosi 9 divide a la suma de los digitos de n.
c) 8divide ansiy sélosi 8 divide al entero formado por los tres Gltimos digitos de n.

11.96 Extienda la definicion de mcd y mem a cualquier conjunto finito de enteros; es decir, para enteros ay, a,, ..., & defina:
a) mcd(ay, ay...,a); b)mcm(ay, a,,..., a).
11.97 Demuestre: si a;|n, ay|n, ..., an, entonces m|n, donde m = mem(ay, ay, ..., &)-

11.98 Demuestre: entre los nimeros primos hay huecos arbitrariamente grandes; es decir, para cualquier entero positivo k, existen
k enteros compuestos (no primos) consecutivos.

CONGRUENCIAS

11.99 (Cuéles de las siguientes proposiciones son verdaderas?
a) 224 =762 (mod 8); b) 582 =263 (mdd 11); c) 156 =369 (mdd 7); d) —238 =483 (mad 13).

11.100 Encuentre el menor entero no negativo que es congruente médulo m = 9 con cada uno de los siguientes nimeros: a) 457;
b) 1 578; ¢) —366; d) —3 288. (El entero debe estar en el conjunto {0, 1, 2,..., 7, 8}.)

11.101 Encuentre el menor entero en valor absoluto que es congruente médulo m = 9 con cada uno de los siguientes nimeros:
a) 511; b) 1 329; c) —625; d) —2 717. (El entero debe estar en el conjunto {—4, —3, -2, —1,0, 1, 2, 3, 4}.)

11.102 Encuentre todos los nimeros entre 1y 100 que son congruentes con 4 modulo m = 11.
11.103 Encuentre todos los nimeros entre —50 y 50 que son congruentes con 12 médulo m = 9.

SISTEMAS DE RESIDUOS, FUNCION FI DE EULER, ¢

11.104 Para cada modulo m, muestre dos sistemas completos de residuos, uno que conste de los menores enteros no negativos y el
otro que conste de los enteros con menores valores absolutos: (a) m = 11; (b) m = 14.

11.105 Escriba un sistema reducido de residuos médulo my encuentre ¢(m), donde @) m = 4; by m = 11;c) m = 14; d) m = 15.
11.106 Escriba un sistema completo de residuos moédulo m = 8 que conste completamente de a) multiplos de 5; b) potencias de 3.
11.107 Demuestre que {12, 22, 3?,..., m?} no es un sistema completo de residuos médulo m param > 2.

11.108. Encuentre: a) ¢ (10); b) ¢ (12); ¢) ¢ (15); d) ¢ (37): ) (5°); ) (24 7°.13°).
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11.109 Encuentre el nimero de enteros positivos menores que 3 200 que son coprimos con 8 000.
11.110 Considere una columna arbitraria en el arreglo S en la figura 11-7, que consiste de los nimeros:
k,a+k 2a+k 3a+k,...,(b—1)a+k

Demuestre que estos b enteros constituyen un sistema de residuos completo médulo b.

ARITMETICA MODULO m, Z,,

11.111 Escriba las tablas de sumay multiplicacion para: a) Z,; b) Zg.

11.112 En Z,,, encuentre: a) —2, —3, —5, -9, —10, —11; b) 2/9,4/9,5/9, 7/9, 8/9.

11.113 En Z,,, encuentre: a) —3, —5, —6, —8, —13, —15, —16; b) 3/8,5/8, 7/8, 13/8, 15/8.
11.114 Encuentre a~ten Z,,donde (a) a=15 m=127;b) a=61, m=124;c)a=12, m = 111.
11.115 Encuentre el producto f(x)g(x) para los siguientes polinomios sobre Z:

f(x) =4 — 2x2 4+ 3x — 1, g(x) = 3x°—x—4
ECUACIONES DE CONGRUENCIA

11.116 Resuelva cada una de las siguientes ecuaciones de congruencia:

a) f(x) =23 —x%+3x+1=0(mdd 5)
b) g(x)=3x*—2x*+5x% +x +2=0(mod 7)
¢) h(x) = 45x* — 37x2 4 26x + 312 =0 (mdd 6)

11.117 Resuelva cada una de las siguientes ecuaciones lineales de congruencia:
a) 7x=3(moéd9); b)4x=6(mdd 14); c)6x=4(mod?9).

11.118 Resuelva cada una de las siguientes ecuaciones lineales de congruencia:
a) 5x=3(mod8); b)6x=9(mdbd 16); c)9Ix=12 (mdd 21).
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11.119 Resuelva cada una de las siguientes ecuaciones lineales de congruencia: a) 37x = 1 (mdéd 249); b) 195x = 23 (mod 968).

11.120 Resuelva cada una de las siguientes ecuaciones lineales de congruencia: a) 132x = 169 (mod 735); b) 48x = 284 (mad

356)

11.121 El aforo de un teatro de marionetas es de s6lo 60 butacas. La admisidn al teatro es de $2.25 por adulto y $1.00 por nifio.
Suponga que de entradas se reunieron $117.25. Encuentre el nimero de adultos y de nifios que asistieron a la funcion.

11.122 Un muchacho vende manzanas a 12 centavos cada una y peras a 7 centavos cada una. Suponga que el muchacho reunié

$3.21. Encuentre el nimero de manzanas y peras que vendio.
11.123 Encuentre la menor solucion posible de cada sistema de ecuaciones de congruencia:

a) x=2(mdd3), x=3(modb5), x=4 (mdd 11)
b) x=3(méd5), x=4(mbéd7), x=6(mod?9)
c) x=5(mod45), x=6(mod49), x=7(mod52)

Respuestas a los problemas suplementarios

1161 a)2 > —6;b) -3 > —5;¢c) =7 < 3;d) -8 < —1; 11.81 a) Uno esdivisible entre 2 y el otro es divisible entre 3.

e)23 <11;f)23> —-9;9) —2> —7;h)4 > -9 b) Uno es divisible entre 4, otro es divisible entre 2 y
1162 a)4,4,10; b)3+10=13,3 —-7=—4; uno es divisible entre 3.

C)4+1=58—-4=4, 11.84 a)1,2,3,4,6,8,12,24;b)3"paran=0a09;c) 2'3°
1163 a)7; b)9; c)6;, d)6;, e)6; f)2. para r=0ad4ys=0a3.
1164 a)4,5,6;b)—-2,-1,0, 1. 11.85 101,103, 107, 109, 113, 127, 131, 137, 139, 149.

1179 a)gq=—15r=13;b)q=—24,r=10.¢) q =53, 11.86 a)2 940 = 22.3.5.7%; b) 1485 = 3%.5.11;
r=71. c) 8 712 = 28.3%.11%; d) 319 410 = 2.3%5.7.13%,
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11.87

11.88
11.89

11.94

11.98

11.99

11.100
11.101
11.102
11.103
11.104

11.105

PROPIEDADES DE LOS ENTEROS

a) d = 4 = 5(356) — 37(48); b) d = 33 = 8(165) —
1(1287); ¢) d = 42 = 14(168) — 1(2310); d)d =1 =
139(195) — 28(968); €) 11(249) — 74(37).

a) 35; b)33; c)84.

a)a=2%3.5.72 b = 22.3%.7.11; b) mcd(a, b) = 2% -3.7,
mem(a, b) = 28 .3% .5.72 .11 = 1, 164, 240.
Sugerencia: a~1 = (a—1)(1 + a + a2 +- - -+ a*—1);
b) Sugerencia: n = ab, entonces 2"* = (23)° — 1.
K+ +2, K+ +3, k+D)!+4,..., k+ 1!+
(k + 1) son divisibles entre 2, 3, 4,..., k 4+ 1, respecti-
vamente.

a) Falsa; b) verdadera;
a)7; b)3; ¢)3; d)6.
a)—2; b)-3; c¢)—4; d)1.

4,15, 26, 37, 48, 59, 70, 81, 92.

—42, —33, —24, —15, —6, 3,12, 21, 30, 39, 48.

a) {0, 1,..., 10}y {-5,-4,..., 4, 5).
b){0,1,...,13}y {-6,-5,...,-1,0,1,...,6, 7}.

a) {1, 3} b) {1, 2,..., 10}; ¢) {1, 3, 5, 9, 11,13};
d){1,2, 4,78, 11,13, 14}.

c) falsa; d) falsa.

11.106

11.107
11.108

11.109

11.112
11.113
11.114
11.115
11.116
11.117
11.118
11.119
11.120
11.121
11.122

11.123

a) {5, 10, 15, 20, 25, 30, 35, 40}; (b) {3, 9, 27, 81, 243,
729, 2187, 6 561}.
m—1=-1(mbédm)yasi(m—1)2=1(mod m).

a) 4; b) 4; c) = 8; d) 2(36); e) 4(55);

) (2%)(6-7%)(12-13%).

(8 000) = ¢(2°.5%) = 2%.4.5 = 320. Por tanto s =
4(320) = 1 280.

a) 11,10, 8,4,3,2;b) 6,12, 2,8, 11.
a)14,12,11,9,4,2; b)11,7,3,8,4.

a) 17; b)61; c)a~!no existe.

28 + 22 — x + 4.

a)l, 3,4, b2 -2; ¢0,2,3,-1.

a)3; b)5,12; c)no hay solucion.

a) 7; b) no hay solucién; c) 6, 13, 20.

a) 175; b) 293.

a) no hay solucion;
49 adultos, 7 nifios.
25 manzanas, 3 peras; 18 manzanas, 15 peras; 11 man-
zanas, 27 peras; 0 4 manzanas, 39 peras.

a) 158; b) 1(123); c) 31 415.

b) 43, 132, 221, 310.
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Lenguajes,
automatas,

, gramaticas
CAPIiTULO

12.1 INTRODUCCION

En este capitulo se estudian tres temas que tienen una estrecha relacidn entre si: lenguajes, autbmatas y gramaticas. En
los lenguajes que se usan aqui se utilizan las letras a, b, ... para codificar los datos, a diferencia de los digitos 0 y 1 que
se usan en otros textos.

12.2 ALFABETO, PALABRAS, SEMIGRUPO LIBRE

Considere un conjunto A de simbolos no vacio, en el que una palabra o cadena w sobre el conjunto A es una secuencia
finita de sus elementos. Por ejemplo, suponga A = {a, b, c}. Entonces las siguientes secuencias son palabras sobre A:

u=ababb y wv=acchaaa

Cuando se analizan palabras sobre A, a menudo A se denomina alfabeto y sus elementos, letras. También se abrevia la
notacion y se escribe a por aa, a° por aaa, etc.; de modo que la secuencia anterior de palabras queda como u = abab?
y v = ac’ha’.

La secuencia vacia de letras, que se denota con A (letra griega lambda) o con € (letra griega épsilon) o 1, también
se considera una palabra sobre A, que se denomina palabra vacia. El conjunto de todas las palabras sobre A se denota
por A* (que se lee: “A estrella”).

La longitud de una palabra u, que se escribe |u| o I(u), es el nmero de elementos en su secuencia de letras. Para
las palabras anteriores u 'y v, se tiene I(u) = 5y I(v) = 7. También, I(A) = 0, donde X es la palabra vacia.

Observacion: A menos que se establezca otra cosa, el alfabeto A es finito, los simbolos u, v, w se reservan para pala-
bras sobre Ay los elementos de A provienen de las letras a, b, c.

Concatenacion

Considere dos palabras u y v sobre el alfabeto A. La concatenacion de u y v, que se escribe uv, es la palabra que se
obtiene al escribir las letras de u seguidas de las letras de v. Por ejemplo, para las palabras anteriores u 'y v, se tiene

uv = ababbacchaaa = abab? ac? ba®

Asi como ocurre con las letras, para cualquier palabra u se define u?> = uu, u®> = uuu, y, en general, u"™* = uu".

303
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Resulta evidente que para palabras arbitrarias u, v, w, las palabras (uv)w y u(vw) son idénticas, ya que consta sélo
de las letras u, v y w escritas una después de la otra. También, al adjuntar la palabra vacia antes o después de una
palabra u no se modifica la palabra u. Es decir:

Teorema 12.1: La operacion concatenacion para palabras sobre un alfabeto A es asociativa. La palabra vacia A es
un elemento identidad para la operacién.

(En términos generales, la operacién no es conmutativa; por ejemplo, uv # vu para las palabras anteriores uy v.)

Subpalabras, segmentos iniciales

Considere cualquier palabra u = a;a,... a, sobre un alfabeto A. Cualquier secuencia w = a; @, ... & Se denomina
subpalabra de u. En particular, la subpalabra w = a;a,. .. a, que empieza con la primera letra de u, se denomina seg-
mento inicial de u. En otras palabras, w es una subpalabra de u si u = v;wv, y w es un segmento inicial de u
si u = wv. Observe que ambas A y u son subpalabras de uv puesto que u = Au.

Considere la palabra u = abca. Las subpalabras y los segmentos iniciales de u son los siguientes:

1) Subpalabras: A, a, b, c, ab, bc, ca, abc, bca, abca =u
2) Segmentos iniciales: A, a, ab, abc, abca = u

Observe que la subpalabra w = a aparece en dos sitios en u. La palabra ac no es una subpalabra de u, aun cuando todas
sus letras pertenecen a u.

Semigrupo libre, monoide libre

Sea F el conjunto de todas las palabras no vacias de un alfabeto A con la operacién de concatenacién. Como ya se
observd, la operacion es asociativa. Por tanto, F es un semigrupo; se denomina semigrupo libre sobre A, o0 semigrupo
libre generado por A. Resulta facil demostrar que F satisface las leyes de cancelacion por la izquierda y por la derecha.
Sin embargo, F no es conmutativa cuando A tiene mas de un elemento. Cuando se desea especificar el conjunto A, para
el semigrupo libre sobre A se escribe F,.

Ahora, sea M = A* el conjunto de todas las palabras de A incluso la palabra vacia A. Puesto que A es un elemento
identidad para la operacion de concatenacién, M es un monoide, denominado monoide libre sobre A.

12.3 LENGUAJES

Un lenguaje L sobre un alfabeto A es una coleccidn de palabras sobre A. Recuerde que A* denota el conjunto de todas
las palabras sobre A. Asi, un lenguaje L es simplemente un subconjunto de A*.

EJEMPLO 12.1 Sea A = {a, b}. Algunos lenguajes sobre A son los siguientes.

a) le{a' ab, abz,...} C) L3={ambm | ms 0}
b)L,={a"™"| m>0,n>0} d)L,=b"ab"|m>0,n> 0}

La descripcion verbal de estos lenguajes es:

a) L, consta de todas las palabras que empiezan con una a seguida de cero o mas b.
b) L, consta de todas las palabras que empiezan con una o mas a seguidas de una 0 mas b.
) Ljconsta de todas las palabras que empiezan con una 0 més a seguidas por el mismo nimero de b.

d) L, consta de todas las palabras que tienen exactamente una a.
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Operaciones sobre los lenguajes
Suponga que L y M son lenguajes sobre un alfabeto A. Entonces la “concatenacion” de L y M, que se denota por LM,
es el lenguaje definido como sigue:

LM={uv|uelL veV}

Es decir, LM denota el conjunto de todas las palabras que provienen de la concatenacién de una palabra de L con una
de M. Por ejemplo, suponga que

L, ={a b?, L,={a%ab,b%, L;={(a?a*a’..}
Entonces:
L,L, = {a% ab? b%, b*}, LiL, = (a’, a’b, ab®, b%a?, bZab, b%}
LL,=(a%a%a, ..., b%? b%a® %, .. )
Resulta evidente que la concatenacion de lenguajes es asociativa, ya que la concatenacion de palabras es asociativa.
Las potencias de un lenguaje L se definen como sigue:
L=}, L'=L, L2=LL, L™!=L"L para m>1

La operacion unaria L* (que se lee “L estrella”) de un lenguaje L, que se denomina cerradura de Kleene de L porque
Kleene demostro el teorema 12.2, que se define como la union infinita;

o0
L*:LOULIULZU-n:ULk
k=0

La definicién de L* coincide con la notacidon A*, que consta de todas las palabras sobre A. Algunos textos definen L™
como la unién de LY, L2, ... es decir, L* es lo mismo que L*, aunque sin la palabra vacia A.

12.4 EXPRESIONES REGULARES, LENGUAJES REGULARES

Sea A un alfabeto (no vacio). En esta seccion se definen una expresion regular r sobre A y un lenguaje L(r) sobre A en
asociacion con la expresion regular r. La expresion r y su lenguaje correspondiente L(r) se definen inductivamente
como sigue.

Definicion 12.1: Cada una de las siguientes expresiones es regular sobre un alfabeto A.

1) Elsimbolo “A” (palabra vacia) y el par “()” (expresion vacia) son expresiones regulares.
2) Cada letra a en A es una expresion regular.

3) Siresuna expresion regular, entonces (r*) es una expresion regular.

4) Sir,yr,son expresiones regulares, entonces (r; V r,) s una expresion regular.

5) Sir; yr,son expresiones regulares, entonces (r;r,) s una expresion regular.

Todas las expresiones regulares se forman de esta manera.
Observe que una expresion regular r es un tipo especial de palabra (cadena) que usa las letras de A y los cinco
simbolos:

() = Vv &
Se recalca que ningun otro simbolo se usa para las expresiones regulares.
Definicion 12.2: El lenguaje L(r) sobre A que define una expresion regular r sobre A es:
1) L(A) = {*#} y L(()) = &, el conjunto vacio.
2) L(a) = {a}. donde a es una letraen A.
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3) L(r*) = (L(r))* (la cerradura de Kleene de L(r)).

4) L(ry v ry) = L(ry) U L(ry) (la union de los lenguajes).

5) L(ryr,) = L(r;)L(r,) (la concatenacion de los lenguajes).

Observacion: Cuando es posible, en las expresiones regulares se omiten los paréntesis. Puesto que la concatenacion
de lenguajes y la union de lenguajes son asociativas, es posible omitir muchos de los paréntesis. También, al adoptar

la convencién de que “*” tiene precedencia sobre la concatenacién y ésta a su vez tiene precedencia sobre “v,” es
posible omitir otros paréntesis.

Definicién 12.3: Sea L un lenguaje sobre A. Entonces L se denomina lenguaje regular sobre A si existe una expresion
regular r sobre A tal que L = L(r).

EJEMPLO 12.2 Sea A = {a, b}. Cada una de las siguientes es una expresion r y su lenguaje correspondiente es L(r):
a) Sear = a*. Entonces L(r) consta de todas las potencias de a incluso la palabra vacia .

b) Sear = aa*. Entonces L(r) consta de todas las potencias positivas de a excepto la palabra vacia A.

c) Sear=a Vv b*. Entonces L(r) consta de a o de cualquier palabra en b; es decir, L(r) = {a, A, b, b%,--}.

d) Sear = (a Vv b)*. Observe que L(a v b) = {a} U {b} = A; por tanto, L(r) = A*, todas las palabras sobre A.

e) Sear = (a Vv b)*bb. Entonces L(r) consta de la concatenacion de cualquier palabra en A con bb; es decir, todas las palabras que
terminan en b2,

f) Sear =a A b". L(r) no existe puesto que r no es una expresion regular. (En este caso A no es uno de los simbolos que se usan
para expresiones regulares.)

EJEMPLO 12.3 Considere los siguientes lenguajes sobre A = {a, b}.
a)L,={@™m"|m>0,n>0}; b)L,={bMab” |m=>0,n>0}; c)Ly;={a"™"|m=>0}.
Encontrar una expresion regular r sobre A = {a, b} tal que L; = L(r) parai =1, 2, 3.

a) L, consta de aquellas palabras que empiezan con una 0 mas a seguidas por una 0 mas b. Por tanto, r = aa*bb*. Observe que r
no es Unica; por ejemplo, r = a*abb™* es otra solucion.

b) L, consta de todas las palabras que empiezan con una 0 mas b seguidas por una sola a que luego es seguida por una o mas b; es
decir, todas las palabras que contienen exactamente una a que no es la primera o la Gltima letra. Por tanto, r = bb*abb* es una
solucion.

c) Ljconsta de todas las palabras que empiezan con una 0 mas a seguidas por el mismo ndmero de b. No existe ninguna expresion

regular r tal que Ly = L(r); es decir, L; no es un lenguaje regular. La demostracion de este hecho se proporciona en el ejemplo
12.8.

125 AUTOMATAS DE ESTADO FINITO

Un autémata de estado finito ( finite state automaton, FSA) o, simplemente, un autémata M, consta de cinco partes:

1) Un conjunto finito (alfabeto) A de datos de entrada.

2) Un conjunto finito S de estados (internos).
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3) Un subconjunto Y de S (que se denominan estados de aceptacion o estados “si™).
4) Un estado inicial sy en S.

5) Una funcion F de estado siguiente de S x Aen S.

Un autémata M asi se denota por M = (A, S, Y, s, F) cuando se quieren indicar sus cinco partes.

En algunos textos la funcion de estado siguiente se define F : S x A — S en (5) por medio de una coleccién de
funciones f, : S — S, una para cada a € A. Al hacer F(s, a) = f,(s) se demuestra que ambas definiciones son equiva-
lentes.

EJEMPLO 12.4 A continuacion se define un autémata M con dos simbolos de entrada y tres estados:

1) A= {a, b}, simbolos de entrada.
2) S ={sy Sy, Sy}, estados internos.
3) Y ={sy, Sy}, estados “si”.

4) sy, estado inicial.

5) La funcion de estado siguiente F : S x A — S que se define explicitamente en la figura 12-1a) o en la tabla de la figura 12-1b).

F (59, a) =50, F(sy,a)=5¢, F (55, a)=35,
F (s, b)=s), F(s1,b) =55, F(s9,0) =35,

a) b)

Figura 12-1

Diagrama de estado de un automata M

A un autémata M se le define por su diagrama de estado D = D(M), en lugar de enumerar sus cinco partes. El diagra-
ma de estado D = D(M) es una gréfica dirigida etiquetada como sigue.

1) Los vértices de D(M) son los estados en Sy un estado de aceptacion se denota por medio de un circulo doble.

2) Hay una flecha (arista dirigida) en D(M) del estado s; al estado s, identificada por una entrada a si F(s;, @) = s 0,
en forma equivalente, si f,(s;) = s

3) El estado inicial s, se indica por medio de una flecha especial que termina en s, pero que, en cambio, no tiene
veértice inicial.

Para cada vértice s; y cada letra a en el alfabeto A, hay una flecha identificada por a que sale de s;; por tanto, el
grado de salida de cada vértice es igual al nimero de elementos en A. Por conveniencia en la notacion, una sola flecha
identifica todas las entradas que ocasionan el mismo cambio de estado, en lugar de tener una flecha para cada una de
tales entradas.

El diagrama de estado D = D(M) del automata M en el ejemplo 12.4 se muestra en la figura 12-2. Observe que
tanto a como b identifican la flecha que va de s, a s, puesto que F(s,, a) =S, ¥ F(S,, b) = s,; también que el grado de
salida de cada vértice es 2, el nimero de elementos en A.
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a
b

F——=0——C

Figura 12-2

Y

El autébmata M determina el lenguaje L(M)

Cada autémata M con alfabeto de entrada A define un lenguaje sobre A, que se denota con L(M), como sigue.
Sea w = a;a, - &, una palabra sobre A. Entonces, w determina la siguiente ruta en la gréafica del diagrama de
estado D(M), donde s es el estado inicial y F(s;_;, a; ) = s; parai > 1:

P = (So» @3, S1, @, S, " Anyy Sp)

Se dice que M reconoce la palabra w si el estado final s, es un estado de aceptacion en Y. El lenguaje L(M) de M
es la coleccion de todas las palabras de A que M acepta.

EJEMPLO 12.5 Determine si el automata M en la figura 12-2 acepta o no las palabras:
w, = ababba; w,=baab; w;= A lapalabra vacia.

Para obtener los siguientes caminos respectivos se usan la figura 12-2 y las palabras w, y w,:

a b a b b a P, — b a a b
Pl:SO—)S0—>S1—)SO—)S1—)S2—)S2 Yy 2 =808 > Sg—> Sy 5

El estado final en P, es s,, que no esta en Y; por tanto, w, no es aceptada por M. Por otra parte, el estado final en P, es s;, que esta
en Y; por tanto, w, es aceptada por M. El estado final determinado por wy es el estado inicial sy, puesto que w; = A es la palabra
vacia. Asi, wy es aceptada por M puesto que s, € Y.

EJEMPLO 12.6 El lenguaje L(M) del autémata M se describe en la figura 12-2.
L(M) consta de todas las palabras w sobre A que no tienen dos b consecutivas. Esto se debe a los hechos siguientes:

1) Elestado s, se introduce si y solo si hay dos b consecutivas.
2) Nunca es posible dejar s,.
3) Elestado s, es el tnico estado de rechazo (no aceptacion).

La relacién fundamental entre los lenguajes regulares y los autématas aparece en el siguiente teorema (cuya demostracién rebasa
el alcance de este texto).

Teorema 12.2 (de Kleene): Un lenguaje L sobre un alfabeto A es regular si y s6lo si existe un autémata de estado
finito M tal que L = L(M).

La operacion estrella L* sobre un lenguaje L a veces se denomina cerradura de Kleene de L, ya que Kleene fue el
primero en demostrar el resultado fundamental anterior.

EJEMPLO 12.7 Sea A = {a, b}. Construya un autdmata M que acepte precisamente las palabras de A que terminan en dos b.
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a)

Figura 12-3

Puesto que b? es aceptada, pero no 4 o b, se requieren tres estados: s,, el estado inicial, y s, y s, con una flecha identificada por
b que va de syas; y unade s, as,. Ademas s, tiene un estado de aceptacion, pero s, no, tampoco s;. Asi se obtiene la gréfica en la
figura 12-3a). Por otra parte, si hay una a, entonces es recomendable retroceder a s, y si se esta en s, y hay una b, entonces es
recomendable permanecer en s,. Estas condiciones adicionales proporcionan el autémata requerido M, que se muestra en la figura
12-3b).

Lema de bombeo
Sea M un automata sobre A con k estados. Suponga que w = a;a,- - - a, €s una palabra sobre A aceptada por M y supon-
ga que lw| = n > k, el nlmero de estados. Sea

P = (S Sys---» Sp)

la secuencia correspondiente de los estados que determina la palabra w. Puesto que n > k, deben ser iguales dos de los
estados en P, por ejemplo, s; = s;donde i < j . Sean x, y, z las subpalabras en que se dividi6 w:

X=8 &, Y=2aj1° §

jp 2= 8y

Como se muestra en la figura 12-4, xy termina en s; = s;; por tanto, xy™ también termina en s;. Asi, para cualquier
m, w,, = Xy"z termina en s, que es un estado de aceptacion.

Figura 12-4

El analisis anterior demuestra el siguiente resultado importante.

Teorema 12.3 (lema de bombeo): Suponga que M es un autdmata M sobre A tal que:
i) M tiene k estados. ii) M acepta una palabra w de A donde |w| > k. Entonces
w = xyz, donde, para cualquier m positivo, m, w,, = xy™z lo acepta M.

El siguiente ejemplo constituye una aplicacion del lema de bombeo.

EJEMPLO 12.8 Demuestre que el lenguaje L = {a™b™ | m es positivo} no es regular.

Se supone que L es regular. Entonces, por el teorema 12.2, existe un autémata de estado finito M que acepta a L. Se supone que
M tiene k estados. Sea w = a*b*. Entonces |w| > k. Por el lema de bombeo (teorema 12.3), w = xyz, donde y no es vacia y w, = Xy*z
también es aceptada por M. Si y consta sélo de a 0 s6lo de b, entonces w? no tiene el mismo niimero de a que de b. Si y consta tanto
de a como de b, entonces w, tendré a después de las b. En cualquier caso, w, no pertenece a L, lo que es una contradiccion. Por
tanto, L no es regular.
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12.6 GRAMATICAS

En la figura 12-5 se muestra la construccidn gramatical de una oracion especifica. Observe que hay:

1) varias variables; por ejemplo (oracién), (frase nominal),...;
2) varias palabras terminales; por ejemplo, “EI”, “muchacho”, ...;
3) una variable inicial (oracién);
4) varias sustituciones o producciones; por ejemplo,
(oracion) { frase nominal) (verbo frase)

—
( frase objetual) —  (articulo) (sustantivo)
(sustantivo) —  (manzana)

La oracidn final s6lo contiene terminales, aunque aparecen tanto variables como terminales en su construccion por las
producciones. La descripcion intuitiva se proporciona a fin de motivar la siguiente definicién de una gramética y el
lenguaje que genera.

(oracién)

/\

(frase nominal) (verbo frase)
(articulo) (frase nominal) (verbo) (frase objetual)
(adjetivo) (sustantivo) (articulo) (sustantivo)
El pequefio muchacho comié una manzana.
Figura 12-5

Definicion 12.4: Una gramatica de estructura de frases o, simplemente, una gramética G, consta de cuatro partes:

1) Un conjunto finito (vocabulario) V.

2) Un subconjunto T de V cuyos elementos se denominan terminales; los elementos de N = V\T se denominan no
terminales o variables.

3) Un simbolo no terminal S se denomina simbolo inicial.

4) Un conjunto finito P de producciones. (Una produccion es un par ordenado («, ), que suele escribirse « — S,
donde o y B son palabras en V, y la produccion debe contener por lo menos una « no terminal en su miembro
izquierdo.)

Una gramatica G asi se denota por G = G(V, T, S, P) cuando se quieren indicar sus cuatro partes.

La siguiente notacién, a menos que se establezca o implique otra cosa, se usa para las gramaticas en este texto. Los
terminales se indican con mindsculas cursivas a, b, ¢, - - -, y los no terminales se indican con mayusculas cursivas A, B,
C,--+, con S como simbolo inicial. También, las letras griegas «, 8, -, denotan palabras en V; es decir, palabras en
terminales y no terminales. Ademas, se escribe

oa— (B, B, B) enlugarde o — By, a— B, a— By

Observacion: A menudo una gramética G se define al proporcionar sélo sus producciones, se supone que S es el
simbolo inicial y que los terminales y no terminales de G son sélo los que aparecen en las producciones.
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EJEMPLO 12.9 A continuacion se define una gramatica G con S como simbolo inicial:
1 2 3 4 5
V ={A,B,S,a,b}, T=1{a,b}, P={S>AB,A> Aa, B> Bb, A=a, B—>b)}

Las producciones pueden abreviarse como sigue: S — AB, A — (Aa, a), B — (Bb, b).

Lenguaje L(G) de una gramatica G
Suponga que w y w’ son palabras sobre el conjunto vocabulario V de una gramética G. Se escribe
w=uw

si w' puede obtenerse a partir de w mediante el uso de una de las producciones; es decir, si existen palabras u y v tales
que w = Uav 'y w’ = uBv y hay una produccién o — B. Ademas, se escribe

w==w 0 w=aw
si w’ puede obtenerse a partir de w con un nimero finito de producciones.

Ahora, sea G una gramética con conjunto terminal T. El lenguaje de G, denotado por L(G), consta de todas las
palabras en T que pueden obtenerse a partir del simbolo inicial S mediante el proceso anterior; es decir,

LB ={weT*|S=>= w}
EJEMPLO 12.10 Considere la gramatica G en el ejemplo 12.9. Observe que w = a’h* puede obtenerse a partir del simbolo
inicial S como sigue:
S = AB = AaB = aaB = aaBb = aaBbb = aaBbbb => aabbbb = a’v*

Aqui se han usado las producciones 1, 2, 4, 3, 3, 3, 5, respectivamente. Por tanto, es posible escribir S == a%b*. Entonces,
w = a’h* pertenece a L(G). En términos mas generales, la secuencia de producciones:

1, 2 (r veces), 4, 3 (s veces), 5

produce la palabra w = a"ab®h, donde r y s son enteros no negativos. Por otra parte, ninguna secuencia de producciones puede
producir una a después de una b. En consecuencia,

L(G) = {a™" | my n son enteros positivos}

Es decir, el lenguaje L(G) de la gramética G consta de todas las palabras que empiezan con una o mas letras a seguidas por una o
mas b.

EJEMPLO 12.11 Encuentre el lenguaje L(G) sobre {a, b, c} generado por la gramética G:

S—aSh, aS— Aa, Aab—c
Primero es necesario aplicar la primera produccién una o mas veces para obtener la palabra w = a"Sh", donde n > 0. Para eliminar
S es necesario aplicar la segunda produccién para obtener la palabra w’ = a™Aabb™, donde m = n -1 > 0. Ahora s6lo hay que
aplicar la tercera produccién para obtener finalmente la palabra w’ = a™ch™, donde m > 0. En consecuencia,

L(G) = {a"ch™ | m es no negativo}

Es decir, L(G) consta de todas las palabras con el mismo ndmero no negativo de letras a y b separadas por a c.
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Tipos de graméaticas

Las gramaticas se clasifican segun los tipos de produccion que se les permiten. La siguiente clasificacion de gramaticas
se debe a Noam Chomsky.
Una gramatica tipo 0 no tiene restricciones en sus producciones. Los tipos 1, 2 y 3 se definen como sigue:

1) Una gramética G es de tipo 1 si cualquier produccion es de la forma « — g, donde |a| < |B], 0 de la forma
o — A

2) Una gramética G es de tipo 2 si cualquier produccion es de la forma A — g, donde el miembro izquierdo A es un
no terminal.

3) Una gramatica G es de tipo 3 si cualquier produccion es de la forma A — a 0 A — aB; es decir, donde el miembro
izquierdo A es un no terminal simple y el miembro derecho es un terminal simple o un terminal seguido por un no
terminal, o de la forma S — A.

Observe que las gramaticas constituyen una jerarquia; es decir, toda gramatica tipo 3 es una gramatica tipo 2, toda
gramatica tipo 2 es una gramatica tipo 1 y toda gramatica tipo 1 es una gramatica tipo 0.

Las gramaticas también se clasifican en términos de sensibles al contexto, libres del contexto y regulares como
sigue.
a) Una gramatica es sensible al contexto si las producciones son de la forma

oA’ — afd

La expresion “sensible al contexto” proviene del hecho de que es posible sustituir la variable A por 8 en una pala-

bra sélo cuando A esta entre o y o',
b) Una gramatica es libre del contexto si las producciones son de la forma

A— B

La expresion “libre del contexto” proviene del hecho de que ahora es posible sustituir la variable A por 8 sin tomar

en cuenta donde aparece A.
¢) Una gramatica es regular si las producciones son de la forma

A—a A—aB, S— A

Observe que una gramatica libre del contexto es lo mismo que una gramatica tipo 2, y que una gramatica regular es lo
mismo que una gramatica tipo 3.
A continuacion se presenta una relacién fundamental entre gramaticas regulares y autématas finitos.

Teorema 12.4: Una gramatica tipo 3 (regular) puede generar un lenguaje L si y sélo si existe un autémata finito M
que aceptaalL.

Por tanto, un lenguaje L es regular ssi L = L(r), donde r es una expresion regular ssi L = L(M), donde M es un
autémata finito ssi L = L(G), donde G es una gramatica regular. (Recuerde que “ssi” es una abreviatura de si y solo
si).

EJEMPLO 12.12 Considere el lenguaje L = {a"b" | n > 0}.
a) Encuentre una gramatica G libre del contexto que genere a L.
Resulta evidente que la gramatica G con las siguientes producciones genera a L:
S—ab, S— aSh
Observe que G es libre del contexto.
b) Encuentre una gramatica G regular que genere a L.

Por el ejemplo 12.8, L no es un lenguaje regular. Por tanto, L no puede ser generado por una gramatica regular.
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Arboles de derivacion de gramaticas libres del contexto

Considere una gramatica G libre del contexto (tipo 2). Cualquier derivacion de una palabra w en L(G) puede represen-
tarse graficamente por medio de un arbol T con raiz ordenado, denominado arbol de derivacion o arbol de analisis
sintactico. A continuacion se ilustra un arbol de derivacion de estas caracteristicas.

Sea G una gramaética libre del contexto con las siguientes producciones:

S—aAB A—Bba, B—bB, B—c
La palabra w = achabc puede derivarse a partir de S como sigue:
S = aAB = a(Bba)B = achaB = acha(bB) = acbabc

El arbol de derivacion T de la palabra w puede dibujarse como se indica en la figura 12-6. Se empieza con S como la
raiz y luego se agregan ramas al arbol segun la produccion utilizada en la derivacion de w. Asi se obtiene el arbol T
completo que se muestra en la figura 12-6e). La secuencia de hojas de izquierda a derecha en T es la palabra derivada
w. También, cualquier no hoja en T es una variable; por ejemplo, A, y los sucesores inmediatos (hijos) de A forman una
palabra « donde A — « es la produccion de G usada en la derivacion de w.

/l\ /l\ /l\
/l\ /|\

a) S — aAB b) A — Bba c)B—c

S
a/l\B /AI\B
B/!)\a b/ \B /l! B
| J !
d)B — bB e)B—>c

Figura 12-6

Forma de Backus-Naur
Hay otra notacion, que se denomina forma de Backus-Naur, que algunas veces se usa para describir las producciones
de una gramatica libre del contexto (tipo 2). Especificamente:

i) “:="seusaen lugar de “—
ii) Cualquier no terminal se escribe entre corchetes ( ).

iii) Todas las producciones con el mismo miembro izquierdo no terminal se combinan en una proposicién con todos
los miembros derechos enumerados a la derecha de :: = separados por barras verticales.

Por ejemplo, las producciones A — aB, A — b, A — BC se combinan en una declaracion:
(A) m=a(B) [b] (B) (C)
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Maquinas y gramaticas

El teorema 12.4 establece que los lenguajes regulares corresponden a los automatas de estado finito (FSA). También
hay méaquinas, mas poderosas que tales automatas, que corresponden a las otras gramaticas.

a) Autdématas con pila: Un autémata con pila P es semejante a un autémata de estado finito, excepto que P tiene una
pila auxiliar que proporciona una cantidad ilimitada de memoria para P. Un autémata con pila P reconoce un len-
guaje L si y s6lo si L es libre del contexto.

b) Autédmatas delimitados linealmente: Un automata B delimitado linealmente es mas poderoso que un autémata
con pila. Un autémata B asi usa una cinta que esta limitada linealmente por la longitud de la palabra de entrada w.
Un autémata B delimitado linealmente reconoce un lenguaje L si y s6lo si L es sensible al contexto.

¢) Maquina de Turing: Una maquina M de Turing, denominada asi en honor del matemaético britanico Alan Turing,
usa una cinta infinita; es capaz de reconocer cualquier lenguaje L que pueda ser generado por cualquier gramatica
G con estructura de frase. De hecho, una maquina M de Turing es una de varias formas equivalentes de definir la
idea de funcion “calculable”.

El andlisis de los autématas con pila y los autématas delimitados linealmente rebasa este texto. La maquina M de
Turing se analizara en el capitulo 13.

PROBLEMAS RESUELTOS

PALABRAS

12.1

12.2

12.3

12.4

12.5

Considere las palabras u = a’ba®h? y v = bab?. Encuentre: a) uv; |uv|; b) vy, |vul; ¢) v? [V

Se escriben las letras de la primera palabra seguidas de las letras de la segunda palabra y, luego, se cuenta el nimero de
letras en la palabra resultante.

a) uv = (a’ha’v?)(bab?) = a’ba’v®ab?; |uv| = 12
b) wu = (bab?)(a%ha’h?) = bab®a?ba’v?; |vu| = 12
c) v? = vv = (bab?)(bab?) = bab%ab?; |v?| =8

Suponga u = a%b y v = b%ab. Encuentre a) uvu; b) Au, UA, UAv.

a) Se escriben las letras en u, luego en v y finalmente en u para obtener uvu = a’h*abab.
b) Puesto que A es la palabra vacia, Au = ul = u = a’by uiv = uv = a’b*ab.

Sea w = abcd. a) Encuentre todas las subpalabras de w. b) ¢Cuales de ellas son segmentos iniciales?

a) Lassubpalabrasson i, a, b, ¢, d, ab, bc, cd, abc, bcd, w = abed. (Se recalca que v = acd no es una subpalabra de w,
aunque todas sus letras pertenecen a w.)

b) Los segmentos iniciales son 1, a, ab, abc, w = abcd.

Para palabras u y v arbitrarias, demuestre que: a) |uv| = |u| + |v|; b) [uv] = |vul.

a) Suponga |u] = ry |v| = s. Entonces uv consta de las r letras de u seguidas por las s letras de v; asi [uv| =r + s =
ul + [v].
b) Al usar a) se obtiene [uv| = [u] + |v] = |v] + |u] = |vu].

Escribir la diferencia entre el semigrupo libre sobre un alfabeto A y el monoide libre sobre A.

El semigrupo libre sobre un A es el conjunto de todas las palabras en A bajo la operacion de concatenacion; no incluye la
palabra vacia A. Por otra parte, el monoide libre sobre A incluye la palabra vacia .
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LENGUAJES

12.6

12.7

12.8

12.9

12.10

Sea A = {a, b}. Describa verbalmente los siguientes lenguajes sobre A (que son subconjuntos de A*):
a)L, = {(ab)™ |m>0}; b) L, = {a'ba’ba' | r, s, t > 0}; c) Ly = {a’b™a® |m > 0}.
a) L, constade las palabras w = ababab - - - ab, es decir, que empiezan con a, alternan con b y terminan con b.

b) L, consta de todas las palabras que contienen exactamente dos b.
c) Lgconsta de todas las palabras que empiezan con a® y terminan con a® con una o mas b entre ellas.

Sean K = {a, ab, @’} y L = {b?, aba} lenguajes sobre A = {a, b}. Encuentre a) KL; b) LL.

a) Las palabras en K se concatenan con las palabras en L para obtener KL = {ab?, a’ba, ab®, ababa, ab?, aba}.
b) Las palabras en L se concatenan con las palabras en L para obtener LL = {b* b%aba, abab?, abaZba}.

Considere el lenguaje L = {ab, c} sobre A = {a, b, ¢}. Encuentre: a) L% b) L% ¢c) L2

a) L%={a}, por definicion
b) Se forman todas las secuencias de tres palabras de L para obtener:

L® = {ababab, ababc, abcab, abc?, cabab, cabc, c?ab, ¢}

c) La potencia negativa de un lenguaje no esta definida.

Sea A = {a, b, c}. Encuentre L*, donde a) L = {b?}; b) L = {a, b}; ¢) L = {a, b, ¢%}.

a) L*consta de todas las palabras b", donde n es par (incluso la palabra vacia 1).
b) L* consta de palabrasconay b.

c) L*consta de todas las palabras de A con la propiedad de que la longitud de cada palabra maxima compuesta comple-
tamente de c es divisible entre 3.

Considere un alfabeto numerable A = {a,, a,,...}. Sea L, el lenguaje sobre A que consta de las palabras w tales
que la suma de los subindices de las letras en w es igual a k. (Por ejemplo, w = a,a;a;a5a, pertenece a Lg.)
a) Encuentre L,. b) Demuestre que L, es finito. c¢) Demuestre que A* es numerable. d) Demuestre que
cualquier lenguaje sobre A es numerable.

a) Ninguna palabra en L, puede tener mas de cuatro letras y no puede usarse ninguna letra a, con n > 4.
Por tanto, se obtiene la siguiente lista:

812,8;, 3,8y, 8,8,8;, 3,843;, a8, 838y, 33y 8

b) En L, s6lo es posible usar un nimero finito de las a; es decir, a;, a,,..., 8 Yy ninguna palabra en L, puede tener mas
de k letras. Por tanto, L, es finito.

c) A*eslaunion numerable de los conjuntos finitos L,; por tanto, A* es numerable.

d) L esunsubconjunto del conjunto numerable A*; por tanto, L también es numerable.

EXPRESIONES REGULARES, LENGUAJES REGULARES

12.11

Sea A = {a, b}. Describa el lenguaje L(r) donde:

a) r = abb*a; b)r=Db*ab*ab*; c)r=a*vb* d)r=ab*Aa*

a) L(r) consta de todas las palabras que empiezan y terminan en a y contienen una o mas b.
b) L(r) consta de todas las palabras que contienen exactamente dos a.

c) L(r) consta de todas las palabras que s6lo contienen a o b; es decir, L(r) = {, a, a%,---, b, b%,---}.

d) Aqui r no es una expresion regular puesto que A no es uno de los simbolos usados para formar expresiones regu-
lares.
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12.12

12.13

Sea A = {a, b, ¢} y sea w = abc. Establezca si w pertenece o no a L(r), donde:
ar=a*v(bvce*; b)yr=a*(bvc)*

a) No. Aqui L(r) consta de palabras con a o palabras con by c.
b) Si, puestoquea e L(a)*y bc € (b v c)*.

Sea A = {a, b}. Encuentre una expresién regular r tal que L(r) conste de todas las palabras w donde:
a) w empiece con a? y termine con b?; b) w contenga un nimero par de a.

a) Sear=a’(aV b)*h? (Observe que (a v b)* consta de todas las palabras sobre A.)

b) Observe que s = b*ab*ab* consta de todas las palabras que contienen exactamente dos letras a. Entonces sea
r =s* = (b*ab*ab*)*.

AUTOMATAS FINITOS

12.14

12.15

12.16

Sea M un autémata con el siguiente conjunto de entrada A, conjunto de estados S con estado inicial s, y con-
junto de estados de aceptacion (“si”) Y:

A ={a, b}, S= {Sp, S1, So} Y ={sy}

Suponga que la funcion de estado siguiente F de M esta dada por la tabla de la figura 12-7a).

a) Dibuje el diagrama de estado D = D(M) de M.
b) Describa el lenguaje L = L(M) aceptado por M.

a) El diagrama de estado D aparece en la figura 12-7b). Los vértices de D son los estados y un circulo doble indica un
estado de aceptacion. Si F(s;, X) = sy, entonces hay una arista dirigida de s; a s, identificada por el simbolo de entrada
x. También hay una flecha especial que termina en el estado inicial s,.

b) L(M) consta de todas las palabras w que contienen exactamente una b. En especifico, si una palabra de entrada w no
contiene b, entonces termina en s, y si w contiene una 0 mas b, entonces termina en s,. En caso contrario, w termina
en s;, que es el Unico estado de aceptacion.

a) b)

Figura 12-7

Sea A = {a, b}. Construya un autdbmata M que acepte precisamente las palabras de A que contienen un nimero
par de a. Por ejemplo, aababbab, aa, bbb, ababaa seran aceptadas por M, pero ababa, aaa, bbabb seran recha-
zadas por M.

Sélo se requieren dos estados, s, y s;. Se supone que M esta en el estado s; 0 s; seglin sea el caso si el nimero de a hasta el
paso dado es par o impar. (Por tanto, s, es un estado de aceptacion, pero s; es un estado de rechazo.) Entonces, sélo a
modifica el estado. Asimismo, s, es el estado inicial. El diagrama de estado se muestra en la figura 12-8a).

Sea A = {a, b}. Construya un autémata M que acepte precisamente aquellas palabras de A que empiecen con
una a seguida por (cero o0 mas) b.

El autdmata se muestra en la figura 12-8b).
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12.18

12.19

12.20

PRoOBLEMAS RESUELTOS 317

a) b)

Figura 12-8

Describa las palabras w en el lenguaje L aceptadas por el autémata en la figura 12-9a).

El sistema puede alcanzar el estado de aceptacion s, sdlo cuando existe una a en w que sigue a una b.

Figura 12-9

Describa las palabras w en el lenguaje L aceptadas por el autémata en la figura 12-9b).

Ninguna a en w cambia el estado del sistema, mientras que cada b en w cambia el estado de R; a s, ; (modulo 4). Asi, w es
aceptada por M si el namero n de b en w es congruente con 3 médulo 4; es decir, donden =3, 7, 11,---.

Suponga que L es un lenguaje sobre A que es aceptado por el automata M = (A, S, Y, sy, F). Encuentre un
autémata N que acepte LC; es decir, aquellas palabras de A que no pertenecen a L.

Simplemente se intercambian los estados de aceptacidn y rechazo en M para obtener N. Luego, w seréa aceptada en la nueva
maquina N si y s6lo si w es rechazada en M, es decir, si y s6lo si w pertenece a LS. Formalmente, N = (A, S, S\Y, s,, F).

SeanM = (A, S,Y,s,, F)yM’ = (A, S,Y', Sy, F') autématas sobre el mismo alfabeto A que acepta, respecti-
vamente, los lenguajes L(M) y L(M’) sobre A. Construya un autémata N sobre A que acepte precisamente
L(M) N L(M").

Sea S x S’ el conjunto de estados de N. Sea (s, s') un estado de aceptacion de N si tanto s como s’ son estados de aceptacion
en My M’, respectivamente. Sea (S,, Sy) el estado inicial de N. Sea la funcion de estado siguiente de N, G : (S x §) x
A — (S x S) que se define por:

G((s,s"),a) = (F (s, a), F' (s, a)

Entonces N aceptara precisamente las palabras en L(M) N L(M").
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12.21

Repita el problema 12.20, excepto que ahora se deja que N acepte precisamente L(M) U L(M").

De nuevo, sea S x S’ el conjunto de estados de N'y sea (S, Sp) €l estado inicial de N. Luego, sean (S x Y') U (Y x S’) los
estados de aceptacion en N. La funcion de estado siguiente G vuelve a definirse por

G((s,s’),a) = (F (s, a), F' (s, a))

Entonces N aceptara precisamente las palabras en L(M) U L(M").

GRAMATICAS

12.22

12.23

12.24

12.25

12.26

Defina: a) gramatica libre del contexto; b) gramatica regular.

a) Una gramatica libre del contexto es lo mismo que una gramatica tipo 2; es decir, toda produccion es de la forma
A — B, es decir, el miembro izquierdo es una variable simple y el miembro derecho, una palabra con uno o mas sim-
bolos.

b) Una gramatica regular es lo mismo que una gramatica tipo 3; es decir, toda produccién es de la forma A — a, o de la
forma A — aB, es decir, el miembro izquierdo es una variable simple y el miembro derecho es un terminal simple o
un terminal seguido por una variable.

Encuentre el lenguaje L(G) generado por la gramatica G con variables S, A, B, terminales a, b y producciones
S— aB,B — b, B— bA, A — aB.

Observe que la primera produccion sélo puede usarse una vez, puesto que el simbolo inicial S no aparece en ninguna otra
parte. Asimismo, s6lo puede obtenerse una palabra terminal al finalmente utilizar la segunda produccién. En caso contrario,
en forma alterna se agregan a y b usando la tercera y cuarta producciones. En consecuencia,

L(G) = {(ab)" = ababab---ab|ne N}
Sea L el lenguaje sobre A = {a, b} que consta de todas las palabras w que contienen exactamente una b; es
decir,

L={b,a"b, ba’ aba*|r>0,s> 0}

a) Encuentre una expresion regular r tal que L = L(r).
b) Encuentre una gramatica regular G que genere el lenguaje L.

a) Sear = a*ba*. Entonces L(r) = L.
b) Lagramatica regular G con las siguientes producciones genera L:

S— (b,aA), A— (b,aA bB), B— (a, aB)
Es decir, la letra b s6lo puede aparecer una vez en cualquier palabra derivada a partir de S. G es regular puesto que
tiene la forma requerida.
Sea G la gramatica regular con producciones S — aA, A — aB, B — bB, B — A.

a) Encuentre el arbol de derivacion de la palabra w = aaba.
b) Describa todas las palabras w en el lenguaje L generadas por G.

a) Primero observe que w puede derivarse a partir de S como sigue:
S = aA = a(aB) = aa(bB) = aaba

En la figura 12.10a) se muestra el arbol de derivacion correspondiente.

b) Al usar la produccion 1, luego 2, luego 3, r veces, y al final 4, se deriva la palabra w = aab", donde r > 0. A partir de
S no es posible derivar ninguna otra palabra.

La figura 12.10b) es el arbol de derivacion de una palabra w en el lenguaje L de una gramatica G libre del
contexto. a) Encuentre w. b) ¢Cudles terminales, variables y producciones deben estar en G?

a) La secuencia de hojas de izquierda a derecha produce la palabra w = ababbbba.
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12.27

12.28

12.29
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a/ >A\ A/I\s
TN TN <IN
’ | b/ \a li b/ \a

a) b)

Figura 12-10

b) Las hojas muestran que a 'y b deben ser terminales, y los vértices internos muestran que Sy A deben ser variables con
S como la variable inicial. Los hijos de cada variable muestran que S — AbS, A — aS, S — bay A — b deben ser
producciones.

¢Existe un arbol de derivacion para cualquier palabra w derivada a partir del simbolo inicial S en una gramati-
caG?

No. Los éarboles de derivacion s6lo existen para las gramaticas tipos 2 y 3; es decir, para gramaticas libres del contexto y
gramaticas regulares.

Determine el tipo de gramatica G que consiste de las siguientes producciones:

a) S—>aA A—aAB,B—>DbA—a

b) S— aAB,AB — bB,B — b,A — aB

c) S— aAB,AB—a,A— b, B— AB

d) S—»aB,B—-bAB—>bB—aA—>aBA—a

a) Cada produccion es de la forma A — «; por tanto, G es una gramética libre del contexto o una gramatica tipo 2.

b) La longitud del miembro izquierdo de cada produccion no excede la longitud del miembro derecho; por tanto, G es
una gramatica tipo 1.

c) Laproduccion AB — a significa que G es una gramatica tipo 0.
d) G esunagramatica regular o tipo 3 puesto que cada produccion es de la forma A — ao A — aB.

Reescriba cada gramatica del problema 12.28 en forma de Backus-Naur.

La forma de Backus-Naur solo es valida para gramaticas libres del contexto (que incluyen a las gramaticas regulares). Por
tanto, s6lo a) y d) pueden escribirse en forma de Backus-Naur. La forma se obtiene como sigue:

i) — se sustituye por :: =.
ii) Las no terminales se escriben entre corchetes ( ).

iii) Todas las producciones con el mismo miembro izquierdo se combinan en una declaracidn con todos los miembros
derechos enumerados a la derecha de :: = separados por barras verticales.

En consecuencia:
a)(S)=a(A), (A):=a(A) (B)a, (B):=Db
b) (S)::=a(B), (B):=b(A)|bla, (A):=a(B)a

PROBLEMAS SUPLEMENTARIOS

PALABRAS

12.30
12.31
12.32
12.33

Considere las palabras u = ab%a® y v = aba?b?. Encuentre a) uv; b) vu; c) u; d) Au; €) viv.
Para las palabras u = ab%a® y v = aba®b?, encuentre |u], |v], [uv|, [vou] y [v?].

Sea w = abcde. a) Encuentre todas las subpalabras de w. b) ¢Cudales son segmentos iniciales?
Suponga u = a;a," - a,, donde las a, son distintas. Encuentre el nimero n de subpalabras de u.
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LENGUAJES

12.34 Seal = {a? ab} y K = {a, ab, b%}. Encuentre: a) LK; b)KL; c)LvK; d)KAL.

12.35 Sea L = {a? ab}. Encuentre: (a) L (b) L% (c) LS.

12.36  Sea A = {a, b, c}. Describa L*: a) L = {a’}; b)L ={a, b?}; c)L={a, b? c%}.

12.37 ¢Es cierto que (L?)* = (L*)?? De no ser cierto, ,cOmo estan relacionados?

12.38 Considere un alfabeto numerable A = {a;, a,, - - - }. Sea L el lenguaje sobre A que consta de las palabras w tales que la suma

de los subindices de las letras en w es igual a k. (\Vea el problema 12.10.) Encuentre: a) Lj; b) Ls.

EXPRESIONES REGULARES, LENGUAJES REGULARES

12.39

12.40

12.41

12.42

Sea A = {a, b, ¢}. Describa el lenguaje L(r) para cada una de las siguientes expresiones regulares:
a)r=ab*c; b)r=(abvc)*; c)r=abvc*
Sea A = {a, b}. Encuentre una expresion regular r tal que L(r) conste de todas las palabras w donde:

a) w contiene exactamente tres a.
b) El nimero de letras a es divisible entre 3.

Sea A ={a, b, ¢} y sea w = ac. Decida si w pertenece o no a L(r), donde:
a)r=a*bc*; b)r=a*b*c; c)r=(abvc)*
Sea A ={a, b, ¢} y sea w = abc. Decida si w pertenece o no a L(r), donde:

a) r =ab*(bc)*; b)r=a*v (bvc)*; c)r=a*b(bcvcd*

AUTOMATAS FINITOS

12.43

12.44

12.45

12.46

Sea A = {a, b}. Construya un autémata M tal que L(M) consta de las palabras w donde:
a) El nimero de b es divisible entre 3. b) w empieza en a'y termina en b.

Sea A = {a, b}. Construya un autdmata M que acepte el lenguaje:

a)L(M) = {bab’|r>0,s>0}; b)L(M)={ab®|r>0,s> 0}.

Sea A = {a, b}. Construya un autémata M tal que L(M) consta de las palabras donde el nimero de a es divisible entre 2 y
el nimero de b es divisible entre 3.

(Sugerencia: use los problemas 12.15, 12.43a) y 12.20.)

Encuentre el lenguaje L(M) aceptado por el automata M en la figura 12.11.

Figura 12-11
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GRAMATICAS

12.47

12.48

12.49

12.50

12.51
12.52
12.53
12.54
12.55
12.56

12.57

Determine el tipo de gramatica G que consta de las producciones:

a) S—aAB; S—AB; A—a B—b
b) S—aB; B—>AB; aA—b; A—>a, B—b
c) S—aB; B—>bB; B—>bA; A—a B—b

Encuentre una gramatica regular G que genere el lenguaje L que consta de todas las palabras con ay b tales que no hay dos
a consecutivas.

Encuentre una gramatica G libre del contexto que genere el lenguaje L que consta de todas las palabras con a 'y b tales que
el nimero de a es dos veces el nimero de b.

Encuentre una gramatica G que genere el lenguaje L que consta de todas las palabras con a y b tales que el nimero de a es
par.

Encuentre una gramatica G que genere el lenguaje L que consta de todas las palabras de la forma a"ba" con n > 0.
Demuestre que el lenguaje L en el problema 12.51 no es regular. (Sugerencia: use el lema de bombeo.)

Describa el lenguaje L = L(G) donde G tiene las producciones S — aA, A — bbA, A — c.

Describa el lenguaje L = L(G) donde G tiene las producciones S — aSh, Sh — bA, abA — c.

Escriba cada gramatica G en el problema 12.47 en forma Backus-Naur.

Sea G la gramética libre del contexto con producciones S — (a, aAS) y A — bS.

a) Escriba G en forma Backus-Naur. b) Encuentre el arbol de derivacion de la palabra w = abaa.

La figura 12-12 es el arbol de derivacion de una palabra w en un lenguaje L de una gramatica G libre del contexto.
a) Encuentre w. b) ¢ Qué terminales, variables y producciones deben pertenecer a G?

a/s‘\

A B
a/ \B b/ \a

b N
a
Figura 12-12
Respuestas a los problemas suplementarios
12.30 a) uv = ab%a*ba’b?; b) vu = aba’h?ab’a’; ¢) Todas las palabras con a, b, ¢ donde cada potencia de
c) u> = ab%a*h?a®; d) au = u; b es par y cada potencia de ¢ es un maltiplo de 3.
e) viv = v* = aba’b%aba’b?. 12.37  No. (L%)* c (L*)%
1231 6,6,12, 12, 12. 12.38  a) a;aya, a8y, 8,83 b) a;8,8,8,8,, a;8,3,ay,
12.32 a)a, a, b, c, d, e, ab, bc, cd, de, abc, bed, cde, abcd, ;8,858 8,8,8,8,, 8y8,8,8,, 8;3,83, 81838y,
bcde, w = abcde. 3818, 8,83, 838y, 843y, 3,48y, As.
b) A, a, ab, abc, abcd, w = abcde. 12.39 a) L(r) = {ab"c | n = 0}. b) Todas las palabras con xy ¢
12.33 Siu = X entonces n = 1; en caso contrario, n = 1 + donde x = ab. c) L(r) =ab U {c" | n>0}.
[r+r-D)+ +2+1]=1+r(r+1)/2 12.40 a)r = b*ab*ab*ab*; b) r = (b*ab*ab*ab*)*.
12.34 a) LK = {a’ a’h, a’h?, aba, abab, ab®}; 12.41  a) No; b) si; ¢) no.
b) KL = {a®, a’b, aba?, abab, b%a?, b?ab}; 12.42 a) Si; b) no; ) no.
¢) LvK = {a? ab, a, b%}; d) KAL no esta definido. 12.43 Vea la: a) Fig. 12-13a); b) Fig. 12-13b).
12.35 a) L% = {1}; (b) L? = {a* a’h, aba?, abab}; 12.44 \Veala: a) Fig. 12-14; b) Fig. 12-15a).
c) L® = {a’, a®h, a®ba?, ahab, aba*, aba’h, ababa?, 12.45 \Vea la: Fig. 12-15b).
ababab} 12.46 L(M) consta de todas las palabras w que contienen a
12.36  a) L* = {a" | nes par}. b) Todas las palabras w con a'y aabb como subpalabra.
b que s6lo tienen potencias pares de b. 12.47 a) Tipo 2; b) Tipo 0O; c) Tipo 3.
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(+)
L \
o) () ;

Figura 12-14
@3\“
b a
a
/Q |
N > O)
a) b)
Figura 12-15

12.48 S — (a, b, aB, bA), A — (bA, ab, a, b), B — (b, bA). 1256 (S) m:=ala (A)(S), (A) ::=Db(S); b) Vea la figura 12-16.
12.49 S — (AAB, ABA, BAA), A — (a, BAAA, ABAA, AABA,

AAAB), N
B — ()b, BBAA, BABA, aBAAB, ABAB, AABB). - | \S
1250 S — (aA, bB), A— (aB, bA, a), B — (bB, aA, b) P |
1251 S — (aSa, b). b | “
1253 L = {ab?%c|n > 0) ¥
1254 L ={a"b"|n> 0} Jl
1255 @) (S) i=a (A)(B)I(A)(B), (A) i=a, (B) =D Figura 12-16
b) No esté definido para un lenguaje tipo 0.
c) (S) :=a(B), (B) ::=hb(B)| b (A), (A) :=a]|b 12.57 a) w = aababa; b) S— aAB,A — aB, B — ba.
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Maquinas
de estados finitos

, maquinas de Turin
capituo Y Mad 9

13.1 INTRODUCCION

En este capitulo se estudian dos tipos de “maquinas”. La primera es una maquina de estados finitos (FSM, finite state
machine), que es semejante a un autémata de estados finitos (FSA, finite state automaton) excepto que la primera al
“imprimir” una salida usa un alfabeto de salida que puede ser distinto al alfabeto de entrada. La segunda es la célebre
maquina de Turing, que puede usarse para definir funciones computables.

13.2 MAQUINAS DE ESTADOS FINITOS

Una méquina de estados finitos (0 méaquina secuencial completa) M consta de seis partes:

1) Un conjunto finito A de simbolos de entrada.

2) Un conjunto finito S de estados “internos”.

3) Un conjunto finito Z de simbolos de salida.

4) Un estado inicial sy en S.

5) Una funcion f de estado siguiente de S x Aen S.
6) Una funcion g de salidade S x Aen Z.

Cuando se indican las seis partes de una maquina M se denota por M = M(A, S, Z, s, f, 9).

EJEMPLO 13.1 A continuacion se define una maquina de estados finitos M con dos simbolos de entrada, tres estados internos
y tres simbolos de salida:

1) A={a b}, 2)S={sy s S} 3)Z={xy,z}, 4)Estado inicials,,
5) Funcion de estado siguiente f: S x A — S que se define con:

f(sp @) =51, flsp,a)=s, f(s;8) =5
f(Sp 0) =55 f(sp.b)=s;, f(spb)=5;

323

www.FreelLibros.me



324 CapituLo 13 MAQUINAS DE ESTADOS FINITOS Y MAQUINAS DE TURING

6) Funcion de salidag:S x A — S que se define con:

g(Gpa)=X% 0(s,a)=x% 0(sa)=z
g(Sob)=y, g(s,b) =2z g(s,b)=y

Tabla de estado y diagrama de estado de una maquina de estados finitos

Hay dos formas de representar una maquina de estados finitos M en forma breve. Una es mediante la tabla de estado
de la maquina M, y la otra es por medio de una grafica dirigida etiquetada que se denomina diagrama de estado de la
maquina M.

La tabla de estado combina la funcién f de estado siguiente y la funcion g de salida en una sola tabla que represen-
talafuncion F: S x A — S x Z, la que se define:

F(sia)) =[f(si, ), 9(si, &)l

Por ejemplo, la tabla de estado de la maquina M del ejemplo 13.1 se muestra en la figura 13-1a). Los estados se enu-
meraron a la izquierda de la tabla con el estado inicial primero y los simbolos de salida se muestran en la parte superior
de la tabla. Una entrada en la tabla es un par (s, z,) donde s, = f (s;, &) es el siguiente estado y z, = g(s;, ) es el sim-
bolo de salida. Se supone que no hay simbolos de salida distintos a los que aparecen en la tabla.

a)

Figura 13-1

El diagrama de estado D = D(M) de una méaquina de estados finitos M = M(A, S, Z, s,, f, g) es una gréfica dirigida
etiquetada. Los vértices de D son los estados de M. Ademas, si
F(si,a) = (s, ), 0, enformaequivalente, f(s;,a)=scy 9(s;,a) =2

entonces hay un arco (flecha) de s; a s, que se identifica por el par a;, z,. Suele acostumbrarse escribir el simbolo
de entrada a; cerca de la base de la flecha (cerca de s;) y el simbolo de salida z,, cerca del centro de la flecha. El estado
inicial s, también se identifica al trazar una flecha adicional hacia s,. Por ejemplo, el diagrama de estado de la maqui-
na M en el ejemplo 13.1 se muestra en la figura 13-1b).

Cintas de entrada y de salida

El analisis anterior de una maquina de estados finitos M no muestra la calidad dinamica de M. Suponga que M es una
cadena (palabra) de simbolos de entrada; por ejemplo,

Uzalaz...am

Estos simbolos se visualizan como una “cinta de entrada”. La maquina M “lee” estos simbolos de entrada uno por uno
y, en forma simultanea, cambia a través de una secuencia de estados

V= 805152.. . Sm
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donde s, es el estado inicial, mientras imprime una cadena (palabra) de simbolos de salida

en una “cinta de salida”. En términos formales, el estado inicial s, y la cadena de entrada u determinan las cadenas v
y W como sigue, dondei=1, 2,..., m:

si=f(ipa) Yy zi=9i1, &)

EJEMPLO 13.2 Considere la maquina M en la figura 13-1; es decir, el ejemplo 13.1. Suponga que la entrada es la palabra
u = abaab

La secuencia v de estados y la palabra w de salida se calculan a partir del diagrama de estado: se empieza en el estado inicial s, y
se siguen las flechas que estan identificadas por los simbolos de entrada como sigue:

a,x b,z a,x a,z b,y
So—)Sl—)Xl—)Sz—)SO—>S2

Asi se obtienen la siguiente secuencia v de estados y la palabra w de salida:

V=505515,505, Y W = XzXzy

Adicién binaria

En esta subseccion se describe una maquina de estados finitos M capaz de efectuar una suma binaria. Al agregar ceros
(0) al inicio de los nimeros, puede suponerse que éstos tienen la misma cantidad de digitos. Si a la maquina se intro-
duce la entrada

1101011
+0111011

entonces se desea que la salida sea la suma binaria 10100110. En este caso, la entrada es la cadena de pares de digitos
a sumar:

11, 11, 00, 11, 01, 11, 10, b
donde b denota espacios en blanco y la salida debe ser la cadena:
0! 11 11 01 oy l, 0, 1

También se desea introducir a la méaquina un estado denominado “alto” (stop) cuando la méaquina termine la adicion.
Los simbolos de entrada y salida son, respectivamente:

A={00,01,10,11,b} y Z={0,1,b}
La maquina M que se “construye” tiene tres estados:
S = {llevar (c), no llevar (n), alto (s)}

Aqui el estado inicial es n. La maquina se observa en la figura 13-2.
A fin de mostrar las limitaciones de estas maquinas se plantea el siguiente teorema.

Teorema 13.1: No hay maquina de estados finitos M capaz de efectuar una multiplicacion binaria.

Si se limita el tamafio de los nimeros que se multiplican, entonces estas maquinas existen. Las computadoras
constituyen ejemplos importantes de maquinas de estados finitos que multiplican nimeros, aunque éstos estén limita-
dos en cuanto a su tamafio.

www.FreelLibros.me



326 CarituLo 13 MAQUINAS DE ESTADOS FINITOS Y MAQUINAS DE TURING

Figura 13-2

13.3 NUMEROS DE GODEL

Recuerde (seccion 11.5) que un entero positivo p > 1 se denomina ndmero primo si sus Unicos divisores positivos son
1y p. Se hace que py, p,, Ps, ... denote los ndmeros primos consecutivos. Asi,

Pp=2, P,=3, P3=5 Pps=7, ps=11,...

(Por el teorema 11.12, existe una infinidad de ndmeros primos.) El teorema fundamental de la aritmética (teorema
11.20) establece que cualquier entero positivo n > 1 puede escribirse en forma Unica (salvo por el orden) como un
producto de nimeros primos. Kurt Gédel, alemén especialista en l6gica, uso este resultado para codificar secuencias
finitas de nimeros y también para codificar palabras sobre un alfabeto finito o numerable. A cada secuencia o palabra
se le asigna un entero positivo, nimero de Gédel, como sigue.

El nimero de Godel de la secuencia s = (ny, n,, ..., n,) de enteros no negativos es el entero positivo c(s), donde n,
es el exponente de p; en la descomposicion en primos de c(s); es decir,

ny ng

cs) = pi'py ..y
Por ejemplo,
s=(3,1,2,0,2) secodificacomo c(s)=2%-3.5%.7°.112=72600

El nimero de Godel de una palabra w sobre un alfabeto {a,, a;, a,, as,...} es el entero positivo c(w) donde el
subindice de la i-ésima letra de w es el exponente de p; en la descomposicion en primos de c(w). Por ejemplo,

w = a,a,a;3,a, se codificacomo c(w)=2*-3.5%.72.112

(Observe que ambos cédigos son esencialmente lo mismo, puesto que una palabra w se considera como la secuencia
de los subindices de sus letras.)
La codificacion anterior constituye la demostracién del resultado mas importante de esta seccion.

Teorema 13.2: Suponga que un alfabeto A es numerable. Entonces cualquier lenguaje L sobre A también es numera-
ble.

Demostracion: El codigo de Godel es una transformacion uno a uno c: L — N. Por tanto, L es numerable.

134 MAQUINAS DE TURING

Hay varias formas equivalentes de definir formalmente una funcion “computable”. Esto se hace mediante una maqui-
na de Turing M. En esta seccidn se define con formalidad una maquina de Turing M, y en la siguiente se define lo que
es una funcién computable.

En la definicion de méaquina de Turing en este texto se usan una cinta infinita de dos posiciones, quintuplas y tres
estados de detencion, interrupcidn o alto. En otras definiciones se usan una cinta infinita de una posicidn y/o cuadruplas
y un estado de detencidn, interrupcion o alto. Sin embargo, todas las definiciones son equivalentes.
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Definiciones basicas

Una méaquina de Turing M implica tres conjuntos no vacios ajenos:

1) Un conjunto finito de cinta donde B = a, es el simbolo en “blanco™:

A={a;,a,...,a,} U{B}
2) Un conjunto finito de estados donde a, es el estado inicial:

S = {51,520+, S} U5} U s Sy, 5y

Aqui s, (HALT) es el estado de detencidn, interrupcion o alto, sy (YES) es el estado de aceptaciony Sy (NO) es el
estado de no aceptacion o rechazo.

3) Una conjunto de direcciones, donde L denota “izquierda” y R denota “derecha”.
d={L, R}
Definicién 13.1: Una expresién es una secuencia finita (tal vez vacia) de elementos de AU S U d.
En otras palabras, una expresion es una palabra cuyas letras (simbolos) provienen de los conjuntos A, Sy d.
Definicién 13.2: Una expresién en una cinta es en la que s6lo se usan elementos del conjunto A en la cinta.

La maquina de Turing M puede considerarse como una cabeza de lectura/escritura en una cinta, que se mueve de
un lado a otro a lo largo de una cinta infinita. La cinta tiene divisiones a lo largo en cuadrados (celdas) y cada cuadra-
do puede estar en blanco o contener un simbolo de la cinta. En cada paso temporal, la méaquina de Turing M se encuen-
tra en alguin estado interno s;, en el que escanea (examina) uno de los simbolos a; de la cinta. Se supone que en la cinta
solo aparece un namero finito de simbolos que no estan en blanco.

La figura 13-3a) es una ilustracion de una maquina de Turing M en el estado s,, que escanea el segundo simbolo
donde a;a;Ba,a; esta impreso en la cinta. (Observe de nuevo que B es el simbolo en blanco.) Esta ilustracion se repre-
senta mediante la expresion o = a;5,a;Ba;a,, donde el estado s, de M se escribe antes del simbolo a5 en la cinta que
escanea M. Observe que « es una expresion que solo usa el alfabeto A en la cinta, excepto por el simbolo del estado s,
que no esta al final de la expresion, puesto que aparece antes del simbolo a; en la cinta que M escanea. En la figura
13-3 aparecen otras dos ilustraciones informales y sus expresiones correspondientes.

| | [a]a] [afa] | | | [e]e]a] | [ | [afa]a] | |
a=a,s,a;Ba a, B=s,Ba,a,a, y=a,a,a 5,8
a) b) )
Figura 13-2

A continuacion se proporcionan definiciones formales.
Definicion 13.3: Unailustracion « es una expresion como la siguiente, donde P y Q son expresiones en la cinta (quiza
vacias):
o = PSiakQ

Definicion 13.4: Sea « = Ps;a,Q una ilustracion. Se dice que la méaquina de Turing M se encuentra en el estado s;
escaneando la letra a, y que la expresion en la cinta es la expresion Pa,Q; es decir, sin su simbolo
de estado s;.

Como ya se menciono, en cada paso temporal la maquina de Turing M se encuentra en algin estado s;, y esté esca-
neando un simbolo a, en la cinta. La maquina de Turing M es capaz de realizar en forma simultanea las tres actividades
siguientes:

i) borrar el simbolo escaneado a, y en su lugar escribir un simbolo en la cinta a, (donde se permite a, = a,);
if) cambiar sus estados internos s; a un estado s; (donde se permite s; = s));
iii) moverse un cuadro a la izquierda o un cuadro a la derecha.
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Cada una de las acciones anteriores que realiza M se describe mediante una expresion con cinco letras denominada
quintupla que se define a continuacién.

Definicién 13.5: Una quintupla g es una expresion con cinco letras de la forma:

L
q = Si,ak,al,sj, R

Es decir, la primera letra de g es un simbolo de estado; la segunda, uno de cinta; la tercera, uno de cinta; la tercera,
uno de cinta; la cuarta, uno de estado, y la tltima, uno de direccion, L o R.
A continuacion se proporciona una definicion formal de una maquina de Turing M.

Definicion 13.6: Una maquina de Turing M es un conjunto finito de quintuplas tal que:

i) Ninguna quintupla empieza con las dos mismas letras.
i) Ninguna quintupla empieza con s, Sy O Sy
La condicidn i) en la definicion asegura que la maquina M no puede hacer mas de una cosa en cualquier paso dado,

y la condicion ii) garantiza que M se detiene en el estado s, Sy 0 Sy.
A continuacion se proporciona una definicion equivalente alterna.

Definicion 13.6”: Una maquina de Turing M es una funcién parcial de
S\{S;Syos\} xA en AxSxd

La expresidon funcion parcial simplemente significa que el dominio de M es un subconjunto de S\{sy, Sy 0 S\} x A.
Ahora es posible dar una definicion formal de la accidn de la maquina de Turing recién descrita.

Definicién 13.7: Sean « y B ilustraciones. Lo que se escribe
oa— B

si se cumple una de las siguientes condiciones, donde a, by c son letras en la cintay P y Q son expresiones en la cinta
(posiblemente vacias):

i) a=Ps;acQ, g = Pbs;cQy M contiene la quintupla q = s;abs;R.
i) o =Pcs;aQ, B = Ps;cbQy M contiene la quintupla q = s;abs;L.
iii) « =Ps;a, B =Pbs;By M contiene la quintupla q = s;abs;R.
iv) «=s;aQ, p=s;BbQy M contiene la quintupla g = s;abs; L.
Observe que, en los cuatro casos, M sustituye a a en la cinta por b (donde se permite b = a), y M cambia su estado
de s; as; (donde se permite s; = s;). Ademas:
i) Aqui M se mueve a la derecha.

i) Aqui M se mueve a la izquierda.

iii) Aqui M se mueve a la derecha; no obstante, puesto que M se encuentra escaneando la letra que estd mas a la dere-
cha, debe agregar el simbolo en blanco B a la derecha.

iv) Aqui M se mueve a la izquierda; no obstante, puesto que M se encuentra escaneando la letra que estd mas a la
izquierda, debe agregar el simbolo en blanco B a la izquierda.

Definicion 13.8: Se dice que una ilustracion « es terminal si no hay ninguna ilustracion g tal que @ — 8.

En particular, cualquier ilustracion « en uno de los tres estados de detencion debe ser terminal puesto que ninguna
quintupla empieza con s, Sy O Sy.
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Calculos con una maquina de Turing

Lo que se ha presentado recientemente es una descripcion estatica (de un paso) de una méaquina de Turing M. A con-
tinuacion se analiza su dinamica.

Definicion 13.9: Un célculo o cdmputo de una maquina de Turing M es una secuencia de ilustraciones oy, ay, ..., oy,
tal que o;_; — o, parai=1,2,..., m, y «,es una ilustracion terminal.
En otras palabras, un célculo es una secuencia

Qg — 0 —> Oy —> ... = O

que no puede extenderse porque «,, es terminal. Se deja que term(c) denote la ilustracion final de un computo que
empieza con «. Por tanto, term(c) = o, en el célculo anterior.

Maquinas de Turing con entrada

La siguiente definicion es vélida.

Definicion 13.10: Una entrada para una maquina de Turing M es una expresién W en la cinta. La ilustracion inicial
para una entrada W es «(W), donde (W) = sy(W).

Observe que la ilustracion inicial «(W) de la entrada W se obtiene al colocar el estado inicial s, antes que la expre-
sion W en la cinta. En otras palabras, la maquina de Turing M empieza en su estado inicial s, y escanea la primera letra
de W.

Definicién 13.11: Sea M una maquina de Turing y sea W una entrada. Se dice que M se detiene en W si hay un
cémputo que empieza con la ilustracién inicial a(W).

Es decir, dada una entrada W, es posible formar la ilustracion inicial «(W) = sy(W) y aplicar M para obtener la
secuencia

aW) = o > a, —> ...
Pueden ocurrir dos cosas:

1) M se detiene en W. Es decir, la secuencia termina con alguna ilustracion terminal «,.
2) M no se detiene en W. Es decir, la secuencia no termina nunca.

Gramaticas y maquinas de Turing

Las maquinas de Turing sirven para reconocer lenguajes. En especifico, suponga que M es una maquina de Turing con
conjunto de cinta A. Sea L el conjunto W de palabras en A tal que M se detiene en el estado de aceptacion sy cuando la
entrada es W. Entonces se escribe L = L(M), y se dice que M reconoce el lenguaje L. Por tanto, una entrada W no per-
tenece a L(M) si M no se detiene en W o si M se detiene en W pero no en el estado de aceptacion sy.

El siguiente teorema es el resultado mas importante de esta subseccion; su demostracion rebasa el alcance de este
texto.

Teorema 13.3: Un lenguaje L es reconocible por una maquina de Turing si 'y sélo si L es un lenguaje tipo 0.

Observacion: La razdn por la cual hay tres estados de detencion es que sy y Sy Se usan para reconocer lenguajes,
mientras que sy Se usa para computos que se analizan en la siguiente seccion.

EJEMPLO 13.3 Suponga que una maquina de Turing M con conjunto de cinta A = {a, b, c} contiene las siguientes quintuplas:
0y = SgaasyR, 0, = SghbsyR, g3 =s;BBsyR, 4 = secCsyR

a) Suponga que W = W(a, b, ¢) es una entrada sin ninguna c.
Por las quintuplas g, y g,, M permanece en el estado s, y se mueve a la derecha hasta que encuentra un simbolo B en blan-
co. Luego, M cambia su estado al estado sy de no aceptacion y se detiene.
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b) Suponga que W = W(a, b, c) es una entrada con por lo menos un simbolo c.
Por la quintupla g,, cuando M inicialmente encuentra la primera ¢ en W, cambia al estado s, de aceptacion y se detiene.

Asi, M reconoce el lenguaje L de todas las palabras W en a, b, ¢ que contienen por lo menos una letra c. Es decir, L = L(M).

13.5 FUNCIONES COMPUTABLES

Estas funciones se definen sobre el conjunto de enteros no negativos. En algunos textos este conjunto se denota por N.
Aqui, N se usa para denotar el conjunto de enteros positivos, de modo que se usara la notacion

Ny={0,1,2,3,..}

En toda esta seccion, los términos nimero, entero y entero no negativo son sinénimos. En la seccién precedente se
describio la forma en que una maquina de Turing M trata y reconoce caracteres de datos. Aqui se mostrara la forma en
que M maneja datos numéricos. Primero, no obstante, es necesario poder representar los nimeros mediante el conjun-
to de cinta A. Se escribe 1 para el simbolo de cinta a; y 1" para 111... 1, donde 1 ocurre n veces.

Definicion 13.12: Cada nimero n se representa mediante la expresion de cinta (n) donde (n) = 1", Asi:
(4y=11111=15 (0)=1, (2)=111=15
Definicion 13.13: Sea E una expresion. Entonces [E] denota el nimero de veces que 1 ocurre en E. Entonces
[11Bs,a;111Ba,] =5, [a,8,Ba,] =0, [(n)]=n+ 1.

Definicién 13.14: Una funcion f: Ny — N, es computable si existe una maquina de Turing M tal que, para cualquier
entero n, M se detiene en (n) y

f(n) = [term(a((n))]
Entonces se dice que M calcula a f.

Es decir, dados una funcién f y un entero n, se introduce (n) y se aplica M. Si M siempre se detiene en (n) y el
nimero de unos en la ilustracion final es igual a f(n), entonces f es una funcion computable y se dice que M calcula
af.

EJEMPLO 13.4 La funcion f(n) = n + 3 es computable. La entrada es W = 1"*1. Entonces, s6lo es necesario agregar dos unos
a la entrada. A continuacién se describe una maquina de Turing M que calcula a f:

M = {dy, dp, 43} = {SolseL, SB1syL, s,B1s,L}
Observe que:

1) g; mueve la maquina M a la izquierda.
2) g, escribe 1 en el cuadrado en blanco B y mueve M a la izquierda.
3) g5 escribe 1 en el cuadrado en blanco B y detiene a M.

En consecuencia, para cualquier entero positivo n,
$pl™t — 5,B1™! — 5 B1"? 5, B1M3
Entonces, M calcula a f(n) = n + 3. Resulta evidente que, para cualquier entero positivo k, la funcién f(n) = n + k es compu-
table.
Se aplica el siguiente teorema.

Teorema 13.4: Suponga que f: Ny — Ny y g : Ny — N, son computables. Entonces la composicion de funciones
h = g o fes computable.

Ahora siga la demostracion de este teorema. Suponga que M,y M, son las maquinas de Turing que computan fy
g, respectivamente. Dada la entrada (n), M; se aplica a (n) para finalmente obtener una expresion E con [E] = f(n).
Luego se procede de forma que E = s,1(". A continuacion se agrega 1 a E para obtener E’ = s,11"™ y M, se aplica
a E’. Asi se obtiene E”, donde [E"] = g( f (n)) = (g o f)(n), como se deseaba.
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Funciones de varias variables

En esta subseccion se define una funcién computable f (n;, n,, ..., n) de k variables. Primero es necesario representar
la listam = (ny, n,, ..., ny) en el alfabeto A.

Definicion 13.15: Cada listam = (ny, n,, ..., n) de k enteros esta representada por la expresion de cinta
(m) = (ny)B(ny)B---B(ny)
Por ejemplo, ((2,0, 4)) =111B1B11111 = 1°B1'B15.

Definicion 13.16: Una funcion f(ny, n,, ..., n,) de k variables es computable si existe una maquina de Turing M tal
que, para cualquier lista m = (ny, n,,..., n) M se detiene en (m) y

f(m) = [term(a((m)))]
Entonces se dice que M calculaaf.

La definicién es semejante a la definicién 13.14 para una variable.

EJEMPLO 13.5 La funcién adicion f(m, n) = m + n es computable. La entrada es W = 1™"'B1"*1, Entonces, s6lo es necesario
borrar dos de los unos. A continuacion se muestra una maquina de Turing M que calcula a f:

M = {01, Gz, U3, s} = {So1Bs;R, s;1Bsy R, s,BBs,R, s,1Bs, R}
Observe que:
1) g, borra el primer 1 y mueve a M a la derecha.
2) Sim # 0, entonces g, borra el segundo 1y detiene a M.
3) Sim =0, g; mueve M a la derecha més alla del espacio en blanco B.
4) q,borrael 1y detiene a M.
En consecuencia, si m # 0, se tiene:
spl™1B1MT 5 5 1MB1M s g 11BN
perosim =0y m+ n=n, se tiene
5plB1M — §,B1M! — g 1ML gHAN

Entonces M computa f(m, n) =m + n.

PROBLEMAS RESUELTOS

13.1 Sea M la maquina de estados finitos con la tabla de estado que se muestra en la figura 13-4a).

a) Encuentre el conjunto de entrada A, el conjunto de estados S, el conjunto de salida Z y el estado inicial.

b) Dibuje el diagrama de estado D = D(M) de M.

c) Suponga que w = aababaabbab es una palabra (cadena) de entrada y encuentre la palabra de salida v
correspondiente.

a) Lossimbolos de entrada estan en la parte superior de la tabla, los estados estan enumerados a la izquierda y los sim-
bolos de salida aparecen en la tabla. Asi:

A= {ar b}, S= {SOI Sl’ le 53}1 Z= {Xr y! Z}

El estado s es el estado inicial, puesto que es el primer estado enumerado en la tabla.
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a)

Figura 13-4

b) El diagrama de estado D = D(M) se muestra en la figura 13-4b). Observe que los vértices de D son los estados de M.
Suponga que F(s;, &) = (S, ). (Es decir, f (s;, &) = s,y 9(s;, &) = 2.
Entonces hay una arista dirigida de s; a s, identificado por el par a a z. Suele acostumbrarse colocar el simbolo de
entrada a; cerca de la base de la flecha (proximo a s;) y colocar el signo de salida z, cerca del centro de la flecha.
d) Se empieza en el estado inicial s, y se realiza un desplazamiento de estado a estado mediante las flechas que estan
identificadas, respectivamente, por los simbolos de entrada dados como sigue:
b a

a a b a b a a b b
SO—)SI—)S3—>52—>SI—>SI—)S3—>SO—>S2—>SO—>SI—>SI

Los simbolos de salida sobre las flechas anteriores producen la palabra de salida v = xyxzzyzxxz requerida.

13.2 Sea M la maquina de estados finitos con conjunto de entrada A = {a, b}, conjunto de salida Z = {x, y, z}, y
diagrama de estado D = D(M) que se muestra en la figura 13-5a).

b)

Figura 13-5

a) Construya la tabla de estado de M.
b) Encuentre la palabra v de salida si la entrada es la palabra: i) w = a’babab; ii) w = abab®a?.

a) Latabla de estado se muestra en la figura 13-5b). Puesto que s es el estado inicial, se escribe primero.

También, F(s;, &) = (S, Z,) si hay una arista dirigida de s; a s, identificado por el par a;, z,.

b) El desplazamiento se realiza de estado a estado por las flechas que estan identificadas, respectivamente, por los sim-
bolos de entrada dados a fin de obtener la siguiente salida: i) v = xz2x2y2x; i) v = xy?xzxx%z.

MAQUINAS DE TURING

13.3  Sea M una maquina de Turing. Determine la ilustracion « correspondiente a cada situacion:

a) M seencuentra en el estado s; y escanea a la tercera letra de la expresion de cinta w = aabca.
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b) M se encuentra en el estado s, y escanea a la tercera letra de la expresion de cinta w = abca.
c) Laentrada es la expresion de cinta w = 1*B12.

La ilustracion « se obtiene al colocar el simbolo de estado antes de escanear la letra de cinta. Al inicio M se encuentra en
el estado s, escaneando la primera letra de una entrada. Asi,

a) o = aassbca; b) o =abcs,a; €)@ =5,1111B11.

Suponga que o = aas,bca es una ilustracion. Encuentre g tal que « — B si la maquina de Turing M tiene la
quintupla g donde a) q = s,bas;L; b) q = s,bbs;R; ¢) g = s,bas,R; d) q = s;abs, L.

a) Aqui M borra by escribe a, cambia su estado a s; y se mueve a la izquierda. Asi, 8 = as;aaa.

b)  Aqui M no cambia la letra escaneada b, cambia su estado a s; y se mueve a la derecha. Asi, 8 = aabssa.
c) Aqui M borra by escribe a, mantiene su estado s, y se mueve a la derecha. Asi, 8 = aaas,a.

d) Aqui g no tiene ningun efecto sobre « puesto que g no empieza con s,b.

SeaA={a b}ysealL ={a'b’|r > 0,s > 0}; es decir, L consiste de todas las palabras W que empiezan con
una 0 mas a seguidas por una o mas b. Encuentre una maquina de Turing M que reconozca a L.

La estrategia es que se quiere que M haga lo siguiente: 1) se mueva a la derecha sobre todas las a, 2) se mueva a la derecha
sobre todas las b y 3) se detenga en el estado de aceptacion sy cuando encuentre el simbolo en blanco B. Esto lo realizan
las siguientes quintuplas:

g, = Sgaas,R, 0, =s;aas,R, g3 =s;bbs,R, g, =s,bbs,R, g5 =s,BBsy R.

En especifico, q; y g, hacen 1); g5 y g, hacen 2); y gs hace 3).
Sin embargo, también se quiere que M no acepte una palabra de entrada W que no pertenezca a L. Por tanto, también
se requieren las siguientes quintuplas:

0g = SoBBsyR, 07 =5sybbsyR, qg=s5,BBsyR, @y =s,aasyR.

Aqui gq se usa si la entrada W = 1 = B, es la palabra vacia; g, se usa si la entrada W es una expresion que empieza con b;
Qg Se usa si la entrada W sdlo contiene letras a, y gq Se usa si la entrada W contiene la letra a a continuacion de una letra b.

FUNCIONES COMPUTABLES

13.6

13.7

13.8

Encuentre (m) si:a) m=5;b) m= (4,0, 3); c) m= (3, -2, 5).

Recuerde que (n) = 1"t = 11"y ((ny, ny,... n.)) = (n;)B(n,)B---B(n,). Por tanto,
a) (my=16=111111

b) (m)=1°B1'B1%=11111B1B1111.

c) (m) no esta definido para enteros negativos.

Encuentre [E] para las expresiones:

a) E =al Is,Bb11111; c¢) E = (m)donde m = (4, 1, 2);
b) E = aas;bb; d) E=(m)ydonde m=(ny, n,,...,n,).

Recuerde que [E] cuenta el nimero de unos en E. Asi:

a)[E]=5; b)[E]=0; c)[E]= 10 puesto que E = 1°B1?B15;

d) [E] =n; + ny, 4+ -4 n, + r puesto que el nlmero de nimeros 1 con los que contribuye cada n, a E es n, + 1.
Sea f la funcién f(n) = n -1 cuando n > 0y f(0) = 0. Demuestre que f es computable.

Es necesario encontrar una maquina de Turing M que compute f. En este caso se quiere que M borre dos de los unos en la
entrada (n) cuando n > 0, pero s6lo uno cuando n = 0. Esto se logra con las siguientes quintuplas:

O, = So1BS;R, G, =$,BBS,R, g =s,1Bs,R

Aqui g borra el primer 1y mueve a M a la derecha. Si s6lo hay un 1, entonces M ahora esta escaneando un simbolo en
blanco By g, indica a la computadora que se detenga. En caso contrario, gz borra el segundo 1y detiene a M.
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13.9

Sea f la funcion f(x, y) = y. Demuestre que f es computable.

Es necesario encontrar una maquina de Turing M que calcule a f. En especifico, se quiere que M borre todos los nimeros 1
de (x) y uno de los 1 de (y). Esto se logra con las siguientes quintuplas:

4, = SoI1BS;R, G, =5BBS,;R, g5 =5,1Bs,R

Aqui g, borra todos los 1 en (x) mientras mueve a M a la derecha. Cuando M escanea el espacio en blanco divisorio B, g,
cambia el estado de M de s, a's; y mueve a M a la derecha. Luego g5 borra el primer 1 en (y) y detiene a M.

PROBLEMAS SUPLEMENTARIOS

MAQUINAS DE ESTADOS FINITOS

13.10 Sea M la maquina de estados finitos cuya tabla de estado se muestra en la figura 13-6a).

13.11

13.12

13.13

a) b)

Figura 13-6

a) Encuentre el conjunto de entrada A, el conjunto de estados S, el conjunto de salida Z y el estado inicial de M.
b) Dibuje el diagrama de estado D = D(M) de M.
¢) Encuentre la palabra v de salida si la entrada es la palabra: i) w = ab®a?ba’h; ii) w = ab?ab®a’b.

Sea M la maquina de estados finitos con conjunto de entrada A = {a, b, c}, conjunto de salida Z = {x, y, z} y diagrama de
estado D = D(M) que se muestran en la figura 13-6b).

a) Construya la tabla de estado de M.
b) Encuentre la palabra v de salida si la entrada es la palabra: i) w = a’c?b’cab®; ii) w = ca’b®ac?ab.

Sea M la maquina de estados finitos con conjunto de entrada A = {a, b}, conjunto de salida Z = {x, y, z} y diagrama de
estado D = D(M) que se muestran en la figura 13-7a). Encuentre la palabra v de salida si la entrada es la palabra:

a) w = ab®a’ba’®h; b) w = aba’h?ab%a’ha’.

Repita el problema 13.12 para el diagrama de estado D = D(M) que se muestra en la figura 13-7b).
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Figura 13-7

MAQUINAS DE TURING

13.14

13.15

13.16

13.17

13.18

13.19

13.20

13.21

Sea M una méaquina de Turing. Determine la ilustracién « correspondiente a cada situacion:

a) M seencuentra en el estado s,, escaneando la tercera letra de la expresion de cinta w = abbaa.
b) M se encuentra en el estado s;, escaneando la Ultima letra de la expresion de cinta w = aabb.
c) Laentrada es la palabra W = a®b®.

d) Laentrada es la expresion de cinta W = ((3, 2)).

Suponga que « = abs?aa es una ilustracién. Encuentre 8 tal que « — B si la méaquina de Turing M tiene la quintupla g
donde:

a) q =s,abs;R; b) q=-s,aassL; ) q=s,abs,R;
d) g=s,abssL; e)q=ssabs,R; f)q=s,aas,L.

Repita el problema 13.15 para la ilustracion « = s,aBab.

Encuentre ilustraciones distintas «;, 5, a3, a4 y una maquina de Turing M tales que la siguiente secuencia no termine:
O] —> Oy —> O3 —> Qg —> 0] —> Uy —>

Suponga que @ — B; Y o — B,. ;Debe cumplirse B; — B,?

Suponga que o = «(W) para alguna entrada W, y suponga que « — B — «. (M puede reconocer a W?

Sea A = {a, b}. Encuentre una maquina de Turing M que reconozca el lenguaje L = {ab" | n > 0}; es decir, donde L cons-
ta de todas las palabras W que empiezan con una a y estan seguidas por una o mas b.

Sea A = {a, b}. Encuentre una méaquina de Turing M que reconozca el lenguaje finito L = {a, a®}; es decir, donde L cons-
ta de las dos primeras potencias de a distintas de cero.

FUNCIONES COMPUTABLES

13.22

13.23

Encuentre (m)si;a)m=6; b)m=(5,0,3,1); ¢ym=(0,0,0); d)m=(2,3,-1)

Encuentre [E] para las expresiones: a) E = 111s,aalB111; b) E = allbs,Bb; ¢) E = (m) donde m = (2, 5, 4).
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13.24 Seafla funcién f(n) =n-2cuandon > 1y f(n) =0 cuando n = 0 0 1. Demuestre que f es computable.

13.25 Seaf la funcion f(x, y) = x. Demuestre que f es computable.

Respuestas a los problemas suplementarios

13.10

13.11
13.12
13.13
13.14

13.15

13.16

13.17

13.18
13.19

a)A=(abh),S={sy s, h Z={x,y, 2} ysyesel
estado inicial. b) Vea la figura 13-8a).

¢) v = y2zyzxaxyz.

a) Vea la figura 13-8b) i) v = xyz2x%2x32?,

i) v = xy?xz23xyx.

a) xy*zxyzxz?; b) xyzxy?z>x%z%y>.

a) zyz2xy’xyzy; b) zyxy?zx?zxy?xy.

a) o = abs,baa; b) « = aabs;b; ¢) & = syaaabbb;

d) o =5,1111B111.

a) B = abbsza; b) g = as;baa; c) g = abbs,a;

d) B = as;bba;
e) « no es modificada por g;
f) B = as,baa.

a) B = bs,Bab; b) 8 = s;BaBab; c) g = bs,Bab;

d) B =s;BbBab

e) « no es modificada por g;

f) B = s,BaBab.

oy = Seab, a, = bsb, a3 = s,bb, o, = as;b;

4, = Sgabs;R, g, = s;bbs,L, g5 = s,bassR,

g, = SgbbsgL.

Si.

No, puestoquea - B > a > B> a —> B — - -
no termina nunca.

13.20

13.21

13.22

13.23
13.24

13.25

Figura 13-8

g, = SoBBsyR (NO); g, = sgbbsyR (NO);

03 = Sgaas;R; g, = $;BBsyR (NO); g5 = s,aasyR
(NO); gg = s1bbsyR; g; = s,bbs,R; gg = s,aasyR
(NO); g9 = s5,BBsyR (YES).

g, = SgBBsyR (NO); g, = sgbbsy R (NO);

03 = Sgaas;R; g, = $,BBsyR (YES);

g5 = S;bbsyR (NO); gg = s,aas,R; g; = s,BBsyR
(YES); gg = s,aasyR (NO); gq = s,bbsyR (NO).
a) (6) =17;b) (m) =1°B1B1‘B1%

c) (m) = 1B1B1, d) no esta definido.

a) [E] =7; b) [E] = 2; c) [E] = 14.

Estrategia: borrar los tres primeros 1

a; = Se1Bs;R; 0, = 5,BBsy R (HALT); g3 =
s;1Bs,R; g, = s,BBsy R (HALT); g5 = s,BBsy R
(HALT).

Estrategia: borrar el primer 1 y luego todos los 1 después
de B.

01 = SolBSiR; G, = $;115,R; ¢ = 5,BBs;,R;

g, = S,1Bs3R; 05 = S31Bs3R; gg = s3BBsyR
(HALT).

F a b c
Sy | SpXx Sz SLX
S| Spy Spz Spz
S | Spz SyuX Sp,X

b)
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Conjuntos ordenados
y reticulos

CAPITULO

14.1 INTRODUCCION

Las relaciones de orden y precedencia aparecen en muchas partes de las matematicas y computacion. En este capitulo
se precisan estas nociones. También se define al reticulo, que es un tipo especial de conjunto ordenado.

14.2 CONJUNTOS ORDENADOS

Suponga que R es una relacién sobre un conjunto S, que satisface las tres propiedades siguientes:
[O;] (Reflexiva) Paraa e S arbitrario, se tiene aRa.

[O,] (Antisimétrica) SiaRby bRa, entonces a = b.

[O;] (Transitiva) SiaRby bRc, entonces aRc.

Entonces R se denomina orden parcial o, simplemente, una relacion de orden, y se dice que R define un orden (u
ordenamiento) parcial de S. El conjunto S con el orden parcial se denomina conjunto parcialmente ordenado o, sim-
plemente, conjunto ordenado, o conjunto PO. Se escribe (S, R) cuando se desea especificar la relaciéon R.

La relacién de orden méas conocida, que se denomina orden usual, es la relacion < (que se lee “menor o igual que™)
sobre los enteros positivos N 0, en forma més general, sobre cualquier subconjunto de los nimeros reales R. Debido
a esto, una relacion de orden parcial suele denotarse por =;y

azhb
se lee “a precede a b”. En este caso también se escribe:

a < bsignificaa 3 bya#Db; quese lee “a precede estrictamente a b”.
b > asignificaa = b; que se lee “b sucede a a”.
b > asignificaa < b; que se lee “b sucede estrictamente a a”.

Z, 4, 7 Y # son evidentes.

Cuando no hay ambigliedad, suelen usarse a menudo los simbolos <, <, >y > en lugar de =, <, = y =, respectiva-
mente.

337
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338 CarituLo 14 CONJUNTOS ORDENADOS Y RETICULOS

EJEMPLO 14.1

a) Sea S cualquier coleccion de conjuntos. La relacion C de inclusion de conjuntos es un orden parcial de S. Especificamente,
A C A para cualquier conjunto A; siAC By B C A entonces A=B;ysiACByB C C, entonces A C C.

b) Considere el conjunto N de enteros positivos. Se dice que “a divide a b”, lo que se escribe alb, si existe un entero c tal que
ac = b. Por ejemplo, 2|4, 3|12, 7|21 y asi sucesivamente. Esta relacion de divisibilidad es un orden parcial de N.

c) Larelacion “|” de divisibilidad no es un orden del conjunto Z de enteros. Con mas precision, la relacion no es antisimétrica. Por
ejemplo, 2|—2y —2|2, pero 2 # —2.

d) Considere el conjunto Z de enteros. aRb se define si hay un entero positivo r tal que b = a". Por ejemplo, 2 R 8, puesto que
8 = 23. Asi, R es un ordenamiento parcial de Z.

Orden dual

Sea = cualquier orden parcial de un conjunto S. La relacién —; es decir, a sucede a b, también es un orden parcial de
S; se denomina orden dual. Observe que a = b si y sélo si b - a; por tanto, el orden dual - es la inversa de la relacion
=; es decir, = = 371,

Subconjuntos ordenados

Sea A un subconjunto de un conjunto ordenado S, y suponga que a, b € A. a X b se define como elementos de A siem-
pre que a = b sean elementos de S. Esto define un orden parcial de A que se denomina orden inducido sobre A. El
subconjunto A con el orden inducido se denomina subconjunto ordenado de S. A menos que se establezca o implique
otra cosa, cualquier subconjunto de un conjunto ordenado S se trata como un subconjunto ordenado de S.

Cuasiorden

Suponga que < es una relacion sobre un conjunto S que satisface las dos propiedades siguientes:

[Q,] (lrreflexiva) Para cualquier a € A, se tiene a £ a.
[Q,] (Transitiva) Sia~<byb <c,entoncesa < c.

Entonces < se denomina cuasiorden sobre S.

Hay una relacion bastante estrecha entre los 6rdenes parciales y los cuasiordenes. En este caso, si 5 es un orden
parcial sobre un conjunto Sy se define a < b, para indicar a = b pero a # b, entonces < es un cuasiorden sobre S. A
la inversa, si < es un cuasiorden sobre un conjunto Sy se define a 3 b para indicar a < b 0 a = b, entonces =< es un
orden parcial sobre S. Esto permite elegir entre un orden parcial y sus cuasiordenes correspondientes, depende de cuél
sea mas conveniente.

Comparabilidad, conjuntos linealmente ordenados

Suponga que a y b son elementos en un conjunto S parcialmente ordenado. Se dice que a 'y b son comparables si
asb o b=za
es decir, si uno precede al otro. Por tanto, a y b no son comparables, lo que se escribe
alb

sinia=bnib=a.

La palabra “parcial” se usa para definir un conjunto S parcialmente ordenado, puesto que algunos de los elementos
de S no requieren ser comparables. Suponga, por otra parte, que todo par de elementos de S son comparables. Entonces
se dice que S esta totalmente ordenado o linealmente ordenado, y entonces S se denomina cadena. Aunque un conjun-
to ordenado S puede no estar linealmente ordenado, es posible que un subconjunto A de S esté linealmente ordenado.
Resulta evidente que cualquier subconjunto de un conjunto S linealmente ordenado también debe estar linealmente
ordenado.
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14.2 CONJUNTOS ORDENADOS 339

EJEMPLO 14.2

a) Considere el conjunto N de enteros positivos ordenados por divisibilidad. Entonces 21 y 7 son comparables puesto que 7|21.
Por otra parte, 3 y 5 no son comparables porque ni 3|5 ni 5/3. Asi, N no esta linealmente ordenado por divisibilidad. Observe
que A ={2, 6, 12, 36} es un subconjunto linealmente ordenado de N puesto que 2|6, 6|12 y 12|36.

b) El conjunto N de enteros positivos con el orden usual < (menor o igual que) esté linealmente ordenado y entonces todo subcon-
junto ordenado de N también esta linealmente ordenado.

c) El conjunto potencia P(A) de un conjunto A con dos 0 mas elementos no esta linealmente ordenado por inclusion de conjuntos.
Por ejemplo, suponga que a y b pertenecen a A. Entonces {a} y {b} no son comparables. Observe que el conjunto vacio ¢J, {a}
y A constituyen un subconjunto linealmente ordenado de P(A), puesto que &J C {a} C A. En forma semejante, J, {b} y A
constituyen un subconjunto linealmente ordenado de P(A).

Conjuntos producto y orden

Hay muchas formas de definir una relacién de orden sobre el producto cartesiano de conjuntos ordenados dados. A
continuacion se muestran dos de ellas:

a) Orden producto: Suponga que Sy T son conjuntos ordenados. Entonces la siguiente relacion es de orden sobre
el conjunto producto S x T, que se denomina orden producto:

(@,b)y=(@,b) si a<ayb<lb

b) Orden lexicografico: Suponga que Sy T son conjuntos linealmente ordenados. Entonces la siguiente relacion es
de orden sobre el conjunto producto S x T, que se denomina orden lexicogréafico u orden del diccionario:

(a,b) < (@,b) si a<b osi a=ayb<b
Este orden se puede extendera S; x S, x --- X S, como sigue:
(a1,az,...,ap) < (a1, 4y, ...,a;) Si a=a parai=1,2,....k—1ya; <ay

Observe que el orden lexicografico también es lineal.

Cerradura de Kleene y orden

Sea A un alfabeto linealmente ordenado (no vacio). Recuerde que A*, denominada cerradura de Kleene de A, consta
de todas las palabras w sobre Ay que |w| denota la longitud de w. Asi, las siguientes son dos relaciones de orden sobre
A*,

a) Orden alfabético (lexicografico): Sin duda, el lector ya conoce el orden alfabético de A*. Es decir:
i) A < w, donde A es la palabra vacia y w es cualquier palabra no vacia.
ii) Suponga que u=au’y v = bv’ son palabras no vacias distintas, donde a, b € Ay U’, v' € A*. Entonces

U<v sia<b o sia=bperou <v

b) Orden Short-lex: Aqui A* esta ordenado primero por longitud y luego alfabéticamente. Es decir, para palabras
distintas u, v en A*,

Uu<wv Ssiful<|vl o silul=v|perou precede a v alfabéticamente
Por ejemplo, “ya” precede a “mas”, ya que |ya| = 2 pero |mas| = 3. Sin embargo, “si” precede a “ya” puesto que

tienen la misma longitud, pero “si” precede a “ya” alfabéticamente. Este orden también se denomina orden de
semigrupo libre.
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143 DIAGRAMAS DE HASSE DE CONJUNTOS PARCIALMENTE
ORDENADOS

Sea S un conjunto parcialmente ordenado y suponga que a, b pertenecen a S. Se dice que a es un predecesor inmedia-
to de b, 0 que b es un sucesor inmediato de a, 0 que b es una cubierta de a, lo que se escribe

akhb

si a < b pero ningun elemento de S esta entre a 'y b; es decir, en S no hay ninglin elemento c tal que a < ¢ < b.

Suponga que S es un conjunto finito parcialmente ordenado. Entonces el orden en S se conoce por completo una
vez que se conocen todos los pares a, b en S tales que a < b; es decir, una vez que se conoce la relacidon « sobre S.
Esto se concluye del hecho de que x < y si 'y slo si x < y o si existen elementos a,, a,, ..., en S tales que

XL €y K- Lay LY

El diagrama de Hasse de un conjunto finito parcialmente ordenado es el grafo dirigido cuyas aristas son los ele-
mentos de Sy hay una arista dirigida de a a b siempre que a <« b en S. (En lugar de trazar una flecha de a a b, algunas
veces b se coloca mas alto que a y se traza una linea entre ellas. Asi, se sobrentiende que el movimiento hacia arriba
indica sucesioén.) En el diagrama asi creado, hay una arista dirigida del vértice x al vértice y si y sdlo si X < y. También,
en el diagrama de S no puede haber ciclos (dirigidos) puesto que la relacion de orden es antisimétrica.

El diagrama de Hasse en un conjunto PO S es una ilustracién de S; por tanto, resulta muy Gtil para describir tipos
de elementos en S. Algunas veces un conjunto parcialmente ordenado se define al presentar simplemente su diagra-
ma de Hasse. Se observa que el diagrama de Hasse de un conjunto PO S no necesita ser conexo.

Observacion: Resulta que el diagrama de Hasse de un conjunto PO finito S es un grafo dirigido libre de ciclos, que
se estudio en la seccion 9.9. La investigacion aqui es independiente de la investigacion previa. Aqui principalmente el
orden se considera en términos de “menor que” o “mayor que”, en lugar de hacerlo en términos de relaciones de adya-
cencia dirigidas. En consecuencia, los contenidos a veces se traslapan.

EJEMPLO 14.3

a) SeaA=1{1,234,6,8,9, 12,18, 24} ordenado por la relacion “x divide a y”. El diagrama de A se muestra en la figura 14-1a).
(A diferencia de los arboles con raiz, la direccion de una linea en el diagrama de un conjunto parcialmente ordenado siempre es
hacia arriba.)

b) SeaB = {a, b, c, d, e}. El diagrama en la figura 14-1b) define un orden parcial sobre B en la forma natural. Es decir, d < b,
d < a, e < cy asi sucesivamente.

c) El diagrama de un conjunto ordenado linealmente finito; es decir, una cadena finita, consiste simplemente de un camino. Por
ejemplo, en la figura 14-1c) se muestra al diagrama de una cadena con cinco elementos.

N
/-J>

|11 |
NN,/ A |
\1 / \d/ \e >|(

a) b) 0)

Figura 14-1
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EJEMPLO 14.4 Una particion de un entero positivo m es un conjunto de enteros positivos cuya suma es m. Por ejemplo, hay
siete particiones de m = 5 como sigue:

5 3-2, 2-2-1, 1-1-1-1-1, 4-1, 3—-1-1, 2-1-1-1

Las particiones de un entero m tienen el siguiente orden. Una particion P, precede a una particion P, si los enteros en P, pueden
sumarse para obtener los enteros de P, o, en forma equivalente, si los enteros en P, pueden subdividirse ain méas para obtener los
enteros de P,. Por ejemplo,

2—2—1 precedea 3-—2

puesto que 2 + 1 = 3. Por otra parte, 3 — 1 — 1y 2 — 2 — 1 no son comparables.
En la figura 14-2 se proporciona el diagrama de Hasse para las particiones de m = 5.

Figura 14-2

Elementos minimal, maximal, primero y ultimo

Sea S un conjunto parcialmente ordenado. Un elemento a en S se denomina elemento minimal si ningun otro elemen-
to de S precede estrictamente a (es menor que) a. En forma semejante, un elemento b en S se denomina elemento
maximal si ningln otro elemento de S sucede estrictamente a (es mayor que) b. En términos geométricos, a es un
elemento minimal si ninguna arista entra a a (desde abajo), y b es un elemento maximal si ninguna arista sale de b (en
direccion hacia arriba). Se observa que S puede tener mas de un elemento minimal y mas de un elemento maximal.

Si S es infinito, entonces puede no tener elemento minimal ni elemento maximal. Por ejemplo, el conjunto Z de los
enteros con el orden usual < no tiene elemento minimal ni elemento maximal. Por otra parte, si S es finito, entonces S
debe tener por lo menos un elemento minimal y por lo menos un elemento maximal.

Un elemento a en S se denomina primer elemento si para todo elemento x en S se tiene

azx

es decir, si a precede a cualquier otro elemento en S. En forma semejante, un elemento b en S se denomina ultimo
elemento si para cualquier elemento y en S se cumple

y3b

es decir, si b sucede a cualquier otro elemento en S. Se observa que S puede tener cuando mucho un primer elemento,
que debe ser el elemento minimal, y que S puede tener cuando mucho un ultimo elemento, que debe ser el elemento
maximal. En términos generales, S puede no tener ni un primer ni un Gltimo elemento, incluso cuando S es finito.

EJEMPLO 14.5
a) Considere los tres conjuntos parcialmente ordenados en el ejemplo 14.3, cuyos diagramas de Hasse se muestran en la figura
14-1.

i) A tiene dos elementos maximales: 18 y 24 y ninguno es un Gltimo elemento. A s6lo tiene un elemento minimal, 1, que
también es un primer elemento.

ii) B tiene dos elementos minimal: d y e y ninguno es un primer elemento. B s6lo tiene un elemento maximal, a, que también
es un Gltimo elemento.

iii) La cadena tiene un elemento minimal, X, que es un primer elemento, y un elemento maximal, v, que es un dltimo elemento.
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342 CarituLo 14 CONJUNTOS ORDENADOS Y RETICULOS

b) Sea A cualquier conjunto no vacio y sea P(A) el conjunto potencia de A ordenado por la inclusion de conjuntos. Entonces el
conjunto vacio & es un primer elemento de P(A) puesto que, para cualquier conjunto X, se tiene (J C X. Ademas, A es un Gltimo
elemento de P(A), ya que todo elemento Y de P(A) es, por definicién, un subconjunto de A; es decir, Y C A.

14.4 ENUMERACION CONSISTENTE

Suponga que S es un conjunto finito ordenado parcialmente. A menudo es necesario asignar enteros positivos a los
elementos de S de modo que se preserve el orden. Es decir, se busca una funcién f: S — N de forma que si a < b,
entonces f(a) < f(b). Una funcion asi se denomina enumeracion consistente de S. El hecho de que esto siempre puede
hacerse es el contenido del siguiente teorema.

Teorema 14.1: Existe una enumeracion consistente para cualquier conjunto finito parcialmente ordenado A.

Este teorema se demuestra en el problema 14.18. De hecho, se demuestra que si S tiene n elementos, entonces
existe una enumeracién consistente f: S — {1, 2,..., n}.

Se recalca que tal enumeracién no necesariamente tiene que ser Unica. Por ejemplo, a continuacién se proporcionan
dos enumeraciones asi del conjunto parcialmente ordenado en la figura 14-1b):

i) f(d) =1, f(e) =2, f(b) = 3,f(c) = 4, f(a) = 5.
i) g(e) =1,9(d)=2,9(c) =3,9(b) =4,9(a) =5.

Sin embargo, la cadena en la figura 14-1c) s6lo admite una enumeracion consistente si el conjunto se transforma en
{1, 2, 3, 4, 5}. Especificamente, es necesario asignar:

h)=1, h(y)=2, h@z)=3, hu=4 h@)=5

145 SUPREMO E INFIMO

Sea A un subconjunto de un conjunto parcialmente ordenado S. Un elemento M en S se denomina cota superior de A
si M sucede a cualquier elemento de A; es decir, si, para toda x en A, se tiene

XM

Si una cota superior de A precede a cualquier cota superior de A, entonces se denomina supremo (supremum) de Ay
se denota por

sup(A)

También se escribe sup(ay, ..., a,) en lugar de sup(A) si A consiste de los elementos a, ..., a,. Se recalca que cuando
mucho puede haber un sup(A); sin embargo, sup(A) puede no existir.

En forma semejante, un elemento m en un conjunto parcialmente ordenado S se denomina cota inferior de un sub-
conjunto A de S si m precede a cualquier elemento de A; es decir, si, para cualquier y en A, se tiene

mzy
Si una cota inferior de A sucede a cualquier otro elemento de A, entonces se denomina infimo de A y se denota por
inf(A) o inf(a,...,a,)
si A consta de los elementos a;, ..., a,. Puede haber cuando mucho un inf(A), aunque inf(A) puede no existir.

En algunos textos se usa la expresion minima cota superior en lugar de supremo y entonces se escribe mcs(A) en
vez de sup(A), y se usa el término méxima cota inferior en lugar de infimo y se escribe mci(A) en vez de inf(A).

Si A tiene una cota superior, se dice que A esta acotado por arriba, y si A tiene una cota inferior, se dice que A esta
acotado por abajo. En particular, A esta acotado si A tiene una cota superior y una cota inferior.
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14.5 Supremo E iNFIMO 343

EJEMPLO 14.6

a) SeaS=4{a,b,c,d,e, f}ordenado como se muestra en la figura 14-3a), y sea A = {b, c, d}. Las cotas superiores de Asoney
f puesto que sélo e y f suceden a todo elemento en A. Las cotas inferiores de A son a 'y b puesto que sélo a'y b preceden a todo
elemento en A. Observe que ey f no son comparables; por tanto, sup(A) no existe. Sin embargo, b también sucede a a, de modo
que inf(A) = b.

b) SeaS={1,2,3,...,8}ordenado como se muestra en la figura 14-3b), y sea A = {4, 5, 7}. Las cotas superiores de A son 1, 2
y 3,y la Unica cota inferior es 8. Observe que 7 no es una cota inferior puesto que 7 no precede a 4. Aqui sup(A) = 3, ya que 3
precede a las otras cotas superiores 1y 2. Observe que inf(A) = 8 porque 8 es la Unica cota inferior.

f 1 2
F 2 ™ i /36
,//C\ /d\‘/ /,4,71,,,&,5\\\ /12\ \18
T TN ; AT By
r . /\/ \2/ \3/
a 8 \ /
a) b) 1
Figura 14-3 Figura 14-4

En términos generales, sup(a, b) e inf(a, b) no necesariamente existen para todo par de elementos a 'y b en un
conjunto parcialmente ordenado S. A continuacién se proporcionan dos ejemplos de conjuntos parcialmente ordenados
donde sup(a, b) e inf(a, b) existen para todo a, b en el conjunto.

EJEMPLO 14.7

a) Sea N el conjunto de enteros positivos ordenados por divisibilidad. El maximo comin divisor de a'y b en N se denota con
mcd(a, b)
es el entero méas grande que divide a a y a b. El minimo comdn maltiplo de a y b se denota con
mcm(a, b)

es el entero mas pequefio que es divisible entre a y b.

Un teorema importante en teoria de nimeros establece que todo divisor comun de a 'y b divide a mcd(a, b). También puede
demostrarse que mcm(a, b) divide a todo multiplo de a'y b. Asi,

mcd(a, b) = inf(a, b) y mem(a, b) = sup(a, b)

En otras palabras, inf(a, b) y sup(a, b) existen para cualquier par de elementos de N ordenado por divisibilidad.

b) Para todo entero positivo, sea D,, el conjunto de los divisores de m ordenados por divisibilidad. El diagrama de Hasse de
D ={1,2,3,4,6,9, 12, 18, 36}

se muestra en la figura 14-4. De nuevo, inf(a, b) = mcd(a, b) y sup(a, b) = mem(a, b) existen para cualquier par a, b en D,
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146 CONJUNTOS ORDENADOS (SEMEJANTES) ISOMORFOS

Suponga que X y Y son conjuntos parcialmente ordenados. Una funcién uno a uno (inyectiva) f: X — Y se denomina
transformacion de semejanza de X en Y si f preserva la relacion de orden; es decir, si las dos condiciones siguientes se
cumplen para cualquier par ay a’ en X:

1) Sia = a entonces f(a) 3 f(@).
2) Sia | a (nocomparables), entonces f(a) || f(a).

En consecuencia, si A'y B estan linealmente ordenados, entonces s6lo 1) se requiere para que f sea una transformacion
de semejanza.
Se dice que dos conjuntos ordenados X y Y son isomorfos o semejantes, lo cual se escribe

X>~Y

si existe una correspondencia uno a uno (mapeo biyectivo) f: X — Y que preserva el orden de las relaciones; es decir,
que es un mapeo de semejanza.

EJEMPLO 14.8 Suponga que X = {1, 2, 6, 8, 12} esté4 ordenado por divisibilidad y suponga que Y = {a, b, c, d, e} es isomorfo
a X; por ejemplo, la siguiente funcion f es una transformacién de semejanza de X sobre Y:

f={(1,e), (2 d), (6,b), (8 c) (12, a)}

Trazar el diagrama de Hasse de Y.

La transformacion de semejanza preserva el orden del conjunto inicial X y es uno a uno y sobre. Por tanto, la transformacion se
considera simplemente como una retiquetacion de los vértices en el diagrama de Hasse del conjunto inicial X. Los diagramas de
Hasse tanto para X como para Y se muestran en la figura 14-5.

12 a

N, N
Figura 14-5

14.7 CONJUNTOS BIEN ORDENADOS

Se empieza con una definicién.

Definicién 14.1: Se dice que un conjunto ordenado esté bien ordenado si todo subconjunto de S tiene un primer ele-
mento.

El ejemplo clasico de un conjunto bien ordenado es el conjunto N de enteros positivos con el orden usual <. Los
siguientes hechos se concluyen a partir de la definicion.

1) Un conjunto bien ordenado esté linealmente ordenado. Ya que si a, b, € S, entonces {a, b} tiene un primer elemen-
to; por tanto, a y b son comparables.

2) Todo subconjunto de un conjunto bien ordenado esta bien ordenado.

3) Si X estéa bien ordenado y Y es isomorfo a X, entonces Y esta bien ordenado.

4) Todos los conjuntos finitos bien ordenados con el mismo ndmero n de elementos estan bien ordenados y todos son
isomorfos entre si. De hecho, todos son isomorfos a {1, 2,..., n} con el orden usual <.
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5) Cualquier elemento a € S que no sea el Gltimo elemento, tiene un sucesor inmediato. Sea M(a) el conjunto de
elementos que suceden estrictamente a a. Entonces el primer elemento de M(a) es el sucesor inmediato de a.

EJEMPLO 14.9

a) El conjunto Z de enteros con el orden usual < esta linealmente ordenado y todo elemento tiene un sucesor inmediato y un
predecesor inmediato, pero Z no esta bien ordenado. Por ejemplo, Z no tiene primer elemento. Sin embargo, cualquier subcon-
junto de Z que esté acotado por abajo esta bien ordenado.

b) EI conjunto Q de nimeros racionales con el orden usual < esta linealmente ordenado, pero ninglin elemento en Q tiene un
sucesor inmediato o un predecesor inmediato. Sea a, b € Q; por ejemplo, a < b, entonces (a + b)/2€ Qy

a—+b

a < <b

c) Considere los conjuntos ordenados ajenos
A={1,35..} y B={246,..}
Entonces el siguiente conjunto ordenado
S={A;B}={1,3,5,...;2,4,6,...}

Esta bien ordenado. Observe que, aparte del primer elemento 1, el elemento 2 no tiene un predecesor inmediato.

Notacién: A partir de ahoray en adelante, si A, B, ..., son conjuntos ordenados ajenos, entonces {A; B;...} significa
el conjunto A U B U... ordenado por posiciones de izquierda a derecha; es decir, los elementos en el mismo conjunto
preservan su orden, y cualquier elemento en un conjunto a la izquierda precede a cualquier elemento en un conjunto a
la derecha. Asi, todo elemento en A precede a todo elemento en B.

Induccidn transfinita
Primero vuelve a plantearse el principio de induccién matematica. (Vea las secciones 1.8y 11.3.)
Principio de induccion matematica: Sea A un subconjunto del conjunto N de enteros positivos con las dos propie-

dades siguientes:

i) 1eA
ii) Sike A, entoncesk +1 €A,

Entonces A = N.

El principio anterior es uno de los axiomas de Peano para los nimeros naturales (enteros positivos) N. Hay otra
forma que algunas veces es mas conveniente usar. A saber:

Principio de induccion matematica (segunda forma): Sea A un subconjunto de N con las dos propiedades siguien-
tes:

i) 1eA
ii) Sij pertenece a A paraentonces 1 < j < k, entonces k € A.

Entonces A = N.

La segunda forma de induccion es equivalente al hecho de que N esté bien ordenado (teorema 11.6). De hecho, hay
una proposicion algo parecida que es verdadera para todo conjunto bien ordenado.
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Principio de induccion transfinita: Sea A un subconjunto de un conjunto bien ordenado S con las siguientes propie-
dades:

i) a; €A
ii) Sis(a) € A, entoncesa € A.

Entonces A = S.

Aqui a,es el primer elemento de Sy s(a) es el segmento inicial de a que se define por ser el conjunto de todos los
elementos de S que preceden estrictamente a a.

Axioma de eleccion y axioma del buen orden

Sea {A;|1 € 1} una coleccidn de conjuntos ajenos no vacios. Se supone que todo A; € X. Una funcion f: {A} — X se
denomina funcion eleccion si f(A;) = a; € A;. En otras palabras, f “elige ” un punto a; € A; para todo conjunto A;.

El axioma de eleccion constituye una piedra angular de las matematicas y, en particular, de la teoria de conjuntos.
Este axioma “aparentemente inocente”, que se presenta a continuacion, tiene como consecuencia algunos de los resul-
tados mas importantes y poderosos.

Axioma de eleccidn: Existe una funcién eleccion para cualquier coleccidn no vacia de conjuntos ajenos no vacios.
Una de las consecuencias del axioma de eleccion es el siguiente teorema, que se atribuye a Zermelo.
Teorema del buen orden: Cualquier conjunto S puede estar bien ordenado.

La demostracion de este teorema rebasa el alcance de este texto. Ademas, puesto que las estructuras aqui presen-
tadas son finitas 0 numerables, este teorema no es necesario. Basta la induccion matematica normal.

148 RETICULOS

Hay dos formas para definir un reticulo (o latiz ) L. Una es definirla en términos de un conjunto parcialmente orde-
nado. En especifico, una reticula L puede definirse como un conjunto parcialmente ordenado en el cual inf(a, b) y
sup(a, b) existen para cualquier par de elementos a, b € L. Otra forma es definir a L axiomaticamente. Esto se hace
a continuacion.

Axiomas que definen un reticulo

Sea L un conjunto no vacio cerrado bajo dos operaciones binarias denominadas encontrar y unir, denotadas cada una
por Ay V. Entonces L se denomina reticula si se cumplen los siguientes axiomas, donde a, b y ¢ son elementos de L:

[L,] Ley conmutativa:
la) aAnb=bAa 1b) avb=bva

[L,] Ley asociativa:
2a) (anb)ac=an(bAac) 2b) (avb)yvc=av(bvec)

[Ls] Ley de absorcion:
3a) an(avb)y=a 3b) av(@aab)y=a

Algunas veces el reticulo se denota por (L, A, V) cuando se desea mostrar las operaciones relacionadas.
Dualidad y la ley idempotente

El dual de cualquier proposicion en un reticulo (L, A, V) se define por ser la proposicién que se obtiene por el inter-
cambio de A y V. Por ejemplo, el dual de

an(bva)=avaesav(bnra)=anrna
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Observe que el dual de cada axioma de un reticulo también es un axioma. En consecuencia, se cumple el principio de
dualidad; es decir,

Teorema 14.2 (principio de dualidad): El dual de cualquier teorema sobre un reticulo también es un teorema.

Esto se concluye a partir del hecho de que el teorema dual puede demostrarse mediante el dual de cada paso de la
demostracién del teorema original.
Una propiedad importante de los reticulos se concluye a partir de la ley de absorcién.

Teorema 14.3 (ley idempotente): i)aAra=a; iijava=a.
La demostracion del inciso i) s6lo requiere dos lineas:

arna=aA(av(aahb)) (alusar(3b))
=a (al usar (3a))

La demostracion del inciso ii) se sigue del principio de dualidad enunciado antes (o puede demostrarse en forma
semejante).

Reticulos y orden

Dada un reticulo L, un orden parcial sobre L puede definirse como sigue:
azb si anb=a
En forma semejante, es posible definir
azb si avb=b
Estos resultados se plantean como un teorema.
Teorema 14.4: Sea L un reticulo. Entonces
i) anb=asiysblosiavhb=h.
ii) Larelacion a = b (definida pora Ab=aoa Vv b=Db)esunorden parcial sobre L.

Ahora que se tiene un orden parcial sobre cualquier reticulo L, ésta puede representarse mediante un diagrama,
como se hizo para conjuntos parcialmente ordenados en general.

EJEMPLO 14.10 Sea C una coleccion de conjuntos cerrados bajo la interseccion y la unidn. Entonces (C, N, U) es un reticulo.
En este reticulo la relacion de orden parcial es la misma que la inclusion de conjuntos. En la figura 14-6 se muestra el diagrama del
reticulo L de todos los subconjuntos de (a, b, c).

fa.b.c}

.0} {a,lc} T .0}

{!1} — o} ><{l}
Figura 14-6

Se ha mostrado cémo definir un orden parcial sobre un reticulo L. El siguiente teorema establece cuando es posible definir un
reticulo sobre un conjunto parcialmente ordenado P de modo que el reticulo devuelve el orden original sobre P.
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Teorema 14.5: Sea P un conjunto parcialmente ordenado tal que inf(a, b) y sup(a, b) existen para todo a, b en P. Al
hacer

aAnb=inf(a,b) y avb=sup(abh)

se tiene que (P, A, V) es un reticulo. Ademas, el orden parcial sobre P inducido por el reticulo es el
mismo que el orden parcial original sobre P.

La conversa del teorema anterior también es verdadera. Es decir, sea L un reticulo y sea < el orden parcial induci-
do sobre L. Entonces inf(a, b) y sup(a, b) existen para todo par a, b en L y el reticulo obtenido a partir del conjunto
parcialmente ordenado (L, =) es el reticulo original. Entonces:

Definicion alterna: Un reticulo es un conjunto parcialmente ordenado en el cual
anb=inf(a,b) y avb=sup(ab)

existen para todo par de elementos a, b.

Primero se observa que cualquier conjunto parcialmente ordenado es un reticulo, puesto que inf(a, b) = a'y sup(a,
b) = b siempre que a 3 b. Por el ejemplo 14.7, los enteros positivos N y el conjunto D,, de divisores de m son reticu-
los bajo la relacién de divisibilidad.

Subreticulos, reticulos isomorfos

Suponga que M es un subconjunto no vacio de un reticulo L. Se dice que M es un subreticulo de L si M mismo es un
reticulo (con respecto a las operaciones de L). Se observa que M es un subreticulo de L si y s6lo si M es cerrado bajo
las operaciones de A y Vv de L. Por ejemplo, el conjunto D, de divisores de m es un subreticulo de los enteros positivos
N bajo divisibilidad. Se dice que dos reticulos L y L" son isomorfos si existe una correspondencia unoauno f: L — L’
tal que

flanb)=f@ Af(b) y f(avhb)=Ff@)vf(h)

para elementos arbitrariosay b en L.

149 RETICULOS ACOTADOS

Un reticulo L tiene una cota inferior 0 si para cualquier elemento x en L se tiene 0 X x. En forma semejante, se dice
que un reticulo L tiene una cota superior I si para cualquier x en L se tiene x = I. Se dice que L est acotado si L tiene
tanto una cota inferior 0 como una cota superior I. Para este tipo de reticulos se tienen las siguientes identidades

avili=Il aAnl=a av0=a aaAn0=0

para cualquier elemento a en L.
Los enteros no negativos con el orden usual,

0<l<2<3<4<.--

tienen a 0 como cota inferior pero no tienen cota superior. Por otra parte, el reticulo P(U) de todos los subconjuntos de
cualquier conjunto universo U es un reticulo acotado con U como una cota superior y el conjunto vacio ¢J como una
cota inferior.

Suponga que L = {a,, a,,..., a,} es un reticulo infinito. Entonces

aVaVv--van y ajAa A Aa,

son cotas superior e inferior de L, respectivamente. Asi, se tiene el siguiente

Teorema 14.6: Todo reticulo finito L es acotado.
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14.10 RETICULOS DISTRIBUTIVOS
Un reticulo L es distributivo si para elementos arbitrarios a, b, ¢ en L se tiene lo siguiente:
[L,] Ley distributiva:
4da)an(bvc)=(@nab)v(@anc) db)av(bac)=(@vb)a(avec)

En caso contrario, se dice que L no es distributivo. Por el principio de dualidad se observa que la condicion 4a) se
cumple si y s6lo si se cumple la condicion 4b).
La figura 14-7a) es un reticulo que no es distributivo puesto que

av(bac)=avO0=a pero (avbya(avec)=Ilac=c

La figura 14-7b) también es un reticulo que no es distributivo. De hecho, se tiene la siguiente caracterizacion de tales

NIVZIN
\/ \I/

a) b)

Figura 14-7

Teorema 14.7: Un reticulo L no es distributivo si y so6lo si contiene un reticulo isomorfo a la figura 14-7a) o a la
figura 14-7b).

La demostracion del teorema rebasa el alcance de este texto.

Elementos irreducibles, &tomos

Sea L un reticulo con una cota inferior 0. Se dice que un elemento a en L es irreducible si a = x v y implica a = x
0 a =y. (Los nimeros primos bajo la multiplicacién poseen esta propiedad; es decir, si p = ab entoncesp =a o
p = b, donde p es primo). Resulta evidente que 0 es irreducible. Si a tiene por lo menos dos predecesores inmediatos,
por ejemplo b, y b, como en la figura 14-8a), entonces a = b, Vv b, y asi a no es irreducible. Por otra parte, si a tiene
un predecesor inmediato Unico c, entonces a # sup(b,, b,) = b, v b, para cualesquiera otros elementos b, y b, porque
c podria estar entre las b y las a en la figura 14-8b). En otras palabras, a # 0 es irreducible si y sélo si a tiene un pre-
decesor inmediato Unico. Estos elementos que suceden inmediatamente a 0, denominados atomos, son irreducibles.
Sin embargo, los reticulos pueden tener otros elementos irreducibles. Por ejemplo, el elemento ¢ en la figura 14-7a)
no es un atomo aunque es irreducible puesto que a es su Unico predecesor inmediato.

/\\ |
b, b,
a) b)

Figura 14-8
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Si un elemento a en un reticulo finito L no es irreducible, entonces es posible escribir a = b; v b,. Luego, b; y b,
pueden escribirse como los elementos unidos de otros elementos en caso de no ser irreducibles y asi sucesivamente.
Puesto que L es finita se tiene, por ltimo,

a=d, vd,v---vd,

donde las d son irreducibles. Si d; precede a d;, entonces d; \ d; = d;; de modo que d; puede eliminarse de la expresion.
En otras palabras, se asume que las d son irredundantes; es decir, que ninguna d precede a ninguna otra d. Se recalca
que una expresién asi no necesariamente es Unica; por ejemplo, | =a v by | =b v c en ambos reticulos en la figura
14-7. Ahora se establece el principal teorema de esta seccion (que se prueba en el problema 14-28).

Teorema 14.8: Sea L un reticulo distributivo finito. Entonces toda a en L se escribe en forma Unica (salvo por el orden)
como la union de elementos irreducibles.

En realidad, este teorema se generaliza a reticulos de longitud finita; es decir, donde todos los subconjuntos lineal-
mente ordenados son finitos. (En el problema 14.30 se proporciona un reticulo finito de longitud finita.)

1411 COMPLEMENTOS, RETICULOS COMPLEMENTADOS
Sea L un reticulo acotado con cota inferior 0 y cota superior I. Sea a un elemento de L. Un elemento x en L se deno-
mina complemento de a si

avx=1l yananx=0

Los complementos no necesariamente existen y no requieren ser Unicos. Por ejemplo, los elementos a'y ¢ son comple-
mentos de b en la figura 14-7a). También, los elementos y, z y u en la cadena en la figura 14-1 no tienen complementos.
Se presenta el siguiente resultado.

Teorema 14.9: Sea L un reticulo distributivo acotado. Entonces, en caso de existir, los complementos son Unicos.
Demostracion: Suponga que x y y son complementos de todo elemento a en L. Entonces
avx=1Il avy=Il aaAnx=0, any=0

Mediante la distributividad,

X=xv0=xv@aary)=xvaAarXxvy)=IlAXvy)=xVvy
En forma semejante,

y=yvO0=yv@ax)y=YvaArlyvy)=IAyvx)=yvx
Entonces

X=XVy=yvVvXx=y

y se ha demostrado el teorema.

Reticulos complementarios

Un reticulo esta complementado si L esta acotado y todo elemento en L tiene un complemento. En la figura 14-7b) se
muestra un reticulo complementado donde los complementos no son Unicos. Por otra parte, el reticulo P(U) de todos
los subconjuntos de un conjunto universo U esta complementado, y todo subconjunto A de U tiene un complemento
Unico A° = U\A.

Teorema 14.10: Sea L un reticulo complementado con complementos Unicos. Entonces los elementos irreducibles de
L, distintos de 0, son sus 4&tomos.

Al combinar este teorema y los teoremas 14.8 y 14.9 se obtiene un resultado importante.

Teorema 14.11: Sea L un reticulo distributivo complementado finito. Entonces todo elemento a en L es la unién de
un conjunto Gnico de atomos.
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Observacion: En algunos textos un reticulo L se define como complementado si todo elemento a en L tiene un com-
plemento Unico. En ese caso, el teorema 14.10 se plantea de otra forma.

PROBLEMAS RESUELTOS

CONJUNTOS ORDENADOS Y RETICULOS

141

14.2

Sea N = {1, 2, 3,...} ordenado por divisibilidad. Indique cuéles de los siguientes subconjuntos de N estan
linealmente ordenados.

a){24,2,6}; c)N={1,23..} {7}
b) {3,15,5}; d){2,8,324};  f){15,5, 30}

a) Puesto que 2 divide a 6 que divide a 24, el conjunto esta linealmente ordenado.
b) Puesto que 3y 5 no son comparables, el conjunto no esta linealmente ordenado.
c) Puesto que 2y 3 no son comparables, el conjunto no esta linealmente ordenado.
d) El conjunto esta linealmente ordenado porque 2 < 4 < 8 < 32.

e) Cualquier conjunto que consta de un elemento esté linealmente ordenado.

f) Puesto que 5 divide a 15 que divide a 30, el conjunto esta linealmente ordenado.

Sea A ={1, 2, 3, 4, 5} ordenado por el diagrama de Hasse en la figura 14-9a).

a) Inserte el simbolo correcto <, > o || (no comparable), entre cada par de elementos:
)1 __ 5jii)2__ 3;iii)4__ 1;iv)3___ 4.

b) Encuentre todos los elementos minimales y maximales de A.

c) ¢Atiene un primer elemento o un Gltimo elemento?

d) SeaL(A) la coleccion de todos los subconjuntos linealmente ordenados de A con 2 0 mas elementos, y sea
L(A) ordenado por inclusion de conjuntos. Dibuje el diagrama de Hasse de L(A).

1
/ \ (1,2,4} {1,2,5} (1,3, 5!
/\/ (1,4 2.4 1,2y (2,57 {150 {13} (3,5
4 5

a) b)

Figura 14-9

a) i) Puesto que hay un “camino” (arista hacia arriba) de 5a 3 a1, 5 precede a 1; por tanto, 1 > 5.
ii) De 2 a3 no hay camino o viceversa; por tanto, 2 || 3.
iii) Hay un camino de 4 a2 a 1; por tanto, 4 < 1.
iv) Ni3 <4ni4 < 3;portanto, 3 || 4.
b) Ningln elemento precede estrictamente a 4 0 a 5, asi que 4 y 5 son elementos minimales de A. Ningln elemento
sucede a 1 de modo que 1 es un elemento maximal de A.

¢) Ano tiene primer elemento. Aunque 4 y 5 son elementos minimales de A, ninguno precede al otro. Sin embargo, 1 es
un dltimo elemento de A puesto que 1 sucede a todo elemento de A.

d) Loselementos de L(A) son como sigue:

{1,2,4}, {1,2,5}, {1,3,5}, {1,2}, {14} {1.3), {1,5}, {24} {2,5} {3.5}

(Observe que {2, 5} y {3, 4} no estan linealmente ordenados). El diagrama de L(A) se muestra en la figura 14-9b).
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14.3

Un prerrequisito en la universidad es un ordenamiento parcial conocido de cursos disponibles. Se escribe
A < Bsi el curso A es un prerrequisito para el curso B. Sea C el conjunto ordenado que consta de los cursos de
matematicas y sus prerrequisitos, que se muestran en la figura 14.10a).

a) Trace el diagrama de Hasse para el orden parcial C de estos cursos.
b) Encuentre todos los elementos minimales y maximales de C.
c) ¢C tiene un primer elemento o un dltimo elemento?

341 500
Curso Prerrequisitos
Mat 101 Ninguno
Mat 201 Mat 101 340 450 251
Mat 250 Mat 101
Mat 251 Mat 250
Mat 340 Mat 201 201 250
Mat 341 Mat 340
Mat 450 Mat 201, Mat 250
Mat 500 Mat 450, Mat 251 101

a) b)
Figura 14-10

a) Mat 101 debe estar en la parte inferior del diagrama, puesto que es el Ginico curso sin prerrequisitos. Debido a que Mat
201y Mat 250 s6lo requieren Mat 101, se tiene Mat 101 <« Mat 201 y Mat 101 « Mat 201 y Mat 101 « Mat 250;
por tanto, se traza una linea hacia arriba desde Mat 101 hasta Mat 201 y otra desde Mat 101 hasta Mat 250. Al continuar
este proceso, se obtiene el diagrama de Hasse en la figura 14-10b).

b)  Ningln elemento precede estrictamente a Mat 101, de modo que Mat 101 es un elemento minimal de C. Ningun ele-
mento precede estrictamente a Mat 341 0 a Mat 500, de modo que cada uno es un elemento maximal de C.

c) Mat 101 es un primer elemento de C, puesto que precede a cualquier otro elemento de C. Sin embargo, C no tiene
ltimo elemento. Aunque Mat 341 y Mat 500 son elementos maximales, ninguno es el Ultimo elemento puesto que
ninguno precede al otro.

CONJUNTOS PRODUCTO Y ORDEN

14.4

14.5

14.6

Suponga que a N> = N x N asigna el orden del producto (seccién 14.2) donde N tiene el orden usual <.

Inserte el simbolo correcto <, > o || (no comparable), entre cada uno de los siguientes pares de elementos de
N x N:

a)(5,7)__(7,1); ¢(,5__(48); (7,9 __(41);
b)(4,6)__(42); d)13)_(@17); f)(79__(82).
Aqui(a,b) < (@,b)sia<ayb<bosia<ayb<b. Asi,

a) || puestoque5 < 7pero7 >1. c)| puestoque5>4y5<8.  e)>puestoque7 >4y9> 1
b) > puestoque 4 =4y 6 > 2. d) <puestoquel=1y3<7. f)| puestoque7 <8y9 > 1.

Repita el problema 14.4, pero ahora aplique el orden lexicografico de N> = N x N,
Aqui (a, b) < (@,b)sia<a’ osia=a perob < b'. Asi,

a) < puestoque 5 < 7. C) > puesto que 5 > 4. e) > puesto que 7 > 4.
b) > puestoque 4 =4y 6 >2. d)~<puestoquel=1pero3 <7. f)~<puestoque7 <38.

Considere el alfabeto inglés A = {a, b, c,..., y, z} con el orden alfabético (usual). (Recuerde que A* consta de
todas las palabras en A). Considere la siguiente lista de palabras en A™:

went, forget, to, medicine, me, toast, melt, for, we, arm
a) Ordene la lista de palabras segun el orden short-lex (semigrupo libre).
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b) Ordene la lista de palabras segun el orden alfabético (usual) de A*.

a) Primero, los elementos se ordenan por longitud y luego lexicograficamente (alfabéticamente):
me, to, we, arm, for, melt, went, toast, forget, medicine
b) El orden lexicogréafico (alfabético) produce:
arm, for, forget, me, medicine, melt, to, toast, we, went

ENUMERACIONES CONSISTENTES

14.7

14.8

Suponga que una estudiante desea llevar todos los cursos del problema 14.3, aunque s6lo uno por semestre.

a) ¢Qué opcidn u opciones debe hacer para el primer semestre y para el Ultimo semestre (octavo)?

b) Suponga que la estudiante desea llevar Mat 250 en su primer afio (primero o segundo semestres) y Mat 340
en su cuarto afio (séptimo u octavo semestres). Encuentre todas las formas en que la estudiante puede
llevar los ocho cursos.

a) Porlafigura 14-10, Mat 101 es el Gnico elemento minimal y asi debe llevarse en el primer semestre, y Mat 341 y 500
son los elementos maximales, de modo que es necesario llevar uno en el Gltimo semestre.

b) Mat 250 no es un elemento minimal, por lo que es necesario cursarlo en el segundo semestre, y Mat 340 no es un
elemento maximal, de modo que debe cursarse en el séptimo semestre y Mat 341 en el octavo semestre. Asimismo,
Mat 500 debe cursarse en el sexto semestre. A continuacion se proporcionan las tres formas posibles de llevar los ocho
CUrsos:

101, 250, 251, 201, 450, 500, 340, 341, 101, 250, 201, 251, 450, 500, 340, 341,
101, 250, 201, 450, 251, 500, 340, 341

Demuestre el teorema 14.1: Suponga que S es un conjunto ordenado finito con n elementos. Entonces existe
una enumeracion consistente f: S — {1, 2,..., n}.

La demostracion es por induccidn sobre el nimero n de elementos en S. Se supone que n = 1; por ejemplo, S = {s}. Entonces
f(s) = 1 es una enumeracion consistente de S. Luego se supone que n > 1y el teorema se cumple para conjuntos parcial-
mente ordenados con menos de n elementos. Sea a € S un elemento minimo. (Este elemento a existe porque S es finito).
Sea T = S\{a}. Entonces T es un conjunto parcialmente ordenado con n — 1 elementos y asi, por induccién, T admite una
enumeracion consistente; por ejemplo, g: T — {1, 2,...,n — 1}. Se definef:S — {1, 2,..., n} por:

1, Six=a

f(x)={ gx)+1 six#a

Entonces f es la enumeracion consistente requerida.

COTAS SUPERIOR E INFERIOR, SUPREMO E INFIMO

14.9

14.10

SeaS=1{a, b, c,d, e f g}ordenado como en la figura 14.11a), y sea X = {c, d, e}.

a) Encuentre las cotas superior e inferior de X.
b) Identifique sup(X), el supremo de X, e inf(X), el infimo de X, en caso de existir.

a) Los elementos e, fy g suceden a cualquier otro elemento de X; por tanto, e, fy g son las cotas superiores de X. El
elemento a precede a cualquier elemento de X; por tanto, a es la cota inferior de X. Observe que b no es una cota
inferior puesto que b no precede a c; de hecho, b y ¢ no son comparables.

b) Puesto que e precede tanto a f como a g, se tiene e = sup(X). En forma semejante, ya que a precede (trivialmente) a
toda cota inferior de X, se tiene a = inf(X). Observe que sup(X) pertenece a X pero inf(X) no pertenece a X.

SeaS=4{1,2,3,...,8}ordenado como en la figura 14.11b), y sea A = {2, 3, 6}.

a) Encuentre las cotas superior e inferior de X. b) Identifique sup(A) e inf(A), en caso de existir.

a) Lacota superiores 2,y las cotas inferiores son 6y 8.
b) Aquisup(A) =2 e inf(A) = 6.
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Figura 14-11

Repita el problema 14.10 para el subconjunto B = {1, 2, 5}.
a) No hay cota superior para B puesto que ninguin elemento sucede tanto a 1 como a 2. Las cotas inferiores son 6, 7, 8.

b)  Trivialmente, sup(A) no existe puesto que no hay cotas superiores. Aunque A tiene tres cotas inferiores, inf(A) no
existe puesto que ninguna cota inferior sucede tanto a 6 como a 7.

Considere el conjunto Q de nimeros racionales con el orden usual <. Considere el subconjunto D de Q defi-
nido por

D={x|xeQy8<x®<15}
a) ¢D est& acotado por arriba o por abajo? b) ¢Existen sup(D) o inf(D)?

a) Elsubconjunto D estéa acotado por arriba y por abajo. Por ejemplo, 1 es la cota inferior y 100 la cota superior.

b)  Se afirma que sup(D) no existe. Suponga, por el contrario, que sup(D) = . Puesto que /15 es irracional, x > 7/15.
Sin embargo, existe un niimero racional y tal que /15 < y < x. Por tanto, y también es una cota superior de D. Esto
contradice la hip6tesis de que x = sup(D). Por otra parte, inf(D) existe. Precisamente, inf(D) = 2.

CONJUNTOS (SEMEJANTES) ISOMORFOS, TRANSFORMACIONES DE SEMEJANZA

14.13

14.14

14.15

14.16

Suponga que un conjunto parcialmente ordenado A es isomorfo (semejante) a un conjunto parcialmente orde-
nado B y que f: A — B es un transformacion de semejanza. Las siguientes proposiciones, ¢son verdaderas o
falsas?

a) Unelemento a € A es un primer (Ultimo, minimal o maximal) elemento de A si y s6lo si f(a) es un primer
(Gltimo, minimal 0 maximal) de B.

b) Un elemento a € A precede inmediatamente a un elemento a’ € A; es decir a < a’ si y sélo si f(a) «
f(@).

c) Unelemento a € A tiene r sucesores inmediatos en A si y solo si f(a) tiene r sucesores inmediatos en B.

Todas las proposiciones son verdaderas; la estructura de orden de A es la misma que la estructura de orden de B.

Sea S ={a, b, ¢, d, e} el conjunto ordenado en la figura 14-12a). Suponga que A = {1, 2, 3, 4, 5} es isomorfo
a S. Dibuje el diagrama de Hasse de A si el siguiente mapeo de una transformacion de semejanza de S en A:
f={(a 1), (b,3),(c,5), (d 2), (e, 4)}

La transformacion de semejanza f preserva la estructura de orden de Sy por tanto f puede considerarse simplemente como
una retiquetacion de los vértices en el diagrama de S. Asi, la figura 14-12b) muestra el diagrama de Hasse de A.

Sea A = {1, 2, 3, 4, 5} ordenado como en la figura 14-12h). Encuentre el nimero n de transformaciones de
semejanzaf: A — A.

Puesto que el Gnico elemento minimal de A es 1y el Unico elemento maximal es 4, debe tenerse f(1) = 1y f(4) = 4.
Asimismo, f(3) = 3 es el Uinico sucesor inmediato de 1. Por otra parte, hay dos posibilidades para f(2) y f(5); es decir, puede
tenerse f(2) =2y f(5) =5, 0f(2) =5y f(5) = 2. En consecuencia, n = 2.

Proporcione un ejemplo de un conjunto finito no linealmente ordenado X = (A, R) que sea isomorfoa Y = (A,
R™1), el conjunto A con el orden inverso.

Sea R el ordenamiento parcial de A = {a, b, c, d, e} que se muestra en la figura 14-13a).
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Figura 14-13

Asi, en la figura 14-13b) se muestra A con el orden inverso R. (El diagrama de R simplemente se ha puesto de cabeza a fin
de obtener R™1.) Observe que los dos diagramas son idénticos, excepto por la etiquetacion. Por tanto, X es isomorfo a Y.

14.17 Sea A un conjunto ordenado y, para todo a € A, sea p(a) el conjunto de predecesores de a:

p(a) ={xIxZa}
(denominado conjunto de predecesores de a). Sea p(A) la coleccion de todos los conjuntos de predecesores de
los elementos en A ordenados por inclusion de conjuntos.

a) Demuestre que Ay p(A) son isomorfos al demostrar que la funcion f: A — p(A), definida por f(a) = p(a)
es una transformacion de semejanza de A sobre p(A).
b) Encuentre el diagrama de Hasse de p(A) para el conjunto A en la figura 14-13a).

a) Primero se demuestra que f preserva la relacion de orden de A. Se supone que a X b. Sea x € p(a). Entoncesx S ay
entonces a 3 b; de modo que x € p(b). Asi, p(a) € p(b). Se supone que a || b (no comparables). Entonces a € p(a) pero
a ¢ p(b); por tanto, p(a)  p(b). En forma semejante, b € p(b) pero b ¢ p(a); asi, p(b) £ p(a). En consecuencia,
p(@) || p(b). Asi, f preserva el orden.

Sdlo es necesario demostrar que f es uno a uno y sobre. Suponga que y € p(A), entonces y = p(a) para alguna
ae A Asi, f(a) =p(a) =y y entonces f es sobre p(A). Se supone que a # b. Entonces a < b, b < a o a||b. En los casos
primero y tercero, b € p(b) pero b & p(a) y en el segundo caso a € p(a) pero a ¢ p(b). En consecuencia, en los tres
casos, se tiene p(a) # p(b). Asi, f es uno a uno.

Por consiguiente, f es una transformacion de semejanza de A sobre p(A) y asi A >~ p(A).

b) Los elementos de p(A) son los siguientes:

p(a) = {a1 C, d1 e}r p(b) = {br C, dr e}, p(C) = {C, d1 e}, p(d) = {d}r p(e) = {e}
En la figura 14-13c) se muestra el diagrama de p(A) ordenado por inclusion de conjuntos. Observe que los diagramas
en la figura 14-13a) y ¢) son idénticos, excepto por la identificacion de los vértices.

CONJUNTOS BIEN ORDENADOS

14.18 Demuestre el principio de induccion transfinita. Sea A un subconjunto de un conjunto S bien ordenado con las
dos propiedades siguientes: i) a, € A. ii) Si s(a) € A entonces a € A. Asi que A=S.
(Aqui ag es el primer elemento de A, y s(a) es el segmento inicial de a; es decir, el conjunto de todos los elementos que
preceden estrictamente a a.) Suponga que A # S. Sea B = S\A. Entonces B # J. Puesto que S esta bien ordenado, B tiene
un primer elemento b,. Cada elemento x € s(b,) precede a b, y entonces no pertenece a B. Asi, todo x € s(b,) pertenece a
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14.19

14.20

14.21

A; de modo que s(b,) € A. Por ii), by € A. Esto contradice la hipétesis de que b, € S\A. Por tanto, la hip6tesis original de
que A # S no es verdadera. En consecuencia, A = S.

Sea S un conjunto bien ordenado con el primer elemento a,. Defina un elemento limite de S.

Un elemento b € S es un elemento limite de S si b # a, y b no tiene predecesor inmediato.

Considere el conjunto N = {1, 2, 3,...} de enteros positivos. Todo nimero en N puede escribirse de manera

Gnica como un producto de una potencia no negativa de 2 multiplicada por un nimero impar. Suponga que a,
aeNy

a=2"(2s+1) y a=2"(2s+1)
donder, r’y s, s son enteros no negativos. Se define:
a<a sir<r’ o sir=r'peros<s
a) Inserte el simbolo correcto < 0 > entre cada par de nimeros:
)5_ 14; )6 __9; iii)3___20; iv)14__ 21

b) SeaS = (N, <). Demuestre que S esta bien ordenado.
c) ¢S tiene algin elemento finito?

a) Los elementos de N pueden enumerarse como en la figura 14-14. EI primer rengldn consta de los nimeros impares;
el segundo, de 2 veces los nimeros impares; el tercero, de 22 = 4 veces los nimeros impares y asi en lo sucesivo.
Entonces a < a’ si a esta en un renglén superior, entonces @’ o si ay a’ estan en el mismo renglén pero a aparece antes
que a’ en el renglén. En consecuencia:

0)5<14; ii)6>9; iii)3=20; iv)14 = 20.

Figura 14-14

b) Sea A un subconjunto de S. Los renglones estan bien ordenados. Sea r, el minimo renglén de elementos en A. En
puede haber muchos elementos de A. Las columnas estan bien ordenadas, de modo que sea s, la columna minima de
los elementos de A en el renglén r,. Entonces, X = (o, So) es el primer elemento de A. Asi S esté bien ordenado.

c) Como se indica en la figura 14-14, toda potencia de 2; es decir, 1, 2, 4, 8,... no tiene predecesor inmediato. Asi, todo
elemento distinto de 1 es un elemento limite de S.

Sea S un conjunto bien ordenado. Sea f: S — S una transformacion de semejanza de S en S. Demuestre que,
para toda a € S se tiene a = f(a).

Sea D = {x|f(x) < x}. Si D es vacio, entonces la proposicion es verdadera. Suponga que D # . Puesto que D esta bien
ordenado, D tiene un primer elemento; por ejemplo, d,. Debido a que d, € D, se tiene f(d;) < d,. Puesto que f es una trans-
formacion de semejanza:

f(dy) < dy implica f(f(dy)) < f(dy)

Asi, f(d,) también pertenece a D. Pero f(d,) < dy y f(d,) € D contradicen el hecho de que d, es el primer elemento de D.
Por tanto, la hipétesis original de que D # J lleva a una contradiccion. En consecuencia, D es vacio y la proposicion es
verdadera.
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Sea A un conjunto bien ordenado. Sea s(A) la coleccion de todos los segmentos iniciales s(a) de elementos
a € A ordenados por inclusion de conjuntos. Demuestre que A es isomorfo a s(A) al demostrar que la funcion
f: A — s(A), definido por f(a) = s(a) es una transformacion de semejanza de A sobre s(A). (Compare con el
problema 14.17.)

Primero se demuestra que f es uno a uno y sobre. Suponga que y € s(A). Entonces y = s(a) para alguna a € A. Por tanto,
f(a) = s(a) =, asi que f es sobre s(A). Suponga que x # y. Entonces uno precede al otro; por ejemplo, x < y. Entonces
X € s(y). Pero x ¢ s(x). Asi, s(X) # s(y). En consecuencia, f es uno a uno.

Solo es necesario demostrar que f preserva el orden; es decir,

X3y siysolosi s(x) Cs(y)

Suponga que x X y. Si a € s(x), entonces a < X y por tanto a < y; asi, a € s(y). Entonces s(x) < s(y). Por otra parte, supon-
gaque x 2y, es decir, X > y. Entonces y € s(x). Pero 'y & s(y); asi, s(x) Z s(y). En otras palabras, x =y si y s6lo si s(x) €
s(y). En consecuencia, f es una transformacion de semejanza de A sobre s(A), y asi A = s(A).

RETICULOS

14.23

14.24

14.25

14.26

Escriba el dual de cada proposicion:
a)(anb)vc=(bvc)a(cva), by(anb)yva=an(bva)
V se sustituye por A 'y A se sustituye por v en cada proposicion a fin de obtener la proposicion dual:

a)(avbyac=(bAac)vicaa); by(avb)ra=av(bnra)

Demuestre el teorema 14.4: sea L un reticulo. Entonces:

i) anb=asiysélosiavb=h.
ii) Larelacion a = b (definidapora A b =aoa Vv b =Db)esun orden parcial sobre L.

i) Sesupone que a A b = a. Al usar la ley de absorcion en el primer paso se tiene:
b=bvpaAra)=bv(@ab)y=bva=avh
Ahora se supone que a vV b = b. Al usar de nuevo la ley de absorcion en el primer paso se tiene:
a=aA(avb)y=aAb

PortantoaAb =asiysolosiavb=h.

ii) Para cualquier aen L, se tiene a A a = a por idempotencia. Asi a = a, y asi = es reflexiva.
Sesuponequea 3byb S a EntoncesaAb=aybAa=Dhb. Enconsecuencia,a=aAb=bAaa=b,yasi 3
es antisimétrica.
Por Gltimo, se supone que a Shyb = c. Entoncesanb=aybAc=Dhb.Asi

anc=(@Arb)arc=an(brc)=aAb=a

En consecuencia, a = ¢, y asi 3 es transitiva. En consecuencia, 3 es un orden parcial sobre L.

¢Cuél(cuales) de los conjuntos parcialmente ordenados en la figura 14-15 es (son) reticulo(s)?

Un conjunto parcialmente ordenado es un reticulo si y so6lo si sup(x, y) e inf(x, y) existen para cada par x, y en el conjunto.
Sélo c) no es reticulo puesto que (a, b) tiene tres cotas superiores: ¢, d e I, y ninguna precede a las otras dos; es decir, sup(a,
b) no existe.

Considere el reticulo en la figura 14-15a).

a) ¢Cuales elementos distintos de cero son irreducibles?
b) ¢Cuéles elementos son atomos?
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14.27

14.28

c)

d)
e)
f)

a)

f)

N\

|
c

d/ \e c/l\d c d

P | ><|

/ | a b a b

> N2 7
a) b) ©)

Figura 14-15

¢Cuales de los siguientes son subreticulos de L?:
L,={0,a,b, 1}, L,={0,a¢e 1}, Ly={acd 1}, L,={0,cd I}

¢ L es distributiva?
Encuentre los complementos, en caso de existir, de los elementos a, by c.
¢L es un reticulo complementado?

Los elementos diferentes de cero con un predecesor inmediato son irreducibles. Por tanto, a, b, d y e son irreduci-
bles.

Los elementos que suceden inmediatamente a 0 son atomos, de modo que a y b son los atomos.

Un subconjunto L" es un subreticulo si es cerrado bajo A y V. L; no es un subreticulo puesto que a vV b = ¢, que no
pertenece a L,. El conjunto L, no es un subreticulo puesto que ¢ A d = a no pertenece a L,. Los otros dos conjuntos
L,y L, son subreticulos.

L no es distributiva puesto que M = {0, a, d, e, I} es un subreticulo isomorfo al subreticulo no distributivo la figura
14-7a).

SetieneaAe=0yaVe=1I,de modo que ay e son complementos. En forma semejante, b y d son complementos.
Sin embargo, ¢ no tiene complemento.

L no es un reticulo complementado ya que c no tiene complemento.

Considere el reticulo en la figura 14-15b).

a)
b)

a)

b)

Encuentre los elementos irreducibles distintos de cero y los &tomos de M.
(M es i) distributiva? ii) ;complementada?

Los elementos distintos de cero con un predecesor Gnico son a, b y d, y de estos tres sélo a y b son a&tomos puesto que
su Unico predecesor es 0.

i) M es distributiva puesto que M no tiene un subreticulo isomorfo a un de los reticulos en la figura 14-7. ii) M no es
complementada porque b no tiene complemento. Observe que a es la Gnica solucion deb A x=0perob Aa=c # 1.

Demuestre el teorema 14.8: sea L un reticulo distributivo finito. Entonces todo a € L puede escribirse de mane-
ra Unica (salvo por el orden) como la unién de elementos irreducibles irredundantes.

Puesto que L es finito, a puede escribirse como la union de elementos irreducibles irredundantes, que se analizaron en la
seccion 14.9. Por tanto, se requiere demostrar la unicidad. Se supone lo siguiente:

a=byvb,v---vb =c,ve,V---Vve

donde las b son irredundantes e irreducibles. Para cualquier i dada se tiene

birj(blvbZV"'Vbr):(cl\/cz\/"'\/cs)
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Por tanto
by=bjAa(c;ve,v---ve)=0;Ac) vbAcy VvV (bAc)

Puesto que b, es irreducible, existe una j tal que b; = b; A ¢; y b; 3 ¢;. Con un argumento semejante, para c; existe una by
tal que ¢; X by. En consecuencia,

by < ¢ < by

~ Y~

con lo cual se obtiene b; = ¢; = by, ya que las b son irredundantes. En consecuencia, las b y las ¢ pueden parearse. Entonces,
la representacion de a es Unica salvo por el orden.

14.29 Demuestre el teorema 14.10: sea L un reticulo complementado con complementos Unicos. Entonces los ele-
mentos irreducibles de L, distintos de 0, son sus &tomos.

Se supone que a es irreducible y que a no es un dtomo. Entonces a tiene un predecesor inmediato Gnico b # 0. Sea b’ el
complemento de b. Puesto que b # 0, se tiene b’ 1. Si a precede a b’, entoncesb <a X byasib Ab' =1/, loquees

imposible ya que b A b’ = I. Entonces, a no precede a b’, y asi a A b’ debe preceder estrictamente a a. Debido a que b es el
Unico predecesor inmediato de a, también se tiene que a A b’ precede a b, como en la figura 14-16a). Pero a A b’ precede
ab’. Asi,

anb'Zinf(b,by=bAb =0
Por tanto, a A b’ = 0. Debido a que a v b = a, también se tiene que
avb=@vbvb=avbvb)=avi=I

En consecuencia, b’ es un complemento de a. Debido a que los complementos son Unicos, a = b. Esto contradice la hipé-
tesis de que b es un predecesor inmediato de a. Por tanto, los Unicos elementos irreducibles de L son sus atomos.

NN\

Figura 14-16

14.30 Dé un ejemplo de un reticulo infinito L de longitud finita.

SeaL ={0,1, a;, a,, as,...} y sea L un reticulo ordenado como en la figura 14-16b). En consecuencia, para cadan € N, se
tiene 0 < a, < 1. Asi, L es de longitud finita puesto que no contiene ningin subconjunto linealmente ordenado.
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PROBLEMAS SUPLEMENTARIOS

CONJUNTOS Y SUBCONJUNTOS ORDENADOS

1431 SeaA={1,2,3,4,5, 6} ordenado como en la figura 14-17a).

a) Encuentre todos los elementos minimales y maximales de A.
b)  ¢A tiene un primer elemento o un Gltimo elemento?

c) Encuentre todos los subconjuntos linealmente ordenados de A, cada uno de los cuales contiene por lo menos tres
elementos.

N v ~
LT |

4
a) b) ©)

Figura 14-17

1432 SeaB={a, b, c, d, e, f} ordenado como en la figura 14-17b).

a) Encuentre todos los elementos minimales y maximales de B.
b) ¢B tiene un primer elemento o un Gltimo elemento?
c) Enliste y encuentre el nimero de enumeraciones consistentes de B en el conjunto {1, 2, 3, 4, 5, 6}.

14.33 Sea C = {1, 2, 3, 4} ordenado como en la figura 14-17c). Sea L(C) la coleccion de todos los subconjuntos no vacios lineal-
mente ordenados de C ordenados por inclusién de conjuntos. Dibuje un diagrama de L(C).

14.34  Trace los diagramas de las particiones de m (vea el ejemplo 14.4) donde: @) m = 4; b) m = 6.
14.35 Si D,, denota los divisores positivos de m ordenados por divisibilidad, trace los diagramas de Hasse de:
a) Dy,; b) Dys; €) Dyg; d) Dy

14.36 SeaS={a,b,c,d, e, f} un conjunto parcialmente ordenado. Suponga que hay exactamente seis pares de elementos donde
el primero precede inmediatamente al segundo como sigue:

fa f«d e<hb c«xf exec bkf

a) Encuentre todos los elementos minimales y maximales de S.
b) ¢S tiene algln primer elemento o algun Gltimo elemento?
c) Encuentre todos los pares de elementos, en caso de haber alguno, que no son comparables.

14.37 Indique si cada una de las siguientes proposiciones es falsa o verdadera y, si es falsa, dé un contraejemplo.

a) Siun conjunto parcialmente ordenado S tiene sélo un elemento maximal a, entonces a es el Gltimo elemento.
b)  Si un conjunto finito parcialmente ordenado S tiene s6lo un elemento maximal a, entonces a es el Gltimo elemento.
c) Siunconjunto S linealmente ordenado sdlo tiene un elemento maximal a, entonces a es el Gltimo elemento.

14.38 SeaS=4{a,b,c, d, e} ordenado como en la figura 14-18a).

a) Encuentre todos los elementos minimales y maximales de S.

b) ¢S tiene algin primer elemento o algun ultimo elemento?

c) Encuentre todos los subconjuntos de S donde ¢ es un elemento minimal.

d) Encuentre todos los subconjuntos de S donde ¢ es un primer elemento.

e) Enumere todos los subconjuntos linealmente ordenados con tres 0 mas elementos.
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VAV EEERNVAN
N SN

a) b)

Figura 14-18

SeaS={a, b, c,d, e, f} ordenado como en la figura 14-18b).

a) Encuentre todos los elementos minimales y maximales de S.
b) ¢S tiene algin primer elemento o algin Gltimo elemento?
c) Enliste todos los subconjuntos linealmente ordenados con tres 0 mas elementos.

SeaS={a, b, c,d, e, f, g} ordenado como en la figura 14-11a). Encuentre el nimero n de subconjuntos linealmente orde-
nados de S con: a) cuatro elementos; b) cinco elementos.

SeaS=4{1,2,...,7,8}ordenado como en la figura 14-11h). Encuentre el nimero n de subconjuntos linealmente ordenados
de S con: a) cinco elementos; b) seis elementos.

ENUMERACIONES CONSISTENTES

14.42

14.43

14.44

Sea S ={a, b, ¢, d, e} ordenado como en la figura 14-18a). Enliste todas las enumeraciones consistentes de S en {1, 2, 3,
4,5},

SeaS={a, b, c, d, e, f} ordenado como en la figura 14-18b). Encuentre el nimero n de las enumeraciones consistentes de
Sen{l,2,3,4,5, 6}

Suponga que las tres siguientes enumeraciones son consistentes de un conjunto ordenado A = {a, b, c, d}.

[@ 1), (b, 2) (c,3),(d 4], [(& 1), (b,3) (c2),(d4)] [@1l)(b4)(c?2)(d3)]

En el supuesto de que los diagramas de Hasse D de A sean conexos, dibujar D.

ORDENY CONJUNTOS PRODUCTO

14.45

14.46

14.47

14.48

Sean M = {2,3,4,...} y M> =M x M ordenados como sigue:
(a,b)<(c,d) si alcyb<d
Encuentre todos los elementos minimales y maximales de M x M.

Considere el alfabeto inglés A = {a, b, c,..., y, z} con el orden usual (alfabético). Recuerde que A* consiste de todas las
palabras en A. Sea L la siguiente lista de palabras en A*:

gone, or, arm, go, an, about, gate, one, at, occur

a) Ordene L segun el orden short-lex; es decir, primero por longitud y luego alfabéticamente.
b) Ordene L alfabéticamente.

Considere los conjuntos ordenados A y B que se muestran en la figura 14-17a) y b), respectivamente. Se supone que S =
A x B esté definido por el orden del producto. Inserte el simbolo correcto <, > o || entre cada par de elementos de S:

a)(4b)__(2,e); b)Ea__(6f) ¢(G.d)__(1,a); d)6e__(2b).

SupongaqueaN=1{1,2,3,..}yA={a, b, c,...,y, z} se les asignan los 6rdenes usuales y que S = N x A se ordena
lexicograficamente. Ordene los siguientes elementos de S:

22, (Lc) (20, Ly Gb), (42 Gbh) (23
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COTAS SUPERIOR E INFERIOR, SUPREMO E INFIMO

14.49

14.50
14.51

14.52
14.53

14.54

SeaS={a, b, c,d, e, f, g} ordenado como en la figura 14-11a). Sea A = {a, c, d}.

a) Encuentre el conjunto de cotas superiores de A. c) ¢Existe sup(A)?
b)  Encuentre el conjunto de cotas inferiores de A. d) ¢Existe inf(A)?

Repita el problema 14.49 para el subconjunto B = {b, c, e} de S.
SeaS={1,2,...,7, 8} ordenado como en la figura 14-11b). Considere el subconjunto A = {3, 6, 7} de S.

a) Encuentre el conjunto de cotas superiores de A. c) ¢Existe sup(A)?
b)  Encuentre el conjunto de cotas inferiores de A. d) ¢Existe inf(A)?

Repita el problema 14.51 para el subconjunto B = {1, 2, 4, 7} de S.

Considere los nimeros racionales Q con el orden usual <. Sea A= {x | x € Qy 5 < x* < 27}.
a) (A estd acotado por arriba o por abajo? b) ¢Existen sup(A) o inf(A)?

Considere los nimeros reales R con el orden usual <. Sea A= {x|x e Qy5 < x* < 27}.

a) (A estd acotado por arriba o por abajo? b) ¢Existen sup(A) o inf(A)?

CONJUNTOS ISOMORFOS (SEMEJANTES), TRANSFORMACIONES DE SEMEJANZA

14.55

14.56

14.57

14.58

Encuentre el nimero de conjuntos parcialmente ordenados no isomorfos con tres elementos a, b, ¢, y dibuje sus diagra-
mas.

Encuentre el nimero de conjuntos parcialmente ordenados no isomorfos conexos con cuatro elementos a, b, ¢, d y dibuje
sus diagramas.

Encuentre el nimero de transformaciones de semejanza f: S — S donde S es el conjunto ordenado en la:
a) Fig.14-17a); b) Fig. 14-17b); c) Fig. 14-17c).
Demuestre que la relacion isomorfa A = B para conjuntos ordenados es una relacion de equivalencia; es decir:

a) A = Apara cualquier conjunto ordenado A. b) Si A= B, entoncesB=A. ¢)SiA=ByB = C, entonces A =C.

CONJUNTOS BIEN ORDENADOS

14.59

14.60

14.61

14.62

14.63

14.64

Sea la unién S de conjuntos bien ordenados A = {a,, a,, as,...}, B={b;, b,, bs,...}, C = {c;, ¢,, C5,...} ordenados por:
S={A;B;C}={a;, ay...,0by,by...,Cq,Cy,...}

a) Demuestre que S esta bien ordenado.
b)  Encuentre todos los elementos limite de S.
c) Demuestre que S no es isomorfo a N = {1, 2,...} con el orden usual <.

Sea A = {a, b, c} linealmente ordenado por a < b < ¢, y sea N con el orden usual <.

a) Demuestre que S = {A; N} es isomorfo con N.
b) Demuestre que S" = {N; A} no es isomorfo con N.

Suponga que A es un conjunto bien ordenado bajo la relacion <y suponga que A también esta bien ordenado bajo la relacion
inversa »-. Describa A.

Suponga que A y B son conjuntos isomorfos bien ordenados. Demuestre que s6lo hay una transformacion de semejanza
f:A— B.

Sea S un conjunto bien ordenado. Para cualquier a € S, el conjunto s(a) = {x | x < a} se denomina segmento inicial de a.
Demuestre que S no puede ser isomorfo a uno de sus segmentos iniciales. (Sugerencia: use el problema 14.21).

Suponga que s(a) y s(b) son segmentos iniciales distintos de un conjunto S bien ordenado. Demuestre que s(a) y s(b) no
pueden ser isomorfos. (Sugerencia: use el problema 14.63).
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RETICULOS
14.65 Considere el reticulo L en la figura 14-19a).

a) Encuentre todos los subreticulos con cinco elementos.

b) Encuentre todos los elementos irreducibles y los &tomos.
c) Encuentre los complementos de a y b, en caso de existir.
d) ¢L esdistributivo? ¢Complementado?

A\
{/

/

d
I\
l
\ O
Figura 14-19

14.66 Considere el reticulo M en la figura 14-19b).

a) Encuentre todos los elementos irreducibles.

b)  Encuentre los atomos.

c) Encuentre los complementos de a y b, en caso de existir.

d) Exprese cada x en M como la unién de elementos irreducibles irredundantes.
e) (M esdistributivo? ;Complementado?

14.67 Considere el reticulo acotado L en la figura 14-20a).

a) Encuentre los complementos, en caso de existir, de e y f.

b) Exprese | como una descomposicion irredundante de irreducibles en la mayor cantidad de formas posible.
c) ¢L esdistributiva?

d) Describa los isomorfismos de L consigo misma.

2N
NN N N
N4 | >
a) b) °)

a
o

14.68 Considere el reticulo acotado L en la figura 14-20b).

a) Encuentre los complementos, en caso de existir, de a y b.

b) Exprese | como una descomposicion irredundante de irreducibles en la mayor cantidad de formas posible.
c) ¢L esdistributivo?

d) Describa los isomorfismos de L consigo mismo.
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14.69 Considere el reticulo acotado L en la figura 14-20c).

a) Encuentre los complementos, en caso de existir, de ay c.

b) Exprese | como una descomposicion irredundante de irreducibles en la mayor cantidad de formas posible.
c) ¢L esdistributivo?

d) Describa los isomorfismos de L consigo mismo.

14.70 Considere el reticulo Dgy = {1, 2, 3, 4, 5, 6, 10, 12, 15, 20, 30, 60}, los divisores de 60 ordenados por divisibilidad.

a) Haga el diagrama de Dg,.

b) ¢Cudles elementos son irreducibles y cuales son atomos?

c) Encuentre los complementos de 2 y 10, en caso de existir.

d) Exprese cada nimero x como la unién de un nimero minimo de elementos irreducibles irredundantes.

14.71 Considere el reticulo N de enteros positivos ordenados por divisibilidad.

a) ¢Cuales elementos son irreducibles?
b) ¢Cudles elementos son atomos?

14.72 Demuestre que las siguientes leyes distributivas “débiles” se cumplen para cualquier reticulo L:
a) av(pac)<(avbya(ave);
b) aan(vc)>(@Aab)v(@nac).
14.73 Sea S ={1, 2, 3, 4}. Seusa lanotacion [12, 3, 4] = [{1, 2}, {3}, {4}]. A continuacidn se muestran tres particiones de S:

P, =[12,3,4], P,=1[12,34], P;=[13,2,4]

a) Encuentre las otras doce particiones de S.

b) Sea L la coleccion de las 12 particiones de S ordenadas por refinamiento; es decir, P; < P; si cada celda de P; es un
subconjunto de una celda de P;. Por ejemplo, P, < P, pero P, y P; no son comparables. Demuestre que L es un re-
ticulo acotado y trace su diagrama.

14.74  Se dice que un elemento a en un reticulo es irreducible sia = x A 'y implicaa = x 0 a = y. Encuentre todos los elementos
irreducibles en: a) Fig. 14-19a); b) Fig. 14-19b); c) D, (vea el problema 14.70)

14.75 Se dice que un reticulo es modular si siempre que a < c se tiene la ley
av(bac)=(@vbyac

a) Demuestre que todo reticulo distributivo es modular.

b) Compruebe que el reticulo no distributivo en la figura 14-7b) es modular; por tanto, la conversa de a) no es verda-
dera.

c) Demuestre que el reticulo no distributivo en la figura 14-7a) no es modular. (De hecho, puede demostrarse que todo
reticulo no modular contiene un subreticulo isomorfo a la figura 14-7a.)

14.76  Sea R un anillo. Sea L la coleccion de todos los ideales de R. Demuestre que L es un reticulo acotado donde, para ideales
arbitrarios Jy K de R se define: J v K=J+ KyJAK=JNK.

Respuestas a los problemas suplementarios
14.31 a) Minimales 4 y 6; maximales, 1y 2. b) Primero, nin-  14.32 a) Minimales, d y f; maximal, a. b) Primero, ninguno;

guno, ultimo, ninguno, c) {1, 3, 4}, {1, 3, 6}, {2, 3, 4}, altimo, a. ¢) Hay once: dfebca, dfecba, dfceba, fdebca,
{2, 3,6}, {2,5, 6}. fdecba, fdceba, fedbca, fedcba, fcdeba, fecdba, fcedba.
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14.33 Vea lafigura 14-21.

{1, 3,4} {2,3,4}

I TN

{1,3} 1,4} (3.4} {2,3} 2,4}
5 13 4 {25

Figura 14-21

14.34 Vealafigura 14-22.

/l\

14.35

14.36

14.37

14.38

14.39

>—<l><’

3-2-1

N 2-2-1-1 /

3-1-1-1\ /

Figura 14-22

Vea la figura 14-23.

/12 \ 1|6
8 16

4 6 I
N 2 N 3 / \ :

1 1

a) b) c) d)
Figura 14-23

Sugerencia: Dibuje el diagrama de S. 14.40 a) Cuatro; b) Ninguno.
a) Minimal, e; maximal, a, d. 14.41 a) Seis; b) Ninguno.
b) Primero, e; tltimo: ninguno. 14.42 abcde, abced, achde, acbed, acebd.
c) {a, d}, {b, c}. 14.43 Once.
a) Falsa. Ejemplo: N U {a} donde 1 < ay N ordenado 1444 a<«b,a«c,c«d.
por <. b) Verdadera. c) Verdadera. 14.45 Minimal, (p, 2), donde p es primo. Maximal, ninguno.
a) Minimal, a; maximal, d y e. b) Primero, a; ultimo, 14.46 a) an, at, go, or, arm, one, gate, gone, about, occur.
ninguno. c) Cualquier subconjunto que contengaa cy b) an, about, arm, at, gate, go, gone, occur, one, ofr.
omita a a; es decir, ¢, cb, cd, ce, cbd, cbe, cde, chde. 14.47 a)|; b)>; c)|; d)<.
d) c, cd, ce, cde. e) abd, acd, ace. 14.48 1c, 1y, 2a, 2c, 2z, 3b, 4b, 4z.
a) Minimal a y b; maximal, e y f. b) Primero, ninguno;  14.49 a)e,f, g; b) a; c) sup(A) = e; d) inf(A) = a.
altimo, ninguno. c) ace, acf, bce, bcf, bdf. 1450 a)e,f, g; b) ninguno; c) sup(B) = e; d) ninguno.

2-1-1-1-1

1-1-1-1-1-1
b)

www.FreelLibros.me



366 CarituLo 14 CONJUNTOS ORDENADOS Y RETICULOS

14.51
14.52
14.53
14.54

14.57
14.59
14.60

14.61
14.65

14.66

14.67

14.68

a) 1,2, 3;b)8;c)sup(A) =3; d)inf(A) =8. 14.55
a) Ninguno; b) 8; ¢) ninguno; d) inf(B) = 8.
a) Ambos; b) sup(A) = 3; c) inf(A) no existe. 14.56
a) Ambos; b) sup(A) = 3; inf(A) = v/5
c d
b c d \b/
D 2)

Figura 14-24
a) Uno: transformacion identidad; b) uno; c) dos. 14.69
b) b, c;; €) N no tiene puntos limite.
a) Sedefinef: S— Nporf(a) =1, f(b) =2,f(3) =3,
f(n)=n+3.
b) El elemento a es un punto limite de S’, pero N no tiene  14.70
puntos limite.
A es un conjunto finito linealmente ordenado.
a) Seis: Oabdl, Oacdl, Oadel, Obcel, Oacel, Ocdel;
b)i) a, b, c, 0; ii) a, b, c. c) c y e son complementos de
a; b no tiene complemento. d) No. No.
a)a, b,c g, 0.b) ab,c. c)atiene ag; b no tiene nin-
guno.d)l=avg,f=avbhe=bvcd=avec.
Otros elementos son irreducibles. e) No. No.
a) a no tiene ninguno; ftieneabyac.b)l=cvf=hb
vf=bVvdvVf.c)No, puesto que las descomposiciones
no son Unicas. d) Dos: 0, d, e, f, | deben transformarse
en si mismos. Entonces F = 1, la transformacion iden-
tidad sobre L, o F = {(b, ¢), (c, b)}.
a)atieneac;ctieneaayb.b)l=avc=bvec.c) 1473
No. d) Dos: 0, c, d, | deben transformarse en si mismos.
Entonces, f =1, of = {(a, b), (b, a)}.

[1234]

[123,4] [12, 34] [124 3]

[13,24]

Cuatro: 1) a, b, c;2)a, b« c;3)a<k b a«xec.
fakb«kec.
Cuatro: vea la figura 14-24.

U

o
ISH

(Sl
(Sl
[Y

3) 4)

a)atieneae;ctieneabye. b)l=ave=bvc=c
v e. c) No. d) Dos: 0, d, I deben transformarse en si
mismos. Entonces, f =1, of={(a, b), (b, a), (c, d), (d,
o)}

a) Vea la figura 14-25. b) 1, 2, 3, 4, 5. Los atomos son
2, 3y 5. ¢) 2 no tiene ninguno, 10 no tiene ninguno.
d)60=4v3v530=2v3v520=4vVv5
15=3v5;12=3Vv4,10=2Vv5,6=2Vv3.

60

O&
\/

2 30

3><
|

Figura 14-25

/

/X
/x\‘

a)[1,2,3,4],[14,2,3],[13, 24], [14, 23], [123, 4], [124,
3], [134, 2], [234, 1], [1234], [23, 1, 4] [24, 1, 3], [34, 1,
2]. b) Vea la Fig. 14-26.

[134 2] [14, 23] [234,1]

Nisee— g

[12,3,4]  [13,2,4] [14 2,3]

[23

[24,1,3] [34, 1

[1234]

Figura 14-26
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14.74 Geométricamente, un elemento a # | es irreduciblesiy  14.75 a)Sia<centoncesaVv c=c.Portantoav (b AC)=
solo si a tiene sélo un sucesor inmediato. a) a, ¢, d, e, | ; (avb)ya(avc)=(avhb)Ac;b)Aquia<c.Peroa
b)a,b,d,f,g,1;c)4,6,12, 15, 60. vbac)=avO0=ay(@a vb)ac=I1Ac=c;por

tantoav (b Ac)=(avh)Ac.
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Algebra
booleana

CAPITULO

15.1 INTRODUCCION

Los conjuntos y las proposiciones satisfacen leyes semejantes, que se enumeran en las tablas 1-1 y 4-1 (en los capitu-
los 1y 4). Estas leyes sirven para definir una estructura matematica abstracta denominada algebra booleana, en honor
del matematico George Boole (1815-1864).

15.2 DEFINICIONES BASICAS

Sea B un conjunto no vacio con dos operaciones binarias: + y %, una operacién unaria: ’, y dos elementos distintos: 0
y 1. Entonces B se denomina algebra booleana si los siguientes axiomas se cumplen, donde a, b, ¢ son elementos
arbitrarios en B:

[B;] Leyes conmutativas:

la) a+b=b+a lb)axb=b=xa
[B,] Leyes distributivas:

2a) a+(b*xc)=(@a+b)yx(@a+c) 2b)ax(b+c)=(@xb)+ (a*c)
[B;] Leyes de identidad:

3a) a+0=a 3b)axl=a
[B,] Leyes del complemento:
4a) a+a =1 dbyaxa' =0

Algunas veces, un algebra booleana se designa por (B, +, *,’, 0, 1) cuando se quiere resaltar sus seis partes. Se
dice que 0 es el elemento cero; 1, el elemento unidad y @’ el complemento de a. El simbolo * no suele usarse y en su
lugar se usa la yuxtaposicion. Asi (2b), se escribe a(b + ¢) = ab + ac, que es la conocida identidad algebraica de
anillos y campos. Sin embargo (2a), se convierte en a 4+ bc = (a + b)(a + c), que ciertamente no es una identidad usual
en algebra.

Las operaciones +, * Y’ se denominan, respectivamente, suma, producto y complemento. Se adopta la convencion
de costumbre de que, a menos que haya paréntesis, ’ tiene precedencia sobre x y * tiene precedencia sobre +. Por
ejemplo,

a+bxcsignificaa+ (bxc)yno(a+b)=xc; asxb’significaa* (b")yno (ax*b)

Por supuesto, cuando a + b * ¢ se escribe a + bc, entonces el significado es evidente.

EJEMPLO 15.1

a) Sea B = {0, 1} el conjunto de bits (digitos binarios), con las operaciones binarias de + y * y la operacién unaria " definida por
la figura 15-1. Entonces B es un algebra booleana. (Observe que " simplemente cambia el bit; es decir, 1’ =0y 0’ = 1).

368
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+|1 0 *|1 0 I
11 1 1] 1 0
0l 1 o 0|l 0 o

Figura 15-1

b) SeaB" =B x B x --- x B (n factores) donde las operaciones de +, * y " estan definidas por componentes al usar la figura
15-1. Por conveniencia en la notacion, los elementos de B" se escriben como secuencias de n-bits sin comas; por ejemplo, x =
110011y y = 111000 pertenecen a B". Por tanto,

X +y=111011, x=x*y= 110000, x’' = 001100
Entonces B" es un algebra booleana. Aqui, 0 = 000 - - - 0 es el elemento cero, y 1 = 111 --- 1 es el elemento unidad. Se observa

que B" tiene 2" elementos.

c) SeaD;,={1,2,5,7,10, 14, 35, 70}, los divisores de 70. +, * y ' se definen sobre D,, como

70
a+b=mcm(a,b), axb=mcd(a,b), a=—
a
Entonces Dy es un algebra booleana con 1 como elemento cero y 70 como elemento unidad.

d) Sea C una coleccion de conjuntos cerrados bajo las operaciones de conjuntos unidn, interseccion y complemento. Entonces C
es un algebra booleana con el conjunto vacio J como elemento cero y el conjunto universo U como elemento unidad.

Subalgebras, algebras booleanas isomorfas

Suponga que C es un subconjunto no vacio de un algebra booleana B. Se dice que C es un subalgebra de B si C mismo
es un algebra booleana (con respecto a las operaciones de B). Observe que C es una subalgebra de B si y sélo si C es
cerrado bajo las tres operaciones de B; es decir, +, x y . Por ejemplo {1, 2, 35, 70}, es un subalgebra de D,, en el
ejemplo 15.1c).

Dos algebras booleanas B y B’ son isomorfas si existe una correspondencia uno a uno f: B — B’ que preserva las
tres operaciones; es decir, tal que para elementos arbitrarios a, b en B,

fla+b)=f(a)+f(b), faxb)=f(@)«fb) y f@)=rf@)

15.3 DUALIDAD

El dual de cualquier proposicién en un algebra booleana B es la proposicion que se obtiene al intercambiar las opera-
ciones + y x, e intercambiar sus elementos identidad 0 y 1 en la proposicion original. Por ejemplo, el dual de

(l+a)x(b+0=b es (0xa)+(bx1)=hb

Observe la simetria en los axiomas de un algebra booleana B. Es decir, el dual del conjunto de axiomas de B es el
mismo que el conjunto original de axiomas. En consecuencia, el importante principio de dualidad se cumple en B. A
saber,

Teorema 15.1 (Principio de dualidad): EIl dual de cualquier teorema en un algebra booleana también es un teorema.

En otras palabras, si cualquier proposicion es una consecuencia de los axiomas de un algebra booleana, entonces
el dual también es una consecuencia de estos axiomas, puesto que la proposicion dual se demuestra al aplicar el dual
de cada paso en la demostracion de la proposicion original.
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370 CapituLo 15 ALGEBRA BOOLEANA

15.4 TEOREMAS BASICOS

El siguiente teorema se demuestra (problema 15.5) mediante los axiomas [B,] a [B,]:
Teorema 15.2: Sean a, b, ¢ elementos arbitrarios en un algebra booleana B.

i) Leyes de idempotencia:

53) at+a=a 5b) axa=a
ii) Leyes de acotamiento:
6a) a+1=1 6b) ax0=0
iii) Leyes de absorcién:
7a) a+(axb)=a 70) ax(a+h)=a

iv) Leyes asociativas:
8a) (@a+b)+c=a+((b+c) 8b) (axb)xc=ax(b=c)

El teorema 15.2 y los axiomas contienen todas las propiedades de conjuntos enumeradas en la tabla 1-1. Los dos
teoremas siguientes proporcionan las propiedades restantes.
Teorema 15.3: Sea a cualquier elemento de un algebra booleana B.

i) (Unicidad del complemento) Sia+ x=1yaxx =0, entonces x = &
ii) (Ley de involucién) (') = a.
iii) 9a) 0'=1. 9b) 1'=0.
Teorema 15.4 (Leyes de DeMorgan): 10a) (a+b) =a xb’.10b) (axb)y =a +b".

Estos teoremas se demuestran en los problemas 15.6 y 15.7.

155 ALGEBRAS BOOLEANAS COMO RETICULOS

Por el teorema 15.2 y el axioma [B,], toda algebra booleana B satisface las leyes asociativa, conmutativa y de absorcion,
de modo que se trata de un reticulo donde + y * son las operaciones unir y encontrar, respectivamente. Con respecto
aeste reticulo,a+ 1=1implicaa <1ya=x0=0implica0 < a, para cualquier elemento a € B. Asi, B es un reticu-
lo acotado. Ademas, los axiomas [B,] y [B,] muestran que B también es distributivo y complementado. A la inversa,
todo reticulo L acotado, distributivo y complementado satisface los axiomas [B,] a [B,]. En consecuencia, se tiene la
siguiente

Definicién alterna: Un élgebra booleana B es un reticulo acotado, distributivo y complementado.

Puesto que un algebra booleana B es un reticulo, tiene un orden parcial natural (y entonces es posible trazar su
diagrama). Recuerde (capitulo 14) que a < b se define cuando se cumplen las condiciones equivalentesa + b =by
a* b = a. Puesto que se esta en un algebra booleana B, en realidad puede decirse mucho mas.

Teorema 15.5: Las siguientes expresiones son equivalentes en un algebra booleana:
1) a+b=hb, 2) axb=a 3) a+b=1 4) axb' =0

Por tanto, en un algebra booleana puede escribirse a < b siempre que se sepa que cualquiera de las condiciones
anteriores es verdadera.

EJEMPLO 15.2

a) Considere un algebra booleana de conjuntos. Entonces el conjunto A precede al conjunto B si A es un subconjunto de B. El
teorema 15.4 establece que si A € B, entonces se cumplen las siguientes condiciones:

1)AUB=B 2)ANB=A 3)A°UB=U 4)ANB=Q
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b) Considere el &lgebra booleana D,,. Entonces a precede a b si a divide a b. En este caso, mcm(a, b) = b y med(a, b) = a. Por
ejemplo, sean a = 2 y b = 14. Entonces las siguientes condiciones se cumplen:

1) mem(2,14) =14. 3) mem(2’, 14) = mem(35, 14) = 70.
2) mcd(2, 14) = 2. 4) mcd(2, 14') = mcd(2, 5) = 1.

15.6 TEOREMA DE REPRESENTACION

Sea B un algebra booleana finita. Recuerde (seccién 14.10) que un elemento a en B es un atomo de a si a sucede inme-
diatamente a 0; es decir, si 0 <« a. Sea A el conjunto de atomos de B y sea P(A) el algebra booleana de todos los sub-
conjuntos del conjunto A de atomos. Por el teorema 14.8, cada x # 0 en B puede expresarse de manera Unica (salvo
por el orden) como la suma (unién) de atomos; es decir, elementos de A. Por ejemplo,

X=a +a+-+a

es una representacion asi. Considere la funcién f: B — P(A) definida por
fx) ={a, a,..., 4.}

La transformacion esta bien definida puesto que la representacion es Unica.

Teorema 15.6: La transformacién f: B — P(A) anterior es un isomorfismo.

Por tanto, se observa la estrecha relacion entre teoria de conjuntos y algebras booleanas abstractas en el sentido de
que toda algebra booleana finita es estructuralmente lo mismo que un algebra booleana de conjuntos.

Si un conjunto A tiene n elementos, entonces su conjunto potencia P(A) tiene 2" elementos. Asi, el teorema anterior
proporciona el siguiente resultado.

Corolario 15.7: Un algebra booleana finita tiene 2" elementos para algn entero positivo n.

EJEMPLO 15.3 Considere el lgebra booleana D;, = {1, 2, 5,..., 70}, cuyo diagrama se muestra en la figura 15-2a). Observe
que A = {2, 5, 7} es el conjunto de 4tomos de D,,. A continuacion se presenta la Unica representacion de cada no &tomo mediante
atomos:

10=2v5 14=2v7, 3=5v7 70=2v5v7

En la figura 15-2b) se proporciona el diagrama del algebra booleana del conjunto potencia P(A) del conjunto A de a&tomos. Observe
que ambos diagramas son estructuralmente lo mismo.

/7|0\ {2,5} 2,7 15,7}
[ N ==
\I/ \ /

a) D, b) P(4)
Figura 15-2

15.7 REPRESENTACION DE CONJUNTOS EN FORMA DE SUMA
DE PRODUCTOS

Esta seccion motiva el concepto de suma de productos en algebra booleana mediante un ejemplo de teoria de conjun-
tos. Considere el diagrama de Venn en la figura 15-3 de tres conjuntos A, B y C. Observe que estos conjuntos parten el
rectangulo (conjunto universo) en ocho conjuntos numerados que pueden representarse como sigue:
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Figura 15-3

1) ANBNC 3) ANB°NC 5) ANBcNC® 7) ANB°NC
2) ANBNC® 4) ANBNC 6) A°NBNCS 8) A°NB°NCE

Cada uno de estos ocho conjuntos es de la forma A* N B* N C*, donde:
A*=A0A° B*=BoBf C*=CoC°
Considere cualquier expresion de conjuntos no vacia E que implique los conjuntos A, By C, por ejemplo,
E=[ANBYUA°NCYIN[B°UC)’N(AUCY]

Entonces E representa algin area en la figura 15-3 y, por tanto, es igual en forma Unica a la unién de uno o mas de los
ocho conjuntos.

Suponga que ahora se interpreta una unién como una sumay una interseccién como un producto. Entonces los ocho
conjuntos anteriores son productos y la Unica representacion de E es una suma (unién) de productos. Esta representa-
cion Unica de E es lo misma que el desarrollo completo como suma de productos en algebras booleanas que se analiza
a continuacion.

15.8 REPRESENTACION DE ALGEBRAS BOOLEANAS EN FORMA
DE SUMA DE PRODUCTOS

Considere un conjunto de variables (o letras o simbolos); por ejemplo, X;, X,, ..., X,. Una expresion booleana E en estas
variables, lo cual algunas veces se escribe E(xy, ..., X,), es cualquier variable o cualquier expresion que se obtiene a
partir de las variables mediante las operaciones booleanas +, * y ’. (Por supuesto, la expresion E debe estar bien for-
mada; es decir, donde + y * Se usan como operaciones binarias, y ' se usa como operacion unaria.) Por ejemplo,

Er=(X+y2)+ xyzZ' +xy) vy Ey=(Xxyz +Yy) +x2)
son expresiones booleanasen x, y y z.
Una literal es una variable o una variable complementada, como x, X, y, ¥/, y asi en lo sucesivo. Un producto fun-

damental es una literal o un producto de dos o0 mas literales donde ningun par de literales implican la misma variable.
Asi,

Xz, xy'z, X, Yy, Xyz
son productos fundamentales, pero xyx'z y xyzy no lo son. Observe que cualquier producto de literales puede reducirse
a 0 0 a un producto fundamental; por ejemplo, xyx'z = 0, puesto que xx’ = 0 (ley de complemento), y xyzy = xyz por-
que yy =y (ley de idempotencia).

Un producto fundamental P, esta contenido en (o incluido en) otro producto fundamental P, si las literales de P,
también son las literales de P,. Por ejemplo, X'z esta contenido en x'yz, pero x'z no esta contenido en xy’z porque x’ no
es una literal de xy’z. Observe que si P, esta contenido en P,, por ejemplo, P, = P; x Q, entonces, por la ley de absor-
cién,

P,+P,=P,+P,«xQ=P,;

Asi, por ejemplo, X'z + x'yz = X'z.
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Definicién 15.1: Una expresion booleana E se denomina expresion de suma de productos si E es un producto funda-
mental o la suma de dos 0 méas productos fundamentales, ninguno de los cuales esta contenido en el otro.

Definicién 15.2: Sea E una expresion booleana arbitraria. Una forma de suma de productos de E es una expresion de
suma de productos booleana equivalente.

EJEMPLO 15.4 Considere las expresiones
Ei=x2'4+yz+xy7 y E,=x2'+Xyz +xyz

Aunque la primera expresion E; es una suma de productos, no es una expresion de suma de productos. En especifico, el pro-
ducto xz’ esta contenido en el producto xyz'. Sin embargo, por la ley de absorcién, E; se expresa como

E,=xt'+yz4+xyz'=x2' +xy7 +yz=x' +yz

Esto lleva a una forma de suma de productos para E,. La segunda expresion E, ya es una expresion de suma de productos.

Algoritmo para encontrar formas de suma de productos

En la figura 15-4 se proporciona un algoritmo de cuatro pasos que aplica leyes del algebra booleana para transformar
cualquier expresion booleana en una expresion de suma de productos equivalente.

Algoritmo 15.1: La entrada es una expresion booleana E. El resultado es una expresion de suma de productos
equivalente a E.

Paso 1. Seusan las leyes de DeMorgany de involucion para mover la operacion complemento en cualquier parén-
tesis hasta que la operacion complemento sélo se aplica a variables. Entonces, E s6lo consistira de sumas
y productos de literales.

Paso 2. Se usa la operacion distributiva para transformar a continuacion E en una suma de productos.

Paso 3. Se usan las leyes conmutativa, de idempotencia y de complemento para transformar cada producto en E
en 0 0 en un producto fundamental.

Paso 4. Se usan las leyes de absorcion e identidad para transformar finalmente E en una expresion de suma de
productos

Figura 15-4

EJEMPLO 15.5 Suponga que el algoritmo 15.1 se aplica a la siguiente expresion booleana:
E= ()2 (X + ¢ +2))
Paso 1. Al usar las leyes de DeMorgan y de involucion se obtiene.
E=y"+2) (X +2)+ Y +2))= Ky +2)xZ +y2)
Ahora E consiste sélo de sumas y productos de literales.
Paso 2. Al usar las leyes distributivas, se obtiene
E = xyxz' + xyyz + xz'z’ + yzz'
Ahora E es una suma de productos.
Paso 3. Al usar las leyes conmutativa, de idempotencia y de complemento, se obtiene
E=xyz +xyz+xz +0

Cada término en E es un producto fundamental o 0.
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Paso 4. El producto xz" esta contenido en xyz'; asi, por la ley de absorcién,
X2’ + (xz'y) = xz'

Entonces, es posible borrar xyz’ de la suma. También, por la ley identidad para 0, es posible eliminar 0 de la suma. En
consecuencia,

E =xyz + xz/

Ahora, E esta representada por una expresion de suma de productos.

Formas completas de suma de productos

Se dice que una expresion booleana E = E(xy, X5, ..., X,) €S una expresion completa de suma de productos si E es una
expresion de suma de productos donde cada producto P implica a todas las n variables. Cualquier producto fundamen-
tal P que utiliza a todas las variables se denomina minterm y hay un maximo de 2" productos asi para n variables. El
siguiente teorema es valido.

Teorema 15.8: Cualquier expresion booleana diferente de cero E = E(Xy, X,, ..., X,) €S equivalente a una expresion
completa de suma de productos y esta representacion es unica.

La representacion Unica anterior de E se denomina forma completa de suma de productos de E. El algoritmo 15.1
en la figura 15-4 indica como transformar E en una forma de suma de productos. La figura 15-5 contiene un algoritmo
que transforma una forma de suma de productos en una forma completa de suma de productos.

Algoritmo 15.2:  Laentrada es una expresion booleana E de suma de productos E = E(xy, X,, . .., X,). El resultado
es una expresion completa de suma de productos equivalente a E.

Paso 1. Se encuentra un producto P en E que no implique a la variable x; y luego P se multiplica por x; + X,
eliminando todos los productos repetidos. (Esto es posible puesto que x; +xi=1y P + P =P)

Paso 2. Se repite el paso 1 hasta que todo producto en E es un minterm; es decir, que todo producto P implica a
todas las variables.

Figura 15-5

EJEMPLO 15.6 Exprese E(x, Y, z) = x(y'z)’ en su forma completa de suma de productos.

a) Elalgoritmo 15.1 se aplica a E, de modo que E quede representada como una expresion de suma de productos:
E=x(yz) =x(y+2) =xy + xZ

b) Luego se aplica el algoritmo 15.1 para obtener:

E=xy(z+7')+x2(y+Y') =xyz + xyz’ + xyz’ + xy'z'
= Xyz + xyz' + xy'z/

Ahora, E esté representada en su forma completa de suma de productos.
Advertencia: La terminologia en esta seccion no se ha estandarizado. La forma de suma de productos para una expre-
sién booleana E también se denomina forma normal disyuntiva o FND de E. La forma completa de suma de productos

para E también se denomina forma normal disyuntiva completa, o forma candnica disyuntiva, o forma canénica min-
term de E.
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15.9 EXPRESIONES BOOLEANAS MINIMALES, IMPLICANTES PRIMOS

Hay muchas formas de representar la misma expresién booleana E. Aqui se define e investiga una forma de suma de
productos minimal para E. También es necesario definir e investigar implicantes primos de E puesto que la suma de pro-
ductos minimal supone tales implicantes. Hay otras formas minimales, pero su investigacion rebasa el alcance de este
texto.

Suma de productos minimal
Considere una expresion booleana de suma de productos E. Sea E; el nimero de literales en E (contadas segin multi-
plicidad), y sea Eg el nimero de sumandos en E. Por ejemplo, suponga

E =xyz' 4+ Xyt + xy'z't + x'yzt

EntoncesE, =3+3+4+4=14yEs=4.
Suponga que E y F son expresiones booleanas de suma de productos equivalentes. Se dice que E es mas simple que
F si:

)E, <F . YyEs<F, o i)E <F yEs<F,

Se dice que E es minimal si no hay ninguna expresién de suma de productos mas simple que E. Observe que puede
haber mas de una expresion minimal de suma de productos equivalente.

Implicantes primos

Un producto fundamental P se denomina implicante primo de una expresién booleana E si
P+E=E
pero ningun otro producto fundamental contenido en P tiene esta propiedad. Por ejemplo, suponga que
E =xy' + xyz’ + xyz’
Puede demostrarse (problema 15.5) que:
X2’ +E=E pero xX+E#E y Z+E#E

Asi, xz’ es un implicante primo de E.
El siguiente teorema es valido.

Teorema 15.9: Una forma de suma de productos minimal de una expresion booleana E es una suma de implicantes
primos de E.

En las siguientes subsecciones se proporciona un método para encontrar los implicantes primos de E con base en
el concepto del consenso de productos fundamentales. Asi, este método puede usarse para encontrar una forma de suma
de productos minimal para E. En la seccion 15.2 se proporciona un método geométrico para encontrar estos implican-
tes primos.

Consenso de productos fundamentales

Sean P, y P, productos fundamentales con exactamente una variable, por ejemplo X,, que aparece sin complementar
yaseaen P, o P,y aparece complementada en la otra. Entonces el consenso de P, y P, es el producto (sin repeticiones)
de las literales de P, y las literales de P, después que se han eliminado x, y X;. (No se define este consenso de P; = x
yP,=x)

El lema siguiente (que se demuestra en el problema 15.19, es valido).

Lema 15.10: Suponga que Q es el consenso de P, y P,. Entonces P, + P, + Q = P; + P,.
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EJEMPLO 15.7 Encuentre el consenso Q de P, y P,, donde

a) P,=xyzsyP,=xy't

Se eliminan y y y' y luego se multiplican las literales de P, y P, (sin repeticién) para obtener Q = xz'st.
b) Py=xy'yP,=y.

Al eliminary y y’' queda Q = x.
c) Py=xyzyP,=xyt

Ninguna variable aparece sin complementar en uno de los productos y complementada en el otro. Por tanto, P, y P, no tienen
CONsenso.

d) P,=XyzyP,=xyz"

Cada una de x y z aparecen complementadas en uno de los productos e incomplementadas en el otro. Por tanto, P, y P, no tienen
CoNsenso.

Método del consenso para encontrar implicantes primos

La figura 15-6 muestra un algoritmo, que se denomina método de consenso, que se usa para encontrar los implicantes
primos de una expresion booleana E. El siguiente teorema proporciona la propiedad fundamental de este algoritmo.

Teorema 15.11: Cuando el método de consenso finaliza, E es la suma de sus implicantes primos.

Algoritmo 15.3 (método de consenso): La entrada es una expresion booleana E = P, + P, + --- + P, donde
las P son productos fundamentales. El resultado expresa E como una suma de sus implicantes
primos (teorema 15.11).

Paso 1.  Se eliminan todos los productos fundamentales P; que incluyen a cualquier otro producto fundamental P;
(permisible por la ley de absorcion).

Paso 2. Se suma el consenso de cualquier P; y P; en el supuesto de que Q no incluye a ninguna de las P (permi-
sible por el lema 15.10).

Paso 3. Se repite el paso 1 y/o el paso 2 hasta que no es posible aplicar ninguno.

Figura 15-6

EJEMPLO 15.8 Sea E = xyz + x'z' + xyz' + x'y'z + x'yz’. Entonces:

E=xyz + X7 +xyz + xy’z (x'yz" incluye x'z2)
=xyz+ XYy +xyz +xyz+xy  (consenso de xyz y xyz')
=X7' +Xyz+xy (xyz y xyz" incluye xy)
=X7+ XYz +xy + XYy (consenso de X'z’ y X'y'z)
=X7 +xy +xy (x'y'z incluye x'y")
=X7'+xy + Xy +y7 (consenso de x'z’ y xy)

Asi, ningin paso en el método de consenso modifica a E. Por tanto, E es la suma de sus implicantes primos, que aparecen en la
altima linea; es decir, X'z', xy, X'y'y yz'.

Determinacion de una forma de suma de productos minimal
El método de consenso (algoritmo 15.3) se usa para escribir expresiones booleanas E como una suma de todos sus

implicantes primos. En la figura 15-7 se presenta un algoritmo que usa tal suma para determinar una forma de suma
de productos minima para E.
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Algoritmo 15.4: Laentrada es una expresion booleana E = P, + P, + - -- 4+ P, donde todas las P son los impli-
cantes primos de E. El resultado expresa a E como forma de suma de productos minimal.

Paso 1. Cada implicante primo se expresa como una suma de productos completa.

Paso 2. Se eliminan uno por uno los implicantes primos cuyos sumandos aparecen entre los sumandos de los
implicantes primos restantes.

Figura 15-7

EJEMPLO 15.9 El algoritmo 15.4 se aplica a la siguiente expresion E que (por el ejemplo 15.8) ahora expresa la suma de todos
sus implicantes primos:

E=X7+xy+xy +yz
Paso 1. Cada implicante primo de E se expresa como una suma de productos completa para obtener:

X7 =X7'(y+Yy)=xyz +xy7
Xy =xy(z + 2') = xyz + xyz’

X/y/ — X/y/(Z + Z/) — X/y/Z + X/y/z/
yz' = yz'(x + X') = xyz’ + x'yz’

Paso 2. Los sumandos de x'z" son X'yz y X'y'z’, que aparecen entre los otros sumandos. Por tanto, se elimina x'z’ para obtener
E=xy+xy +yz

Los sumandos de ningdn otro implicante primo aparecen entre los sumandos de los implicantes primos restantes, de modo que se
trata de una forma de suma de productos minimal para E. En otras palabras, ninguno de los implicantes primos restantes es superfluo;
es decir, no es posible eliminar ninguno sin modificar a E.

15.10 COMPUERTASY CIRCUITOS LOGICOS

Los circuitos l6gicos (que también se denominan redes Idgicas) son estructuras elaboradas a partir de ciertos circuitos
elementales denominados compuertas Idgicas. Cualquier circuito l6gico se considera como una maquina L que con-
tiene uno o mas dispositivos de entrada y exactamente un dispositivo de salida. Cada dispositivo de entrada en L envia
una sefial, especificamente, un bit (binary digit: digito binario),

0 o1

al circuito L, y L procesa el conjunto de bits para producir un bit de salida. En consecuencia, una secuencia de n bits
puede asignarse a cada dispositivo de entrada, y L procesa las secuencias de entrada bit por bit para producir una
secuencia de salida de n bits. Primero se definen las compuertas Idgicas y luego se investigan los circuitos l6gicos.

Compuertas logicas

Hay tres compuertas logicas basicas que se describen a continuacion. Se adopta la convencion de que las lineas que
entran al simbolo de la compuerta por la izquierda son las lineas de entrada y que la linea a la derecha es la linea de
salida.

a) Compuerta OR: En la figura 15-8a) se muestra una compuerta OR con entradas Ay B y salida Y = A + B, donde
“adicion” se define mediante la “tabla de verdad” en la figura 15-8b). Por tanto, la salida es Y = 0 s6lo cuando se
introducen A =0y B = 0. Esta compuerta OR puede tener més de dos entradas. En la figura 15-8¢) se muestra una
compuerta OR con cuatro entradas, A, B, C, D, yunasalidaY =A + B + C + D. Lasalidaes Y = 0 si y solo si
todas las entradas son 0.
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b)

’ OR Y=A+B
OR Y=A+B+C+D

o O wm >

a) Compuerta OR b) c)

Figura 15-8

Suponga, por ejemplo, que los datos de entrada para la compuerta OR en la figura 15-15c) son las siguientes
secuencias de 8 bits:

A =10000101, B =10100001, C = 00100100, 10010101

La compuerta OR s6lo produce 0 cuando todos los bits de entrada son 0. Esto sélo ocurre en las posiciones segun-
da, quinta y séptima (de izquierda a derecha). Por tanto, la salida es la secuencia Y = 10110101.

Compuerta AND: En la figura 15-9a) se muestra una compuerta AND con entradas Ay By salidaY =A - B (o
simplemente Y = AB) donde “multiplicacién” se define mediante la “tabla de verdad” en la figura 15-9b). Por tanto,
lasalidaY = 1 cuando se introducen A = 1y B = 1; en caso contrario, Y = 0. Una compuerta AND asi puede tener
mas de dos entradas. En la figura 15-9¢) se muestra una compuerta AND con cuatro entradas A, B, C, D y salida
Y=A.B-C.D.LasalidaesY = 1siy solo sitodas las entradas son 1.

Suponga, por ejemplo, que los datos de entrada para la compuerta AND en la figura 15-9c) son las siguientes
secuencias de 8 bits:

A =11100111, B=01111011, C=01110011, D =11101110

La compuerta AND s6lo produce 1 cuando todos los bits de entrada son 1. Esto sélo ocurre en las posiciones
segunda, tercera y séptima. Por tanto, la salida es la secuencia Y = 01100010.

Iy

AND Y=A-B AND Y=A-B-C-D

o O wm >

L_I

a) Compuerta AND b) c)

Figura 15-9

Compuerta NOT: En la figura 15-10a) se muestra una compuerta NOT, también denominada invertidor, con entra-
da Ay salidaY = A’ donde “inversion”, denotada por la prima, se define mediante la “tabla de verdad” en la figura
15-10b). Por tanto, el valor de la salida Y = A’ es lo opuesto de la entrada A; es decir, A’ =1 cuando A=0y A =
0 cuando A = 1. Se recalca que una compuerta NOT sélo puede tener una entrada, en tanto que las compuertas OR
y AND pueden tener dos 0 mas entradas.

a) Compuerta NOT b)

Figura 15-10
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Suponga, por ejemplo, que a una compuerta NOT se le indica procesar las tres secuencias siguientes:
A, =110001, A,=10001111, A;= 101100111000
La compuerta NOT cambiaOaly 1a0.Asi,
A; = 001110, A, =01110000, A;= 010011000111

son las tres salidas correspondientes.

Circuitos logicos

Un circuito I8gico L es una estructura L bien formada cuyos componentes elementales son las compuertas OR, AND
y NOT recién mencionadas. La figura 15-11 es un ejemplo de un circuito légico con entradas A, B, C y salida Y. Un
punto indica un sitio en donde la linea de entrada se separa de modo que su sefial de bits se envia en mas de una direc-
cion. (A menudo, por conveniencia en la notacidn, se omite la palabra en el interior del simbolo de la compuerta.) Al
trabajar de izquierda a derecha, Y se expresa en términos de las entradas A, B, C como sigue: la salida de la compuer-
ta AND es A - B, que luego se niega para obtener (A - B)'. La salida de la compuerta OR inferior es A’ + C, que luego
se niega para llegar a (A’ + C)'. La salida de la compuerta OR a la derecha, con entradas (A - B)'y (A" + C)’, propor-
ciona la representacion deseada; es decir,

Y=(A-B) + (A +CY
) )
>

Figura 15-11

Circuitos l6gicos como algebras booleanas

Observe que las tablas de verdad de las compuertas OR, AND y NOT son idénticas respectivamente a las tablas de
verdad de las proposiciones p Vv q (disyuncién, “p 0 q”), p A g (conjuncion, “py q”), y —p (negacion, “no p”), que
aparecen en la seccion 4.3. La Unica diferencia es que se usan 0y 1 en vez de T y F. Asi, los circuitos l6gicos cumplen
las mismas leyes que las proposiciones y entonces constituyen un algebra booleana. Este resultado se plantea formal-
mente a continuacion.

Teorema 15.12: Los circuitos l6gicos constituyen un algebra booleana.

En consecuencia, todos los términos usados con algebras booleanas, como complementos, literales, productos fun-
damentales, minterms, suma de productos y suma de productos completa, también pueden usarse con los circuitos
I6gicos.

Circuitos AND-OR

El circuito l6gico L, que corresponde a una expresion booleana de suma de productos, se denomina circuito AND-OR.
Un circuito L asi tiene varias entradas, donde:

1) Algunas entradas o sus complementos se introducen en cada compuerta AND.
2) Las salidas de todas las compuertas AND se introducen en una sola compuerta OR.
3) Lasalida de la compuerta OR es la salida del circuito L.

A continuacion se ilustra este tipo de circuito I6gico.
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EJEMPLO 15.10: La figura 15-12 es un circuito tipico AND-OR con tres entradas A, B, C y una salida Y. Resulta facil escribir
Y como una expresion booleana en las entradas A, B, C como sigue: primero se encuentra la salida de cada compuerta AND:

a) Las entradas de la primera compuerta AND son A, B, C, de modo que la salidaesA - B - C.
b) Las entradas de la segunda compuerta AND son A, B’, C, de modo que la salidaes A - B’ - C.
c) Las entradas de la tercera compuerta AND son A’y B, de modo que la salidaes A’ - B.

Asi, la suma de las salidas de las compuertas AND es la salida de la compuerta OR, que es la salida Y del circuito. Por tanto,

Y=A-B-C+A-B-C+A-B

)

AND

AND

<]
)

) L

k

Figura 15-12

Compuertas NAND y NOR

Hay dos compuertas adicionales que son equivalentes a combinaciones de las compuertas basicas recién descritas.

a) Una compuerta NAND, representada en la figura 15-13a), es equivalente a una compuerta AND seguida por una
compuerta NOT.

b) Una compuerta NOR, representada en la figura 15-13b), es equivalente a una compuerta OR seguida por una com-
puerta NOT.

Las tablas de verdad de estas compuertas (con dos entradas A y B) se muestran en la figura 15-13c). Las compuer-
tas NAND y NOR en realidad pueden tener dos 0 mas entradas, asi como las compuertas correspondientes AND y OR.
Ademas, la salida de una compuerta NAND es 0 si y solo si todas las entradas son 1, y la salida de una compuerta NOR
es 1 si y solo si todas las entradas son 0.

4 | B | NAND | NOR
NAND Y O Y 1 0 1 0
B B 0 1 1 0
0 0 1 1
a) Compuerta NAND b) Compuerta NOR )

Figura 15-13

Observe que la Unica diferencia entre las compuertas AND y NAND y entre las compuertas OR y NOR es que las
compuertas NAND y NOR estan seguidas cada una por un circulo. En algunos textos también se usa un circulo peque-
fio para indicar un complemento antes de una compuerta. Por ejemplo, las expresiones booleanas correspondientes a
dos circuitos légicos en la figura 15-14 son como sigue:

a) Y=(AB), b) Y=(A+B +C)
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A—70 A
Y B Y
B C
b)

a)

Figura 15-14

15.11 TABLAS DE VERDAD, FUNCIONES BOOLEANAS
Considere el circuito I6gico L con n = 3 dispositivos de entrada A, B, C y salida Y, por ejemplo
Y=A-B-C+A-B-C+A"-B

Cada asignacion de un conjunto de tres bits a las entradas A, B, C produce un bit de salida para Y. En total, hay
2" = 23 = 8 formas posibles de asignar los bits a las entradas como sigue:

000, o001, o010, 011, 100, 101, 110, 111

La hipotesis es que la secuencia de los primeros bits se asigna a A, la secuencia de los segundos bits se asignaa By la
secuencia de los terceros bits se asigna a C. Por tanto, el conjunto anterior de entradas puede volver a escribirse en
la forma

A =00001111, B =00110011, C =01010101

Se recalca que estas tres secuencias de 2" = 8 bits contienen las ocho combinaciones posibles de los bits de entrada.

Latabla de verdad T = T(L) del circuito L anterior consta de la secuencia de salida Y que corresponde a las secuen-
cias de entrada A, B, C. Esta tabla de verdad T se expresa mediante notacion fraccionaria o relacional; es decir, T puede
escribirse en la forma

T(A,B,C)=Y o T(L)=[AB,CY]

Esta forma para la tabla de verdad de L es esencialmente la misma que la tabla de verdad de una proposicion analiza-
da en la seccion 4.4. La Gnica diferencia es que aqui los valores para A, B, Cy Y se escriben horizontalmente, mientras
que en la seccion 4.4 se escriben verticalmente.

Considere un circuito légico L con n dispositivos de entrada. Hay muchas maneras para formar n secuencias de
entrada A, A,, ..., A, de modo que contengan las 2" combinaciones posibles de los bits de entrada. (Observe que cada
secuencia debe contener 2" bits.) Un esquema de asignacion es el siguiente:

A,: Asignar 2"~ bits que son ceros seguidos por 2" bits que son unos.
A,: Asignar repetidamente 2"~2 bits que son ceros seguidos por 2"~ bits que son unos.
A,: Asignar 2"~2 bits que son ceros seguidos por 2"~ bits que son unos.

Y asi sucesivamente. Las secuencias obtenidas de esta manera se denominan secuencias especiales. Al sustituir O por
1y 1 por0en las secuencias especiales se obtienen los complementos de las secuencias especiales.

Observacion: En el supuesto de que en la entrada estan las secuencias especiales, a menudo no es necesario distinguir
entre la tabla de verdad

TL) =[AL Ay, A, Y]

y la salida Y en si.
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EJEMPLO 15.11

a) Suponga que un circuito ldgico L tiene n = 4 dispositivos de entrada A, B, C, D. Las 2" = 2% = secuencias especiales de 16 bits
A, B, C, D son las siguientes:

A =0000000011111111, C=00110011001100110011
B =0000111100001111, D = 01010101010101010101

Es decir:
1) A empieza con ocho ceros seguidos por ocho unos. (Aqui 2"t = 2% =8.)
2) B empieza con cuatro ceros seguidos por cuatro unos y asi contintia. (Aqui 2"2 = 22 = 4))
3) C empieza con dos ceros seguidos por dos unos y asi en lo sucesivo. (Aqui 2" 3 =21 =2)
4) D empieza con un cero seguido por un uno y asi en lo sucesivo. (Aqui 2" *=2°=1)
b) Suponga que un circuito légico L tiene n = 3 dispositivos de entrada A, B, C. Las 2" = 2% = secuencias especiales de 8 bits para

A, B, Cy sus complementos A’, B, C’ son las siguientes:

A =00001111, B=00110011, C =01010101
A’= 11110000, B’=11001100, C’= 10101010

La figura 15-15 contiene un algoritmo de tres pasos para encontrar la tabla de verdad de un circuito légico L donde la salida Y
esta dada por una expresién booleana de suma de productos en las entradas.

Algoritmo 15.5: La entrada es una expresion booleana de suma de productos Y = Y(A, A,,...).
Paso 1. Se escriben las secuencias especiales para las entradas A, A,, ...y sus complementos.

Paso 2. Se encuentra cada producto que aparece en Y. (Recuerde que un producto X, - X,,--- = 1 esta en una
posicion si'y solo si todas las X;, X,, ... tienen 1 en la posicidn.)

Paso 3. Se encuentra la suma Y de los productos. (Recuerde que una suma X; + X, + - -- = 0 estd en una posicion
si y solo si todas las X;, X,,... tienen O en la posicion.)

Figura 15-15

EJEMPLO 15.12 El algoritmo 15.5 se usa para encontrar la tabla de verdad T = T(L) del circuito I6gico L en la figura 15-12 o,
en forma equivalente, de la expresién booleana de suma de productos anterior

Y=A-B-C+A-B-C+A"-B
1) Las secuencias especiales y sus complementos aparecen en el ejemplo 15.14b).
2) Los productos son los siguientes:
A-B-C=00000001, A-B’-C=00000100, A’-B = 00110000
3) Lasumaes Y = 00110101.
En consecuencia,
T (00001111, 00110011, 01010101) = 00110101

o simplemente T (L) = 00110101, donde se supone que la entrada consta de las secuencias especiales.
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Funciones booleanas

Sea E una expresion booleana con n variables xy, X,, . . ., X,. Todo el analisis anterior también puede aplicarse a E, donde
ahora las secuencias especiales se asignan a las variables x;, x,, ..., X, en vez de a los dispositivos de entrada A, A,, ...,
A,. La tabla de verdad T = T(E) de E se define de la misma forma que la tabla de verdad T = T(L) para un circuito
l6gico L. Por ejemplo, la expresion booleana

E =xyz +xyz + Xy
que es semejante al circuito I6gico L en el ejemplo 15.12 produce la tabla de verdad
T (00001111, 00110011, 01010101) = 00110101

o simplemente T (E) = 00110101, donde se supone que la entrada consta de las secuencias especiales.

Observacion: La tabla de verdad de una expresion booleana E = E(Xy, X, ..., X,) con n variables también puede
considerarse como una funcién “booleana” de B" en B. (Las algebras booleanas B" y B = {0, 1} se definen en el
ejemplo 15.1.) Es decir, cada elemento en B" es una lista de n bits que al ser asignada a la lista de variables en E pro-
duce un elemento en B. La tabla de verdad T(E) de E es simplemente la gréafica de la funcion.

EJEMPLO 15.13

a) Considere las expresiones booleanas E = E(x, y, z) con tres variables. Los ocho minterms (productos fundamentales que impli-
can a las tres variables) son los siguientes:

!/ /. 1, '~

xyz, xyzZ, xy'z, xvyz, xy'7’,

INTU

xyz’,

INC U

Xy'z
Las tablas de verdad de estos minterms (con las secuencias especiales para X, y, z) son las siguientes:

xyz = 00000001, xyz’' = 00000010, xy'z= 00000100, x'yz= 00001000
xy’ z/ = 00010000, x'yz’' = 00100000, x'y’z= 01000000, Xx'y'z’ = 10000000

Observe que cada minterm tiene el valor 1 en sélo una de las ocho posiciones.

b) Considere la expresion booleana E = xyz’ + X'yz + xy’z. Observe que E es una expresion completa de suma de productos que
contiene tres minterms. En consecuencia, la tabla de verdad T = T(E) de E, con las secuencias especiales para X, y, z puede
obtenerse facilmente a partir de las secuencias del inciso a). En especifico, la tabla de verdad T(E) contiene exactamente tres
unos en las mismas posiciones que los unos en los tres minterms en E. Asi,

T (00001111, 00110011, 01010101) = 01001010

o simplemente T (E) = 01001010.

15.12 MAPAS DE KARNAUGH

Los mapas de Karnaugh, donde los minterms que implican las mismas variables se representan con cuadrados, son
dispositivos graficos que se usan para encontrar implicantes primos y formas minimales para expresiones booleanas
con un maximo de seis variables. Aqui s6lo se abordan los casos de dos, tres y cuatro variables. En el contexto de los
mapas de Karnaugh, algunas veces los términos “cuadrado” y “minterm” se usan como sinénimos. Recuerde que un
minterm es un producto fundamental que implica a todas las variables, y que una expresion completa de suma de
productos es una suma de minterms.

Primero es necesario definir el concepto de productos adyacentes. Se dice que dos productos fundamentales P, y
P, son adyacentes si P, y P, tienen las mismas variables y si difieren exactamente en una literal. Por tanto, debe haber
una variable no complementada en un producto y una variable complementada en el otro. En particular, la suma de
estos dos productos adyacentes es un producto fundamental con una literal menos.
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EJEMPLO 15.14 Encuentre la suma de productos adyacentes P, y P, donde:

a) P=xyZyP,=xy7.
P+ P, =xyz +xyZ =xz(y +y') =xZ'(1) = x2’
b) P, =Xyzty P, =xYyz't.
P, + P, = xyzt + x'yz't = X'yt (z + ') = X'yt (1) = X'yt
c) P,=xyztyP,=xyz't.
Aqui P,y P, no son adyacentes, puesto que difieren en dos literales. En particular,
P, + P, =xYyzt + xyz't = (X' + x)y(z + ')t = (L)y(1)t = yt

d) P, =xyz'yP,=xyzt.

Aqui P, y P, no son adyacentes, puesto que tienen variables diferentes. Asi, en particular, no aparecen como cuadrados en el
mismo mapa de Karnaugh.

Caso de dos variables

El mapa de Karnaugh correspondiente a las expresiones booleanas E = E(x, y) con dos variables x y y aparece en la
figura 15-16a). EI mapa de Karnaugh puede considerarse como un diagrama de Venn donde los puntos en la parte
superior del mapa representan a x, sombreado en la figura 15-16b), y los puntos en la parte izquierda del mapa repre-
sentan a y, sombreado en la figura 15-16¢). Asi, x” se representa con los puntos en la parte inferior del mapa, y y’ con
los puntos en la parte derecha del mapa. En consecuencia, los cuatro minterms posibles con dos literales

Xy, Xy/, X/y, X/y/
estan representados por los cuatro cuadrados del mapa, como se observa en la figura 15-16d). Observe que dos de estos

cuadrados son adyacentes, como se acaba de definir, si y solo si los cuadrados son geométricamente adyacentes (tienen
un lado en comdn).

y y y y y y y y
X X X X Xy xy'
¥ ¥ x, | xy X'y
a) b) Sombreado x c) Sombreado y d)
Figura 15-16

Cualquier expresion booleana completa de suma de productos E(x, y) es una suma de minterms y, por tanto, se
representa en el mapa de Karnaugh mediante la colocacién de controles en los cuadrados apropiados. Un implicante
primo de E(x, y) es un par de cuadrados adyacentes en E o un cuadrado aislado; es decir, un cuadrado que no es adya-
cente a ningln otro cuadrado de E(X, y). Una forma de suma de productos minimal para E(x, y) consiste de un nimero
minimo de implicantes primos que cubren a todos los cuadrados de E(x, y), como se ilustra en el siguiente ejemplo.

EJEMPLO 15.15 Encuentre los implicantes primosy una forma de suma de productos minimal para cada una de las siguientes
expresiones booleanas completas de suma de productos:

a) E;=xy+xy; b)) E,=xy+xy+xy; c) Eg=xy+xy
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Esto puede resolverse mediante mapas de Karnaugh como sigue:

a) Se comprueban los cuadrados correspondientes a Xy y Xy’ como se muestra en la figura 15-17a). Observe que E; consiste de un
implicante primo, los dos cuadrados adyacentes designados por el “6valo” en la figura 15-17a). Este par de cuadrados adyacen-
tes representa la variable x, de modo que x es el Unico implicante primo de E;. En consecuencia, E; = x es una suma minimal.

y y
X v v X m X '/
X' X \(\(y ) X v

| N>
a) E; b) E, ¢) Eg

Figura 15-17

b) Se comprueban los cuadrados correspondientes a xy, X'y y x’y’ como se muestra en la figura 15-17b). Observe que E, contiene
dos pares de cuadrados adyacentes (designados por los dos 6valos) que incluyen a todos los cuadrados de E,. El par vertical
representa ay y el par horizontal representa a x’; por tanto, y y X’ son los implicantes primos de E,. Asi, E, = x" 4+ y es su suma
minimal.

c) Se comprueban los cuadrados correspondientes a xy y X'y’ como se muestra en la figura 15-17c). Observe que E, consiste de dos
cuadrados aislados que representan a xy y X'y’; por tanto, xy y X'y’ son los implicantes primos de E; y E; = xy + X'y’ es su suma
minimal.

Caso de tres variables

El mapa de Karnaugh correspondiente a las expresiones booleanas E = E(x, y, z) con tres variables X, y, z se muestra
en la figura 15-18a). Recuerde que hay exactamente ocho minterms con tres variables:

Xyz, xyz’, xy'z, xyz, Xxyz, xyz/, xXy7, xyz

Estos minterms se enumeran de modo que correspondan a los ocho cuadrados en el mapa de Karnaugh.

Ademas, para que cada par de productos adyacentes en la figura 15-18a) sea geométricamente adyacente, es nece-
sario identificar los bordes derecho e izquierdo del mapa. Esto equivale a cortar, doblar y pegar el mapa a lo largo de
los bordes, o aristas, identificados para obtener el cilindro que aparece en la figura 15-18b), donde ahora los productos
adyacentes se representan por cuadrados que tienen un borde en comun.

yz yz y7 ¥z

a)

Figura 15-18

Al considerar el mapa de Karnaugh en la figura 15-18a) como un diagrama de Venn, las areas representadas por
las variables x, y, z se muestran en la figura 15-19. En especifico, la variable x sigue representada por los puntos en la
mitad superior del mapa, segun el sombreado en la figura 15-19a), y la variable y sigue representada por los puntos en
la mitad izquierda del mapa, seguin el sombreado en la figura 15-19b). La nueva variable z se representa con los puntos
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yz Yz yz yz yz yz yz yz vz yz yz yz
X X X
x' x' x'
a) Sombreado x b) Sombreado y ¢) Sombreado z
Figura 15-19

en los cuadrantes izquierdo y derecho del mapa, seguin el sombreado en la figura 15-19¢). Por tanto, X, y'y z’ estan
representados, respectivamente, por puntos en la mitad inferior, en la mitad derecha y en los dos cuadrantes centrales
del mapa.

Por un rectangulo basico en el mapa de Karnaugh con tres variables se entiende un cuadrado, dos cuadrados adya-
centes o cuatro cuadrados que forman un rectangulo de uno por cuatro o de dos por dos. Estos rectangulos basicos
corresponden a productos fundamentales de tres, dos y una literal, respectivamente. Ademas, el producto fundamental
representado por un rectangulo béasico es el producto de justo aquellas literales que aparecen en cada cuadrado del
rectangulo.

Suponga que una expresion booleana completa de suma de productos E = E(X, Y, z) esta representada en el mapa
de Karnaugh al colocar verificaciones en los cuadrados apropiados. Un implicante primo de E es un rectangulo basico
maximal de E; es decir, un rectangulo basico contenido en E que no esta contenido en ningln rectangulo basico mas
grande en E. Una forma de suma de productos minimal para E consiste de una cubierta minimal de E; es decir, un
namero minimal de rectangulos basicos maximales de E que juntos incluyen a todos los cuadrados de E.

EJEMPLO 15.16 Encuentre los implicantes primos y la forma de suma de productos minimal para cada una de las siguientes
expresiones booleanas completas de suma de productos:

a) E; =xyz + xyz’ + xyz’ + xy'’z.

b) E, =xyz + xyz' 4+ xy'z + x'yz + x'y'z.

c) E;=xyz+xyz + xyz' + xy7' + xy'z.

Esto puede resolverse mediante el mapa de Karnaugh:

a) Se comprueban los cuadrados correspondientes a los cuatro sumandos como en la figura 15-20a). Observe que E, tiene tres
implicantes primos (rectangulos basicos maximales), encerrados en un circulo; se trata de xy, yz' y X'y'z. Todos se requieren para
cubrir a E;; por tanto, la suma minimal para E; es

E,=xy+yz +xYyz

b) Se comprueban los cuadrados correspondientes a los cinco sumandos como en la figura 15-20b). Observe que E, tiene dos
implicantes primos encerrados en un circulo. Uno es los dos cuadrados adyacentes que representan xy, y el otro es el cuadrado
de dos por dos (que genera los bordes identificados) que representa a z. Ambos se requieren para cubrir a E,; por tanto, la suma
minimal para E, es

E,=xy+1z
yZ yZ/ y/Z/ y/z yz yZ/ y/Z/ y/Z yZ yZ/ y/z/ y/Z
x|(v x| (v v 4 x| |1V
|
[P |
v © P @@
L
a)E; b) E» ) Es
Figura 15-20
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c) Secomprueban los cuadrados correspondientes a los cinco sumandos como en la figura 15-20c¢). Como se indica con los dvalos,
E, tiene tres implicantes primos xy, yz/, xX'z" y x'y’. Sin embargo, s6lo uno de los dos sombreados; es decir, uno de yz’ 0 X'z’ es
necesario en una cubierta minimal de E;. Por tanto, E; tiene dos sumas minimales:

Es=xy +yz' + Xy =xy + X7’ + Xy’

EJEMPLO 15.17 Disefie un circuito L AND-OR minimal de tres entradas con la siguiente tabla de verdad:
T=[A B, C; L] =[00001111, 00110011, 01010101; 11001101]
A partir de la tabla de verdad puede leerse la forma de suma de productos completa para L (como en el ejemplo 15.10):
L =AB'C'+AB'C+ AB'C' + AB'C + ABC

El mapa de Karnaugh asociado se muestra en la figura 15-21a). Observe que L tiene dos implicantes primos, B’y AC, en su cubier-
ta minimal; por tanto, L = B" + AC es una suma minimal para L. En la figura 15-21b) se proporciona el circuito minimal corres-
pondiente AND-OR para L.

BC BC' B'C" B'C A——]
) D ﬂ/_@ o AND
Enar ) >
Y —

a) b)

Figura 15-21

Caso de cuatro variables

El mapa de Karnaugh correspondiente a las expresiones booleanas E = E(X, y, z, t) con cuatro variables x, y, z, t se
muestra en la figura 15-22. Cada uno de los 16 cuadrados corresponde a uno de los 16 minterms con cuatro varia-
bles.

xyzt, xyzt’, xyz't, xyzt, ..., Xyzt

como se indica por las identificaciones del renglén y la columna del cuadrado. Observe que la linea superior y el lado
izquierdo estan identificados de modo que los productos adyacentes difieren precisamente en una literal. De nuevo, es
necesario identificar el borde izquierdo con el borde derecho (como se hizo con tres variables), aunque también
es necesario identificar el borde superior con el borde inferior. (Estas identificaciones originan una superficie en forma
de dona denominada toro, y el mapa puede considerarse como si realmente fuese un toro.)

7t zt’ 7Yt

Figura 15-22
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Un rectangulo bésico en un mapa de Karnaugh de cuatro variables es un cuadrado, dos cuadrados adyacentes,
cuatro cuadrados que forman un rectangulo de uno por cuatro o de dos por dos, u ocho cuadrados que forman un rec-
tdngulo de dos por cuatro. Estos rectdngulos corresponden a productos fundamentales con cuatro, tres, dos y una
literal, respectivamente. De nuevo, los rectangulos béasicos maximales son los implicantes primos. La técnica de mini-
mizacion para una expresion booleana E(x, y, z, t) es la misma que antes.

EJEMPLO 15.18 Encuentre el producto fundamental P representado por el rectangulo bésico en los mapas de Karnaugh que se
muestran en la figural5-23.

En cada caso encuentre las literales que aparecen en todos los cuadrados del rectangulo basico; P es el producto de esas lite-
rales.

a) xyy z aparecen en ambos cuadrados; por tanto, P = xy'z’.
b) Soloyy z aparecen en los cuatro cuadrados; por tanto, P = yz.

c) Solo taparece en los ocho cuadrados; por tanto, P = t.

7't 7t o Yt 7t o Yt

Xy xy k j S ///-

X'y Xy S v

Xy Xy | /v 1 v 4

a) b) ©)

Figura 15-23

EJEMPLO 15.19 Use un mapa de Karnaugh para encontrar una forma de suma de productos minimal para
E =xy' + xyz + xXy'z' + xyzt’

Se comprueban todos los cuadrados que representan a cada producto fundamental. Es decir, se comprueban los cuatro cuadra-
dos que representan a xy’, los dos cuadrados que representan a xyz, los dos cuadrados que representan a x'y’z’ y al cuadrado que
representa a x'yzt’ como en la figura 15-24. Una cubierta minimal del mapa consiste de los tres rectangulos basicos maximales
designados.

/v OI\V

¥y \¥ rj/ v

xy' Q_ v

Figura 15-24
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Los cuadrados de dos por dos representan los productos fundamentales xz y y'z’, y los dos cuadrados adyacentes (en las partes
superior e inferior) representan a yzt'. Por tanto,

E=xz+Yy7 +yzt

es una suma minimal para E.
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15.2

15.3

Escriba el dual de cada ecuacion booleana: a) (ax 1)« (0 +a)=0;b)a+ab=a+b.

a) Para obtener la ecuacion dual, se intercambian + y * y se intercambian 0 y 1. Asi,
@+0)+@=«xa)=1

b)  Primero se escribe la ecuacion con x para obtener a + (a’ x b) = a + b. Luego, el dual es a x (@' + b) = a * b, que
puede escribirse como

a@ +b)=ab
Recuerde (capitulo 14) que el conjunto D, de divisores de m es un reticulo acotado distributivo con
a+b=avb=mcm(ab) y axb=aAb=mcd(a b).

a) Demuestre que D, es un algebra booleana si m esta libre de cuadrados; es decir, si m es un producto de
primos distintos.
b) Encuentre los 4&tomos de Dy,

a) Solo es necesario demostrar que D, estd complementado. Sea x en D,,, y sea X' = m/x. Puesto que m es un producto de
primos distintos, x y x” tienen divisores primos distintos. Por tanto, x * x' = mcd(x, X) = 1y X + X' = mcm(x, X') = m.
Recuerde que 1 es el elemento cero (cota inferior) de D,,, y que m es el elemento identidad (cota superior) de D,,. Por
tanto, X" es un complemento de x, por lo que D,, es un &lgebra booleana.

b) Los atomos de D, son los divisores primos de m.

Considere el algebra booleana D,,,.

a) Escriba sus elementos y trace su diagrama.

b) Encuentre el conjunto A de 4tomos.

c) Encuentre dos subalgebras con ocho elementos.

d) ¢X={1,2,6, 210} es un subreticulo de D,;,? ¢Una subélgebra?
e) ¢Y=4{1,2,3,6}esunsubreticulo de D,;,? ¢Una subéalgebra?

a) Losdivisoresde 210son 1, 2, 3,5, 6, 7, 10, 14, 15, 21, 30, 35, 42, 70, 105 y 210. El diagrama de D,,, se muestra en
la figura 15-25.

b) A={2, 3,5, 7}, el conjunto de divisores primos de 210.

c) B=4{123,356,70,105, 210}y C={1,5, 6, 7, 30, 35, 42, 210} son subalgebras de D,;.

d) Xes un subreticulo puesto que esta linealmente ordenado. Sin embargo, X no es una subalgebra puesto que 35 es el
complemento de 2 en D,,, pero 35 no pertenece a X. (De hecho, un algebra booleana con mas de dos elementos esta
linealmente ordenada.)

e) Y esun subreticulo de D,;, puesto que esta cerrado bajo + y . Sin embargo, Y no es una subalgebra de D,,, puesto
que no es cerrada bajo complementos de D,,,; por ejemplo, 35 = 2’ no pertenece a Y. (Se observa que Y en si es un
algebra booleana; de hecho, Y = Dg).
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154

155

210

N ==~

2\3\1//5,7

Figura 15-25

Encuentre el nimero de subalgebras de D,y,.
Una subalgebra de D,,, debe contener dos, cuatro, ocho o dieciséis elementos.

i) Solo puede haber una subalgebra con dos elementos que consiste de la cota superior 210 y la cota inferior 1; es decir,
{1, 210}.

if) Puesto que D,,, contiene dieciséis elementos, la tnica subélgebra con dieciséis elementos es D,;, mismo.

iii) Cualquier subalgebra con cuatro elementos es de la forma {1, x, X/, 210}; es decir, consiste de las cotas superior e
inferior y de un elemento no acotado y su complemento. En D,,, hay catorce elementos no acotados, de modo que hay
14/2 = 7 pares {x, x'}. Por tanto, D,,, tiene siete subalgebras de cuatro elementos.

iv) Cualquier sub&lgebra S de ocho elementos contiene de suyo tres 4&tomos s;, S,, 5. Es posible escoger s; y s, como
cualquiera de los cuatro atomos de D, y luego s; debe ser el producto de los otros dos dtomos; por ejemplo, puede
hacerse s; = 2,5, = 3,53, =5 - 7 = 35 (lo cual determina la subalgebra B anterior), o puede hacerse s, =5, s, = 7,
s3 =2 - 3 =6 (que determina la subalgebra C anterior). Hay (‘2‘) = 6 formas de escoger s; y s, de los cuatro 4tomos de
D,y Y asi Dy, tiene seis subalgebras de ocho elementos.

En consecuencia, D,y tiene 1 + 1 + 7 + 6 = 15 subalgebras.

Demuestre el teorema 15.2: sean a, b, ¢ elementos arbitrarios en un algebra booleana B.

i) Leyes de idempotencia:

58) a+a=a 5b) axa=a
ii) Leyes de acotamiento:
6a) a+1=1 6b) ax0=0
iii) Leyes de absorcion:
7a) a+(axb)=a 7b) ax(a+b)y=a

iv) Leyes asociativas:
8a) (@a+b)+c=a+(b+c) 8) (axb)yxc=ax(bxc)
5b) a=axl=ax(@a+a)=@xa)+(@axa)=(@xa)+0=axa
5a) Se concluye del inciso 5b) y la dualidad.
6b) ax0=(@*0)+0=(ax*x0)+(@axa)=ax(0+a)=ax(@+0)=axa =0
6a) Se concluye del inciso 6b) y la dualidad.
70) ax(a+b)=(@+0)x(@a+b)=a+@0xb)=a+(bx0)=a+0=a
7a) Se concluye del inciso 7b) y la dualidad.

8b) SeanL = (a*b)xcyR =ax* (bx*c). Esnecesario demostrar que L = R. Primero se demuestraquea + L =a + R.
Al usar los dos ultimos pasos de las leyes de absorcion,

a+L=a+(axb)yxc)=(@+(@xh)x(@a+c)=ax(@a+c)=a
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También, al usar el ultimo paso de la ley de absorcion,
a+R=a+(@x(=xc)=>@+a)x(@a+(=xc)=ax@+(bx*xc)=a
Por tanto, a + L = a + R. A continuacién se demuestra que @’ + L = a’ + R. Se tiene

a+L=a+((@axb)xc)=(@ + (ax*h)) @ +c)
=(@+a)x@ +b)x@+c)=(1=*(@ +b) =@ +c)
=@ +b)x@+c)y=a + (b=c)

También,

a+R=a+@x*(bx*c)=(@ +a)*x(@ + (bx*c))
=1x@+(x*c)=a +(bxc)

Por tanto, a’ + L = a’ + R. En consecuencia,

L=0+L=(@a=*xa)+L=(@+L)x@+L)=@+R)*x(@ +R)
=(@xa)+R=0+R=R

8a) Se concluye del inciso 8b) y la dualidad.

15.6  Demuestre el teorema 15.3: sea a cualquier elemento de un algebra booleana B.

i) (Unicidad del complemento) Sia+x=1ya=x =0, entonces x = a’.
ii) (Ley de involucion) ()" = a.
iii) 9a)0'=1;9b) 1'=0.

i) Se tiene:
d=a+0=a+@xx)=@+a)x@+x)=1x@ +x)=a +x
También,
X=X+0=x+(@*xad)=x+a)s(x+a)=1lx(x+a)=x+2a
Portanto,x=x+a' =a +x=a’

ii) Por definiciéon de complemento, a + a'= 1y a*a’= 0. Por conmutatividad, 8’ + a =1y a’ « a = 0. Por unicidad del
complemento, a es el complemento de &’; es decir, a = (a')".

iii) Por la ley de acotamiento 6a); 0 + 1 =1, y por el axioma de identidad 3b), 0 * 1 = 0. Por la unicidad del complemen-
to, 1 es el complemento de O; es decir, 1 = 0’. Por dualidad, 0 = 1'.
15.7 Demuestre el teorema 15.4: (leyes de DeMorgan): 10a) (a +b) = a’«b’. 10b) (axb) =a’' + b’

10a) Es necesario demostrar que (a + b) + (@ *b) =1y (a + b) x (&’ * b") = 0; asi, por unicidad del complemento,
a’'x b’ = (a+b'). Se tiene:

@+b)+@x*b)=b+a+@=x«xb)=b+(@+a)*@+b)
=b+1lx@+b)=b+a+b=b+b+a=1+a=1

También,

(@+b)x@x*b)=(@a+h)xa)xb
=(axa)+(bxa)xb'=0+(b=xa))*xb
=((h=*xa)xb'=(hbx*xb)xa’'=0xa' =0

Por tanto, 8’ « b’ = (a + h)".

10b) Principio de dualidad (teorema 15.1).
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15.8

15.9

Demuestre el teorema 15.5: las siguientes expresiones son equivalentes en un algebra booleana:
Da+b=b;, 2)axb=a 3)a+b=1 4)axb =0

Por el teorema 14.4, 1) y 2) son equivalentes. Se demuestra que 1) y 3) son equivalentes. Suponga que 1) se cumple.
Entonces

a+b=a+@+b)=@+a)+b=1+b=1
Ahora suponga que 3) se cumple. Entonces
at+b=1x@+hb)y=@ +b)x(@a+b)y=(@=*a)+b=0+b=b

Por tanto, 1) y 3) son equivalentes.
A continuacion se demuestra que 3) y 4) son equivalentes. Suponga que 3) se cumple. Entonces por las leyes de De
Morgan y la ley de involucion,

0=1 =@ +b)y=a"«b'=axb
A laiinversa, si 4) se cumple, entonces
1=0=(@x*h)=a+b"=a +b
Por tanto, 3) y 4) son equivalentes. En consecuencia, las cuatro expresiones son equivalentes.

Demuestre el teorema 15.6: la transformacion f: B — P(A) es un isomorfismo donde B es un algebra booleana,
P(A) es el conjunto potencia del conjunto A de dtomos y

f) ={a, &, ..., a}
donde x = a; +-- -+ @, es la Unica representacion de a como una suma de atomos.

Recuerde (capitulo 14) que si las a son 4tomos, entonces a? = a, pero a;8; = 0 para a; # a;. Suponga que X, y estanen By
que

X=a;+ - +a +b + - +b
y=bi+ - +bi+c+ o+

donde
A:{al,..., ar, bl""’ bS’Cl""‘ Ct’dl""'dk}
es el conjunto de atomos de B. Entonces

X+y=a;+-+a+b +-+b+c 4+ +g
Xy =Db; 4 - 4 by

Por tanto
foc+y) ={ag ., au by, by €, 63
={ay,....a, by, b U{by,. by Cyp g}
=f(x) Uf(y)
f(xy) ={by,..., b}

={ay,....,a, by,.... b3 N {by,.... by cyoi )
=f(x) Nf(y)

Sea

y=¢+--+¢+d +-+d..Entoncesx+y=1yxy=0,yasiy=x
Por consiguiente

f(X)={cy,....cp .., dF ={ay,..., a, by,..., b} = (F(x))°

Puesto que la representacién es Unica, f es uno a uno y sobre. Por tanto, f es un isomorfismo de un algebra booleana.
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EXPRESIONES BOOLEANAS

15.10

15.11

15.12

15.13

15.14

Reduzca los siguientes productos booleanos a 0 0 a un producto fundamental:

a) xyxz; b) xyzy; c) xyzyx; d) xyz'yx7

Use las leyes conmutativa x * y =y x X, de complemento x * X' = 0 y de idempotencia X % X = x:
a) xyXz=xxyz=0yz=0

b) xyzy = xyyz = xyz

c) Xxyz'yx = xxyyz' = xyz’
d) xyz'yxz' =xx'yyzzZ =0yz =0

Exprese cada expresion booleana E(x, y, z) como una suma de productos y luego en su forma completa de suma
de productos: a) E = x(xy' + Xy +Yz); b)E=z(X'+VY)+V.

Primero se usa el algoritmo 15.1 para expresar E como una suma de productos, y luego se usa el algoritmo 15.2 para expre-
sar E como una suma de productos completa.

a) Primero se tiene E = xxy’ + xX'y + xy'’z = xy’ + xy'z. Luego
E=xy'Z+2)+xyz=xyz+xy7 +xyz=xyz + xy'?
b) Primero se tiene
E=zX'+y)+y =xz+yz+Y
Luego

E=X7+yz+y =x2(y +Y) + yz(x + x) + y'(x + x)(z + Z)
=XYZ +XY7 4+ xXyz + Xyz +Xy'z2 + xy'7' + xXy'z + xXy'7

=XyZ + XYz + xy'Z + x'yz + xy'z + xy'7’

Exprese E(x, y, z) = (X' 4+ y)’ + X'y en su suma de productos completa.

Se tiene E = (X' +y)" + X'y = xy’ + X'y, que seria la forma de suma de productos completa de E si E fuese una expresion
booleana en x y y. No obstante, se ha especificado que E es una expresion booleana en las tres variables x, y, z. Entonces,

E=xy +xXy=xy'(z+2)+xXy(z+2)=xyz+ xy'7' + x'yz + xyz’

es la forma completa de suma de productos de E.

Escriba cada expresion booleana E(X, y, z) como una suma de productos y luego en su forma completa de suma
de productos: a) E =y(x +yz)’; b) E=x(xy + Y + XYy).

a) E=y(XYy2))=yx(y +2) =yxy + xyz=xyz
que ya esta en su forma completa de suma de productos.
b)  Primero se tiene E = xxy + xy’ + xx'y = xy + xy’. Luego

E=xy(z+2)+xy'z+2)=xyz+xyz + xy'z + xy'7’

Enuncie cada expresion de E(A, B, C) de conjuntos A, B, C como una union de intersecciones:
AQ)E=(AUB)N(C°UB); bH)E=(BNC)N(A°NC)°

Se usa notacion booleana: " para el complemento, + para la unién y x (o yuxtaposicién) para la interseccion, y luego E se
expresa como una suma de productos (union de intersecciones).

a) E=(A+B)(C +B)=AB(C +B)=ABC +ABB=ABC 0E=ANBNCE
b) E=(BC)(A'+C) =(B +C)AC®)=ABC +AC 0E=(ANB*NC%N(ANCE
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15.15

Sea E = xy’' + xyz’ + x'yz’. Demuestre que a) x2’ + E=E; b)x + E#E;c) 7 + E#E.

Puesto que la forma completa de suma de productos es Unica, A + E = E, donde A # 0, si y solo si los sumandos en forma
completa de suma de productos para A estan entre los sumandos en forma completa de suma de productos para E. Asi,
primero se encuentra la forma completa de suma de productos para E:

E=xy(z+72)+xyz + Xyz =xy'z + xy'7 + xyz’ + X'yz’
a) Exprese xz’ en forma completa de suma de productos:
X' =xz2'(y+y)=xyz +xy'7
Puesto que los sumandos de xz’ estan entre los de E, se tiene xz’' + E = E.
b) Exprese x en forma completa de suma de productos:
X=X +Y)z+2)=xyz +xyz’ + xy'z + xy7

El sumando xyz de x no es un sumando de E; por tanto, x 4+ E # E.
c) Exprese z’ en forma completa de suma de productos:

INC U

=7+ X)y+Y)=xyZ +xy7 + xyz + xy'z

El sumando x'y'z’ de z’ no es un sumando de E; por tanto, 2’ + E # E.

EXPRESIONES BOOLEANAS MINIMALES, IMPLICANTES PRIMOS

15.16

15.17

15.18

Para cualquier expresion booleana de suma de productos E, sean E, el nimero de literales en E (contando la
multiplicidad) y Eg el nimero de sumandos en E. Encuentre E; y E¢ para cada una de las siguientes expresio-
nes:

a) E=xyz+ X7 + yz’ +x c) E = xyt' + xy'zt + xz't
PYE=xyz+xyz+y+yzZ+xz d)E=(Xy +2)+xy

Simplemente se suma el nimero de literales y el nimero de sumandos a cada expresion:

a) E,=3+2+241=38, Es=4.
b) E,=3+3+1+2+2=11, Eg=5
c) E =3+4+4+3=10, Es=3.

d) Debido a que E no esté escrito como una suma de productos, E, y Eg no estan definidos.

Dado que E y F son sumas de productos booleanas equivalentes, se define:
a) E es massimple que F; b) E es minimal.

a) Eesmassimpleque FsiE, <F yEs<FgosiE <F yEs<Fs
b)  E es minimal si no hay ninguna expresion equivalente de suma de productos mas simple que E.

Encuentre el consenso Q de los productos fundamentales P, y P, donde:

a) P, =xyz, P, =xyt c) Py =xy7, P, =Xyt

b) P, =xyzt,P,=xzt  d) P, =xyz/, P, = xz't

El consenso Q de P, y P, existe si hay exactamente una variable; por ejemplo x,, que estd complementada en una de P; y

P, e incomplementada en la otra. Asi, Q es el producto (sin repeticion) de las literales en P, y P, después que se han elimi-

nado X, Y Xi:

a) Seeliminany’yyy luego se multiplican las literales P, y P, (sin repeticion) para obtener Q = xz't.

b) Laeliminaciénde z’y z llevaa Q = xyt.

c) No tienen consenso puesto que tanto x como z aparecen complementadas en uno de los productos e incomplementadas
en el otro.

d) No tienen consenso puesto que ninguna variable aparece complementada en uno de los productos e incomplementada
en el otro.
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Demuestre el lema 15.10: suponga que Q es el consenso de P, y P,. Entonces P, + P, + Q = P, + P,.
Puesto que las literales se conmutan sin pérdida de generalidad, puede suponerse que
Po=aa a,t P,=bb, --b,t, Q=aa, - abb, b

Luego, Q = Q(t + t') = Qt + Qt". Debido a que Qt contiene a P;, P; + Qt = P,; y porque Qt’ contiene a P, P, + Qt' = P,.
Entonces

Pi+P;+Q=P;+P,+Qt+Qt'= (P, +Qt) + (P, + Q) =P, + P,

Sea E = xy’' + xyz’ + x'yz". Encuentre: a) Los implicantes primos de E; b) una suma minimal para E.
a) Elalgoritmo 15.3 (método del consenso) se aplica como sigue:

E=xy + xyz' + x'yz’ + xz’ (consenso de xy’y xyz')

=xy' + xyz' +x2' (xyz' incluye a xz')
=xy +Xyz'+xz' +yz (consenso de x'yz'y xz')
=xy +xz' +yz (X'yz' incluye a yz)

Ningun paso en el método del consenso puede aplicarse ahora. Por tanto, xy’, xz' y yz’ son los implicantes primos de E.
b) Elalgoritmo 15.4 se aplica con cada implicante primo de E en forma completa de suma de productos para obtener:

Xy =xy'(z+72)=xy'z+ xy7?
x2'=xz'(y + V) = xyz’ + xy'?’
yz' = yz'(x + X') = xyz’ + X'yz’

Sélo los sumandos xyz’ y xy’z’ de xz" aparecen entre los otros sumandos y entonces es posible eliminar xz’ como super-
fluo. Asi, E = xy’ + yz’ es una suma minimal para E.

Sea E = xy + y't + x'yz’ + xy'zt". Encuentre: a) Los implicantes primos de E; b) una suma minimal para E.

a) Elalgoritmo 15.3 (método del consenso) se aplica como sigue:

E=xy +Vyt+xyz + xyzt’ + xzt’ (consenso de xy y xy'zt)

=Xy + Yt + Xyz' + xzt (xy'zt’ incluye a xzt')
=Xy + Yt + xyz’ + xzt’ + yz’ (consenso de xy y X'yz)
=Xy +y't+xzt' +yz’ (X'yz" incluye a yz')
=Xy + Yt +xzt' +yz’ + xt (consenso de xy y y't)
=Xy +Yyt+xzt' +yz' +xt+xz  (consenso de xzt'y xt)
=Xy +yt+yz +xt+xz (xzt’ incluye a xz)

=Xy +VYt+yZ +xt+xz+7 (consenso de y'ty yz')

Ningln paso en el método del consenso puede aplicarse ahora. Por tanto, los implicantes primos de E son xy, y't, yz/,
xt, xz, y z't.

b) Se aplica el algoritmo 15.4; es decir, cada implicante primo de E se escribe en forma completa de suma de productos
y luego se eliminan uno por uno los superfluos, es decir, aquellos sumandos que aparecen entre otros sumandos. Al
final da

E=yt+xz+y7

como una suma minimal para E.

COMPUERTAS LOGICAS

15.22 Exprese la salida Y como una expresion booleana en las entradas A, B, C para el circuito légico en:

a) Figura 15-26a); b) Figura 15-26b).

a) Las entradas a la primera compuerta AND son Ay B, y a la segunda compuerta AND son B’y C. Por tanto, Y = AB’
+B'C.

b) Las entradas a la primera compuerta AND son Ay B’, y a la segunda compuerta AND son A"y C. Por tanto, Y = AB’
+ A'C.
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A A
AND AND
B
AND AND
C C—
a) b)
Figura 15-26
4 ° >0
B ® ®
C

-
S
Sibs

Figura 15-27

15.23 Exprese la salida Y como una expresion booleana en las entradas A, B, C para el circuito I6gico en la figura
15-27.

La salida de la primera compuerta AND es A'BC, de la segunda compuerta AND es AB'C’, y de la tltima compuerta AND
es AB’. Asi,

Y =ABC + AB'C’ + AB’
15.24 Exprese la salida Y como una expresion booleana en las entradas A, B, C para el circuito I6gico en:

a) Figura 15-28a); b) Figura 15-28b).

A Do
NOR NAND
B
B Y
AND
C
c

a) b)
Figura 15-28

a) Lasalida de la compuerta AND es BC, de modo que las entradas a la compuerta NOR son A y BC. Por tanto, (A +
BC)’ es la salida de la compuerta NOR. En consecuencia, las entradas a la compuerta OR son (A + BC)'y B; por tanto,
Y= (A+BC) +B.
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b) La salida de la compuerta NAND es (A'B)’, y la salida de la compuerta NOR es (A + C)'. Por tanto, Y = (A'B)’ +
(A+C).
15.25 Exprese la salida Y como una expresién booleana en las entradas A y B para el circuito l6gico en la figura 15-29.

Aqui, un pequefio circulo en el circuito significa complemento. Por tanto, la salida de las tres compuertas a la izquierda son
AB’, (A + B)'y (A'B)’". Por tanto,

AND

AND

Figura 15-29

15.26 Dibuje el circuito l6gico L con entradas A, B, C y salida Y que corresponde a cada expresion booleana:
a)Y=ABC+AC +BC’; b)Y=ABC+ ABC'+ ABC"

Estas expresiones son sumas de productos. Por tanto, L es un circuito AND-OR que tiene una compuerta AND para cada
producto y una compuerta OR para la suma. El circuito necesario se muestra en la figura 15-30a) y b).

4 o o 4 o °
B AND B—e————>d AND
c—e c—e

D ANDD_:) o Y AND)_:) on -

AND AND
o] >

a) Y=ABC+A4'C' +B'C’ b) Y=AB'C+ABC' + AB'C’

Figura 15-30

TABLAS DE VERDAD
15.27 Encuentre la secuencia de salida Y para una compuerta AND con entradas A, B, C (o, en forma equivalente,
paraY = ABC), donde:

a) A=111001; B =100101; C = 110011.
b) A=11111100; B =10101010; C = 00111100.
c) A=00111111; B =11111100; C = 11000011.
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15.28

15.29

15.30

15.31

La salida Y = 1 para una compuerta AND si y solo si hay unos en todas las posiciones de las secuencias de entrada.
Asi:
a) Solo las posiciones primera y Gltima tienen unos en las tres secuencias. Por tanto, Y = 100001.

b) Sdlo las posiciones tercera y quinta (al leer de izquierda a derecha) tienen unos en las tres secuencias. Por tanto,
Y = 00101000.

c) Ninguna posicidn tiene unos en las tres secuencias. Por tanto, Y = 00000000.

Encuentre la secuencia de salida Y para una compuerta OR con entradas A, B, C (o, en forma equivalente, para
Y =A + B + C), donde:

a) A =100001; B =100100; C = 110000.
b) A =11000000; B = 10101010; C = 00000011.
c) A=00111111; B =11111100; C = 11000011.

La salida Y = 0 para una compuerta OR si y solo si hay ceros en todas las posiciones de las secuencias de entrada. Asi:

a) Solo las posiciones tercera y quinta tienen ceros en las tres secuencias. Por tanto, Y = 110101.

b) Sdlo las posiciones cuarta y sexta (al leer de izquierda a derecha) tienen ceros en las tres secuencias. Por tanto,
Y =11101011.

c) Ninguna posicidn tiene ceros en las tres secuencias. Por tanto, Y = 11111111.

Encuentre la secuencia de salida Y para una compuerta NOT con entrada A (o, en forma equivalente, paraY =
A, donde:

a) A=00111111; b)A=11111100; c)A = 11000011.
La compuerta NOT cambiaOa 1y 1a0. Por tanto:
a) A’ =11000000; b) A’=00000011; c)A’=00111100.

Considere el circuito Idgico L conn =5 entradas A, B, C, D, E 0, en forma equivalente, considere una expresion
booleana E con cinco variables Xy, X, X3, X4, Xs.

a) Encuentre las secuencias especiales para las variables (entradas).
b) ¢De cuantas formas diferentes es posible asignar un bit (0 0 1) a cada una de las n = 5 variables?
c) ¢Cual es la propiedad mas importante de las secuencias especiales?

a) Todas las secuencias tienen longitud 2" = 2° = 32. Consisten de bloques alternos de ceros y unos, donde las longitudes
de los bloques son 2" ! = 2* = 16 para x;, 2"2 = 2° = 8 para x,, ..., 2"° = 2° = 1 para xs. Asi:

X, = 00000000000000001111111111111111
X, = 00000000111111110000000011111111
X3 = 00001111000011110000111100001111
X, = 00110011001100110011001100110011
xs = 01010101010101010101010101010101

b) Hay dos formas, 0 0 1, de asignar un bit a cada variable, de modo que hay 2" = 25 = 32 formas de asignar un bit a
cada una de las n = 5 variables.

c) Las 32 posiciones en las secuencias especiales proporcionan las 32 combinaciones posibles de bits para las cinco
variables.

Encuentre la tabla de verdad T = T(E) para la expresion booleana E = E(x, y, z) donde:

a)E=xz+Xy;b)E=xyz+xy + 7.

Las secuencias especiales para las variables x, y, z y sus complementos son:

x =00001111, y=00110011, z=01010101
x'=11110000, y’= 11001100, z'= 10101010

a) Aquixz= 00000101y x'y = 00110000. Entonces E = xz + x'y = 00110101. Por tanto
T(00001111, 00110011, 01010101) = 00110101

o simplemente T(E) = 00110101, donde se supone que la entrada consiste de las secuencias especiales.
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b) Agqui xy'z = 00000100, xy = 00000011, y z’ = 01010101. Entonces E = xy'z + xy + z’ = 01010111. Por tanto
T(00001111, 00110011, 01010101) = 01010111

Encuentre la tabla de verdad T = T(E) para la expresion booleana E = E(x, y, z) donde:
a) E=xyz +xyz; b)E=xyz+xyz+ XYz

Aqui E es una expresion completa de suma de productos que es la suma de minterms. En el ejemplo 15.13 se proporcionan
las tablas de verdad de los minterms (usando las secuencias especiales). Cada minterm contiene un solo 1 en su tabla de
verdad; por tanto, la tabla de verdad de E tiene unos en las mismas posiciones que los unos en los minterms en E. Asi:

a) T(E) = 00001010; b) T(E) = 01000101

Encuentre la tabla de verdad T = T(E) para la expresion booleana
E=EXY 2 =(XYy)yz +x(yz + 7
Primero exprese E como una suma de productos:
E=X+VY)yZ + Xyz+ X7 =xyz +yyz' + x'yz + X7’
=xyz' + Xyz + X7/
Luego, exprese E como una suma de productos completa:
E=xyz +xyz+ X7y +VY)
=xyz' + Xyz + x'yz' + xy'7
Asi como en el problema 15.32, se usan tablas de verdad para los minterms que aparecen en el ejemplo 15.13 para obte-
ner T(E) = 10101010.
Encuentre la expresion booleana E = (X, y, z) correspondiente a la tabla de verdad:
a) T(E) = 01001001; b) T(E) = 00010001.

Cada 1 en T(E) corresponde al minterm con el 1 en la misma posicion (use las tablas de verdad para los minterms que
aparecen en el ejemplo 15.13). Por ejemplo, el 1 en la segunda posicién corresponde a x'y’z cuya tabla de verdad tiene un
solo 1 en la segunda posicion. Entonces, E es la suma de esos minterms. Asi:

Q) E=xYy7z+Xyz+xyz; b)E=xyz + xyz

(De nuevo se supone que la entrada consiste de las secuencias especiales.)

MAPAS DE KARNAUGH

15.35

Encuentre el producto fundamental P representado por cada rectangulo basico en el mapa de Karnaugh en la
figura 15-31.

En cada caso se encuentran las literales que aparecen en todos los cuadrados del rectangulo bésico; asi, P es el producto de
esas literales.

a) x'yz aparecen en ambos cuadrados; por tanto, P = X'z

b) xy zaparecen en ambos cuadrados; por tanto, P = xz.

c) Solo z aparece en los cuatro cuadrados; por tanto, P = z.

X X D v X v
InacEE 7

a) b) c)
Figura 15-31
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15.36 Sea R un rectdngulo basico en un mapa de Karnaugh para cuatro variables x, y, z, t. Determine el nimero de
literales en el producto fundamental P correspondiente a R en términos del nimero de cuadrados en R.

P tendra una, dos, tres o cuatro literales en tanto que R tenga ocho, cuatro, dos o un cuadrado.

15.37 Encuentre el producto fundamental P representado por cada rectangulo basico en el mapa de Karnaugh en la
figura 15-32.

En cada caso se encuentran las literales que aparecen en todos los cuadrados del rectdngulo basico; asi, P es el producto de
esas literales. (EI problema 15.36 indica el nimero de tales literales en P.)

a) EnRhaydos cuadrados; por tanto, P tiene tres literales. En este caso, X', y', t’ aparecen en ambos cuadrados; por tanto,

P =xYy't.
b) EnR hay cuatro cuadrados; por tanto, P tiene dos literales. Aqui, s6lo y"y t aparecen en los cuatro cuadrados; por tanto,
P=yt

c) EnR hay ocho cuadrados; por tanto, P tiene s6lo una literal. Especificamente, s6lo y aparece en los ocho cuadrados;
por tanto, P =y.

zt zt' z't z't zt zt' z't z't zt zt Z't z't
Xy xy xy % 1/ 1/ 1/
xy' '/ ﬁ xy'
oy QD oy d v oy
X'y Xy X'y ﬁ S
a) b) <)
Figura 15-32

15.38 Sea E la expresién booleana proporcionada en el mapa de Karnaugh en la figura 15-33.
a) Escriba E en su forma completa de suma de productos. b) Encuentre una forma minimal para E.
a) Los siete productos fundamentales verificados se enumeran para obtener
E = xyz't' + xyz't + xy'zt + xy'zt’ + x'y'zt + X'y'zt’ + x'yz't’

b) El rectdngulo basico maximal de dos por dos representa a y'z puesto que sélo y"y z aparecen en los cuatro cuadrados.
El par horizontal de cuadrados adyacentes representan xyz’, y los cuadrados adyacentes que se traslapan en los bordes
superior e inferior representan a yz't'. Ya que para una cubierta minimal se requieren los tres rectangulos,

E=vyz+xyz' +yz't

es la suma minimal para E.

15.39 Considere las expresiones booleanas E; y E, en las variables x, y, z, t proporcionadas por los mapas de Karnaugh
en la figura 15-34. Encuentre una suma minimal para a) E;; b) E,.

a) Soloy aparece en los ocho cuadrados del rectangulo basico maximal de dos por cuatro, y el par designado de cuadra-
dos adyacentes representa a xzt'. Ya que para una cubierta minimal se requieren los dos rectangulos,

E=y +xzt’

es la suma minimal para E;.
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A L L zt o Yt zt o Yt
Xy &/ ’ h Xy % Xy % %
_..-/
, X / 7 X /
o 1T y VI v y /V\
Xy I\ v i v |V Xy |Cv Vil v | vV
Xy I\ v Soj )
Xy X'y %
dEEG
a)E, b) E,
Figura 15-33 Figura 15-34

b) Los cuatro cuadrados en las esquinas forman un rectangulo basico maximal de dos por dos que representa a yt, puesto
que s6lo y y t aparecen en los cuatro cuadrados. El rectangulo basico maximal de cuatro por uno representa a xy’ y los
dos cuadros adyacentes representan a y'zt". Ya que para una cubierta minimal se requieren los tres rectangulos,

E, =yt + XYy +yzt

es la suma minimal para E,.

15.40 Considere las expresiones booleanas E; y E, en las variables x, y, z, t proporcionadas por los mapas de Karnaugh
en la figura 15-35. Encuentre una suma minimal para a) E;; b) E,.

a) Hay cinco implicantes primos, designados por los cuatro 6valos y el circulo con linea discontinua. Sin embargo, este
circulo no es necesario para cubrir a todos los cuadrados, mientras que los cuatro 6valos si son necesarios. Por tanto,
los cuatro Gvalos constituyen la suma minimal para E,; es decir,

E, =xzt' + xyZ' + Xyz + X7t

b) Hay cinco implicantes primos, designados por los cinco 6valos, dos de los cuales aparecen con linea discontinua. Sélo
uno de estos dos 6valos se requiere para cubrir el cuadrado x'y'z't'. Asi, para E, hay dos sumas minimales, como
sigue:

E, =Xy + yt+xy't' +yz't = xy + yt + xy't' + xz't’

zt

2t !
Xy m Xy j 4
Xy vk /\E % v |7V
< ] =
Xy’ Q DL, Xy }(1/:1‘
Xy W Xy (?\ v '\\-/I; 4
a)E, L b E,

Figura 15-35

15.41 Use un mapa de Karnaugh a fin de encontrar una suma minimal para:

a) E;=xyz+Xyzt+yzt' + xyzt' + xy'z't'.
b) E,=yt +y7zt+xyzt+yzt.
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a)

b)

Se comprueban los dos cuadrados correspondientes a cada uno de x'yz y y'zt’, y se comprueba el cuadrado correspon-
diente a cada uno de x'yz't y xy'z't". Asi se obtiene el mapa de Karnaugh en la figura 15-36a). Una cubierta minimal
consiste de los tres dvalos designados. Por tanto, una suma minimal para E, es la siguiente:

E, =zt' + xy't' + x'yt

Se comprueban los cuatro cuadrados correspondientes a zt', los dos cuadrados correspondientes a cada uno de y'z't y
yzt', y el cuadrado correspondiente a X'y'zt. Asi se obtiene el mapa de Karnaugh en la figura 15-36b). Una cubierta
minimal consiste de los tres rectangulos bésicos maximales designados. Asi, una suma minimal para E, es la siguiente:

E, =zt' + xy't' + X'yt

PA | S 4 S 4 AN { R 4 S 4
" (V) X (V\
xy’ ZE Xy’ 4 ﬂ— 4
Xy % N diaINE
Xy | v Q/) 4 Xy 4
a) E, b) E,
Figura 15-36

15.42 Encuentre una forma de suma de productos minimal para la expresion booleana E con las siguientes tablas de

verdad:
a) T(00001111, 00110011, 01010101) = 10100110.
b) T(00001111, 00110011, 01010101) = 00101111.
a) A partir de la tabla de verdad T (y las tablas de verdad en el ejemplo 15.13 para los minterms en las variables x, y, z)
es posible leer la forma completa de suma de productos para E:
E=XYy7 +Xyz' + xy'z + xyz’
Su mapa de Karnaugh se muestra en la figura 15-37a). Hay tres implicantes primos, como se indica mediante los tres
ovalos, que constituyen una cubierta minimal de E. Por tanto, una forma minimal para E es la siguiente:
E=yz + X7 +xyz
b) A partir de la tabla de verdad es posible leer la forma completa de suma de productos para E:

E = xyz' + X'yz + xy'z + xyz' + xyz

Su mapa de Karnaugh se muestra en la figura 15-37b). Hay dos implicantes primos, como se indica mediante los dos
o6valos, que constituyen una cubierta minimal de E. Por tanto, una forma minimal para E es la siguiente:

E=xz+y

[0 P

Figura 15-37
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PROBLEMAS SUPLEMENTARIOS

ALGEBRAS BOOLEANAS

15.43

15.44

15.45

15.46

15.47

15.48

15.49

15.50

15.51

15.52

Escriba el dual de cada expresion booleana:
a) a@ +b)y=ab b) (@a+1)(a+0=a c) (@a+b)(b+c)=ac+b
Considere las reticulas D,, de divisores de m (donde m > 1).

a) Demuestre que D,, es un algebra booleana si y sélo si m es libre de cuadrados; es decir, si m es un producto de primos
distintos.
b) Si D, es un algebra booleana, demuestre que los 4&tomos son los divisores primos distintos de m.

Considere los siguientes reticulos: a) D,; b) Dsgs; €) Dgg; d) Dy3,. ¢ Cudles de ellos son algebras booleanas, y cuéles son sus
atomos?

Considere el &lgebra booleana Dy,

a) Escriba sus elementos y trace su diagrama.

b)  Encuentre todas sus subalgebras.

c) Encuentre el nimero de subreticulos con cuatro elementos.

d) Encuentre el conjunto A de &tomos de D,y

e) Proporcione la transformacion isomorfa f: Dy;, — P(A) segun se define en el teorema 15.6.

Sea B un algebra booleana. Demuestre que:
a) ParacualquierxenB,0<x<1. b) a<bsiysélosib <a’

Un elemento x en un algebra booleana B se denomina maxterm si su Unico sucesor es el elemento identidad 1. Encuentre
los maxterms en el &lgebra booleana D,,, que se muestra en la figura 15-25.

Sea B un algebra booleana.

a) Demuestre que los complementos de los atomos de B son los maxterms.
b) Demuestre que cualquier elemento x en B puede expresarse en forma Gnica como un producto de maxterms.

Sea B un algebra booleana con 16 elementos y sea S una subalgebra booleana de B con 8 elementos. Demuestre que dos de
los &tomos de S deben ser 4&tomos de B.

SeaB = (B, +, *,’, 0, 1) un algebra booleana. En B se define una operacién A (denominada diferencia simétrica) por
XAy = (X xY) + (X' *xy)
demuestre que R = (B, A, *) es un anillo booleano conmutativo. (Vea la seccion B.6 y el problema B.72.)
Sea R = (B, @, -) un anillo booleano conmutativo con identidad 1 # 0. Se define
X'=1@®X, X+Yy=XQYyDX-Yy, Xky=X-y

Demuestre que B = (R, +, *,’, 0, 1) es un algebra booleana.

EXPRESIONES BOOLEANAS, IMPLICANTES PRIMOS

15.53

15.54

15.55

Reduzca los siguientes productos booleanos a 0 o a un producto fundamental:
a) xy'zxy’; b) xyZsy'ts; c¢) xy'xzty; d) xyzZty't.

Escriba cada expresion booleana E(x, y, z) como una suma de productos y luego en su forma completa de suma de produc-
tos:

a) E=x(xy'+xy+yz); b) E=X+yz)(y+7), ¢) E=X+y)+yz

Escriba cada expresion booleana E(x, y, z) como una suma de productos y luego en su forma completa de suma de produc-
tos:

a) E=Xy)(X+xyz); b) E=X+y)Xy); ¢ E=y(x+yz).
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15.56

15.57

15.58

15.59

Encuentre el consenso Q de los productos fundamentales P, y P,, donde
a) P,=xyz,P,=xyt; c¢) P,=xyzt, P,=xyz
b) P,=xyzt,P,=xzt’; d) P, =xy't P, =xzt.

Para cualquier expresion booleana E de suma de productos, sea E; el nimero de literales en E (contando la multiplicidad),
y Eg el nimero de sumandos en E. Encuentre E, y Eg para cada una de las siguientes opciones:

a) E=xyz't+xyt+xyzt; b) E=xyzt+ xt' + Xyt + yt.

Aplique el método del consenso (algoritmo 15.3) para encontrar los implicantes primos de cada una de las siguientes expre-
siones booleanas:

a) E,=xy7+xy+xy7 +xyz;
b) E,=xy' +x7't+ xyzt' +xy’zt;
c) Ez=nxyzt + xyz't' + xz't' + xy'7’
Encuentre una forma de suma de productos minimal para cada una de las expresiones booleanas en el problema 15.58.

+ xyz't.

COMPUERTAS LOGICAS, TABLAS DE VERDAD

15.60

Exprese la salida Y como una expresion booleana en las entradas A, B, C para el circuito légico en la:
a) Figura15-38a); b) Figura 15-38b).

A 40—[>o— A ® ®
B ® AND B ® ® AND
c—® c—®
AND 4Dc[>0 AND
a) b)
Figura 15-38
15.61 Exprese la salida Y como una expresion booleana en las entradas A, B, C para el circuito légico en la:
a) Figura15-39a); b) Figura 15-39b).
15.62 Dibuje el circuito l6gico L con entradas A, B, C y salida Y que corresponde a cada expresion booleana:
a) Y=ABC+AC +AC; h) Y=ABC+ABC + ABC'
15.63 Encuentre la secuencia de salida Y para una compuerta AND con entradas A, B, C (o, en forma equivalente, para Y = ABC)

donde:

a) A=110001; B =101101; C = 110011.
b) A=01111100; B =10111010; C = 00111100.
c) A=00111110; B =01111100; C = 11110011.
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A ® ® A ® ® O
B—@ ® ®
B O Cc—o ®
L@
> O
c / Y
—0
—Q
- ]
O
a) b)
Figura 15-39
15.64 Encuentre la secuencia de salida Y para una compuerta OR con entradas A, B, C (o, en forma equivalente, paraY = A + B
+ C) donde:
a) A=100011; B =100101; C = 1000001.
b) A =10000001; B =00100100; C = 00000011.
c) A =00111100; B =11110000; C = 10000001.
15.65 Encuentre la secuencia de salida Y para una compuerta NOT con entrada A o, en forma equivalente, para Y = A’, donde:
a) A=11100111; b) A=10001000; c) A= 11111000.
15.66 Considere un circuito l6gico L con n = 6 entradas A, B, C, D, E, F o, en forma equivalente, una expresion booleana E con
seis variables X, Xy, X3, X4, Xs, Xg.
a) ¢De cuantas formas diferentes es posible asignar un bit (0 o0 1) a cada una de las n = seis variables?
b) Encuentre las tres primeras secuencias especiales para las variables (entradas).
15.67 Encuentre la tabla de verdad T = T(E) para la expresion booleana E = E(x, y, z) donde:
a) E=xy+xz b) E=xyZ+y-+xy.
15.68 Encuentre la tabla de verdad T = T(E) para la expresion booleana E = E(x, y, z) donde:
a) E=xyzZ+Xxyz; b) E=xyz +xy7 +xYy7z.
15.69 Encuentre la expresion booleana E = E(X, y, z) correspondiente a las tablas de verdad:
a) T(E)=10001010; b) T(E)=00010001; c) T(E)= 00110000.
15.70  Encuentre todas las sumas minimales posibles para cada expresion booleana E dada por el mapa de Karnaugh en la figura

15-40.

yz2 oy Y7oy 2z yi Y7y vz oy y7 o yz
x| v vV | v x| v vV | v x| v 4
XLv | v XL v | v 4 XKNY\v | Vv |V |V
a) b) c)
Figura 15-40
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15.71

15.72

15.73

15.74

Encuentre todas las sumas minimales posibles para cada expresion booleana E dada por los mapas de Karnaugh en la figu-
ra 15-41.

pai o Y It 7t o Yt o Yt
Xy v v Xy 4 v v Xy Vv 4
|l v v 4 Xy’ v | v |V Xy’ v | v
Xy 1% Xy’ v xy' v
Kyl v v I|v |V Xyl v | v | ¥ syl v | v |V [V
a) b) c)
Figura 15-41

Use un mapa de Karnaugh para encontrar una suma minimal para la expresion booleana:
a) E=xy+xy+xy; b) E=x+xyz+xy7.

Encuentre la suma minimal para cada expresion booleana:

a) E=yz+4+y7zt +7t b) E=yzt+xzt' +xy7.

Use mapas de Karnaugh para redisefiar cada circuito de la figura 15-42 de modo que se convierta en un circuito minimal
AND-OR.

A ® * A ® ®
B—e—+—e-]>0f AND B ° ' AND
cC—® c—e
ANDH OD— Y AND OD— Y
>0 anD AND
a) b)
Figura 15-42
15.75 Suponga que tres interruptores A, B, C estan conectados a la misma lampara en una sala. En cualquier momento, un interrup-

tor puede estar “arriba”, se denota con 1, o “abajo”, se denota con 0. Un cambio en cualquier interruptor modifica la paridad
(impar o par) del nimero de unos. Los interruptores pueden controlar la luz si asocia, por ejemplo, una paridad impar con la
luz en estado “encendido” (lo que se representa con 1), y una paridad par cuando la luz esta “apagada” (lo que se representa
con 0).

a) Demuestre que las siguientes tablas de verdad cumplen estas condiciones:
T(A, B, C) = T(00001111, 00110011, 01010101) = 01101001

b) Disefie un circuito L AND-OR minimal con la tabla de verdad anterior.
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Respuestas a los problemas suplementarios

1543 a)a+ab=a+bh.

b)a-0+a-1=a.

c) ab + bc = (a + c)b.

b) Dgs; 4tomos 5y 11. d) D,4; dtomos 2,5y 13.

a) Hay ocho elementos 1, 2, 5, 10, 11, 22, 55, 110. Vea
la figura 15-43a).

b) Hay cinco subalgebras: {1, 110}, {1, 2, 55, 110},
{1, 5, 22, 110}, {1, 10, 11, 110}, Dy4,.

¢) Hay 15 subreticulos que incluyen las cinco subalge-
bras anteriores.

d)A=4{2,5, 11}.

e) Vea la figura 15-43b).

15.45
15.46

/ 110\
>< i
\551 1 2 5 11 10 22 55 110
1 RN
@, {2}, {5}, {11}, {2, 5}, {2, 11}, {5, 11}, 4
a) Dy, b) [: Dy > P(4)
Figura 15-43
15.48 Maxterms: 30, 42, 70, 105 1558 a)Xxy,Xxz,y7.
15.49 b) Sugerencia: use dualidad. b) xy’, xzt', y'zt', X'Z't, y'z't.
1553 a)xy'z; b) 0; ¢) xy'z't; d) 0. c) xyzt, xz'y', y'’zt, X'y'7, x'z't.
1554 a)E=xy +xyz=xy7 + xy'z 1559 a)E=xy+x7.
b) E =xy + xz' = xyz + xyz’ + xy'z’. b) E =xy + xzt' + XZ't + y'z't.
C)E=xy' +YyYz=xyz+xy7 + XYz c) E = xyzt + xz't' + x'y'7' + X7't.
1555 a) E=xyz' + X'y =xyz + xy'z + xy'7. 15.60 a)Y=ABC+A'C'+BC/
b) E=xY =xYyz+xYy7. b) ABC + A'BC + AB'C.
c) E=xyz'. 1561 a)Y=(AB)+ (A'+B+C) +AC
1556 a) Q = xzt. b) Q = xyt’. ¢) y d) No existe. b) Y = (A'BC)' + A'BC’ + (AB'C) + AB'C’
1557 a)E, =11, Eg=3;b)E, =11, Es=4. 15.62 \Vea la figura 15-44.
4 4
B >ol AND B > AND}
c ® c

AND

Figura 15-44

ANDH OI>7 Y
Dc AND}

b)
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408 CariTuLo 15 ALGEBRA BOOLEANA

15.63

15.64

15.65

15.66

15.67
15.68
15.69

a) Y =100001; b) Y = 00111000;
c) Y = 00110000.

b) E =xy'z’ + xyz.
c) E=xyz' +xy'7z'.

a) Y = 100111; b) Y = 10100111, 1570 a)E=xy +xy+yz=xy +xy+xz.
c)Y=11111101. b) E=xy + Xy +z.
a) A’ = 00011000; b) A’ = 01110111; OE=x+1
c) A’ = 00000111. 1571 a)E=xy+zt' + xz't + xy'z.
a) 2" =25 =64. =Xy 4+t + xzt + xy't.
b) x, =000---00111...11(32 ceros)(32 unos). b) E=yz + yt' + zt' + xy'Z'.
X, = (00000000000000001111111111111111)2 C) E =Xy +yt + xy't' + xzt.
X3 = (0000000011111111)". =Xy +yt+xyt +yzt.
a) T(E) = 01010011; b) T(E) = 00111111. 1572 a)E=X+VYy,;b)E=xz'+yz
a) T(E) = 01000000; b) T(E) = 10001010. 1573 a)E=Yy + 7t b)E=xy +zt' +y'zt.
Use tablas de verdad para los minterms en el ejemplo  15.74  a) Vea la figura 15-45.
15.13. 15.75 b) Vea la figura 15-46.
a) E =XYy7 + Xyz + xyz.
4 4
AND AND
B ——DO— B
DS D
AND AND
c 4DO— c —Do—
a) b)
Figura 15-45
A N\
B AND
c L
D3
S N OR Y
AND
DS

Figura 15-46
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Vectores y
matrices

APENDICE

A.l INTRODUCCION

Los datos suelen escribirse en arreglos; es decir, en conjuntos cuyos elementos estan indexados por uno o mas subin-
dices. Si los datos son nimeros, entonces un arreglo unidimensional se denomina vector y uno bidimensional se deno-
mina matriz (la dimension denota el nimero de subindices) En este apéndice se analizan los vectores y matrices y las
operaciones algebraicas que implican. En este contexto los nimeros se consideran escalares.

A2 VECTORES

Por un vector u se entiende una lista de nimeros; por ejemplo, a,, a,, ..., &,. Un vector asi se denota por
u=(a,a,..., a)

Los nimeros a; se denominan componentes o entradas de u. Si todas las a; = 0, entonces u se denomina vector cero.
Dos vectores asi, u'y v, son iguales, lo que se escribe u = v, si tienen el mismo nimero de componentes éstas son
iguales.

EJEMPLO A.1

a) Las siguientes expresiones son vectores, donde los primeros dos tienen dos componentes y los dos ultimos tienen tres compo-
nentes:

(3,—4), (6,8), (0,0,0), (2,34

El tercer vector es el vector cero con tres componentes.

b) Aunque los vectores (1, 2, 3) y (2, 3, 1) tienen los mismos ndmeros, no son iguales porque las componentes correspondientes
no son iguales.

Operaciones con vectores

Considere dos vectores arbitrarios u y v con el mismo nimero de componentes, sean estos

u=(a;ay...,a,) y v=(byb,....b,)
409
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410 APENDICE A VECTORES Y MATRICES

Lasuma de uy v, que se escribe u + v, es el vector que resulta de sumar las componentes correspondientes de u y v;
es decir,

U+U=(al+b1,az+b21---ran+bn)

El producto escalar, o simplemente producto de un escalar k y el vector u, que se escribe ku, es el vector que resulta
de multiplicar cada componente de u por k; es decir,

ku = (kay, kay, ..., ka,)
También se define
—Uu=-1Uu) vy u—v=u+(-v)

y se acostumbra que 0 denote el vector cero. El vector —u es el negativo de u.
El producto punto o producto interno de los vectores anteriores u 'y v se denota y define por

u-v=ab +ab, +---+ayb,

La norma o longitud del vector u se denota y define por

||M||=«/u-u=\/af+a§+...+a5

Se observa que |lu|| = 0 si y s6lo si u = 0; en caso contrario, ||u] > O.

EJEMPLO A.2 Seanu= (2,3, —4)yv=(1, —5, 8). Entonces

u+v=@2+1 3-5 —4+8 =3, -24)
S5u=(5-2 53,5 (—4) = (10, 15, —20)
—v=-1-(1,-5,8 = (~1,5,-8)

2u —3v = (4,6, —8) + (~3,15, —24) = (1,21, -32)
w-v=2-14+3-(-5+(-4)-8=2-15-32=—45
lull = V22 +32 + (=42 = A4+ 9+ 16 = /29

Los vectores bajo las operaciones de adicion vectorial y multiplicacion escalar poseen varias propiedades; por ejemplo,
k(u + v) = ku + kv

donde k es un escalar y u'y v son vectores. Muchas de tales propiedades aparecen en el teorema A.1, que también se cumple para
vectores, puesto que los vectores se consideran un caso especial de las matrices.

Vectores columna
Algunas veces una lista de nimeros se escribe en forma vertical, no horizontal, entonces la lista se denomina vector

columna. En este contexto, los vectores anteriores escritos en forma horizontal se denominan vectores renglon. Las
operaciones anteriores para vectores renglon se definen en forma semejante para vectores columna.

A3 MATRICES

Una matriz A es un arreglo rectangular de nimeros que suele presentarse en la forma

aj;  dip aip
A= | 921 92 a2
Am1 Ap2 Amn
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A.4 ADICION DE MATRICES Y MULTIPLICACION POR UN ESCALAR 411

Las m listas horizontales de nimeros se denominan renglones de Ay las n listas verticales de nimeros se denominan
columnas de A. Asi, el elemento a;;, también se denomina entrada ij, aparece en el renglon iy en la columna j. A
menudo, una matriz como ésta se identifica al escribir simplemente A = [a;;].

Una matriz con m renglones y n columnas se denomina matriz de m por n, que se escribe m x n. El par de nimeros
my n se denominan tamafo de la matriz. Dos matrices Ay B son iguales, lo cual se escribe A = B, si tienen el mismo
tamafio y sus elementos correspondientes son iguales. Por tanto, la igualdad de dos matrices de m x n es equivalente
a un sistema de mn igualdades, una para cada par de elementos correspondientes.

Una matriz que tiene un solo renglén se denomina matriz renglén o vector renglén, y una matriz con sélo una
columna se denomina matriz columna o vector columna. Una matriz cuyos elementos son todos iguales a cero se
denomina matriz cero y suele denotarse por 0.

EJEMPLO A.3
a) Elarreglo rectangular A = [ (l) _g _g ] es una matriz de 2 x 3. Sus renglones son [1, —4, 5] y [0, 3, —2], y sus colum-
nasson | -4 >
0| 31| -2 |
. 0 00O
b) Lamatrizcerode2 x 4es0 = [ 000 0 }

c) Suponga que

x+y 2z+t | _| 3 7
x—y z—t | |15
Entonces las cuatro entradas correspondientes deben ser iguales. Es decir,

X+y=3, x—-y=1 2z24+t=7, z—t=5

La solucion del sistema de ecuaciones es

A4 ADICION DE MATRICES Y MULTIPLICACION POR UN ESCALAR

Sean A = [a;] y B = [by] dos matrices del mismo tamafio; por ejemplo, matrices de m x n. La suma de Ay B, que se
escribe A + B, es la matriz que se obtiene al sumar los elementos correspondientes de Ay B. El producto (escalar) de
la matriz A por el escalar k, que se escribe kA, es la matriz que se obtiene al multiplicar cada elemento de A por k. Estas
operaciones se muestran en la figura A-1.

aytby aptby .oa,tby, kayy  kayy kay,
a, +b Ay T bhyy ... Gy, + b ka ka ka
A+pB=| 170 02T 2 T D2y y kA= 21 22 20
Am1 + bml Ay + bm2 R + bmn kaml kamZ . kamn
Figura A-1

Observe que A + By kA también son matrices de m x n. Asimismo, se define
-A=(-1)A y A-B=A+(-B)

La matriz —A se denomina negativa de A. La suma de matrices de tamafios distintos no esta definida.
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412 APENDICE A VECTORES Y MATRICES

1 -2 3 4 6 8
EJEMPLO A.4 SeanA:[0 4 s]sz[l 3 _7 ].Entonces
[1+44 246 3487 [5 4 1
A+B—[o+1 44 (-3) 5+(—7)}—[1 1 —2]

ag_| 30 32 33 )_[3 -6 9
“1 30 34 365 |T|0 12 15

2 —4 6 -12 -18 24 -10 -22 18
ZA_SB:[O 810]+[ -3 9 21]:[—3 17 31}

Las matrices bajo la adicion de matrices y la multiplicacion por un escalar poseen las propiedades siguientes.

Teorema A.1: Sean A, B, C matrices del mismo tamafio y sean k y k’ escalares. Entonces:
i) ( A+B)+C=A+B+C) v) k(A+B)=kA+kB

i) A+0=0+A Vi) (k+K)A = KA + KA
i) A+ (=A)=(-A)+0=A vii) (kk)A =k(KA)
iv) A+B=B+A viii) 1A=A

Primero observe que el 0 en los incisos ii) y iii) se refiere a la matriz cero. También, por los incisos i) y iv), cualquier
suma de matrices

A1+A2++An

no requiere paréntesis, y la suma no depende del orden de las matrices. Ademas, al usar los incisos vi) y viii), también
se tiene

A+A=2A, A+A+A=3A

Por Gltimo, puesto que los vectores con n componentes pueden identificarse con matrices de 1 x n o con matrices de
n x 1, el teorema A.1 también se cumple para vectores bajo adicion vectorial y multiplicacion por un escalar.

La demostracion del teorema A.1 se reduce a probar que las entradas ij en ambos miembros de cada ecuacion
matricial son iguales.

A5 MULTIPLICACION DE MATRICES

El producto de las matrices A y B, que se escribe AB, es algo mas complicado. Por ello, primero se empieza con un
caso especial. (El lector puede consultar en la seccion 3.5 un analisis del simbolo griego de sumatoria X, la letra sigma
mayuscula.)

El producto AB de una matriz renglén A = [a;] y una matriz columna B = [b;] con el mismo nimero de elementos
se define como sigue:

by
b n
AB =laq,ay,...,a,] 2 :a1b1+a2b2+~-~+anbn:Zakbk
- k=1
b

n

Es decir, AB se obtiene al multiplicar las entradas correspondientes en Ay B y luego al sumar todos los productos. Se
recalca que AB es un escalar (0 una matriz de 1 x 1). El producto AB no esta definido cuando Ay B tienen un nimero
de elementos distinto.

EJEMPLO A.5
3
a) [7,-4,51| 2 |=7@)+(-4(2)+5(-1)=21-8-5=8
-1
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A.5 MuLTIPLICACION DE MATRICES 413

b) [6,-1,8,3] =24+9-16+15=32

4
-9
-2

5

Ahora ya es posible definir la multiplicacion de matrices en general.
Definicion A.1: Sean A = [a;] y B = [by;] matrices tales que el nimero de columnas de A es igual al nimero de
renglones de B; por ejemplo, A es una matriz de m x p y B es una matriz de p x n. Entonces el producto AB es la matriz

de m x n, C = [c;;] cuya entrada ij se obtiene al multiplicar el i-ésimo renglon de A por la j-ésima columna de B; es
decir,

p
Cij = ajbyj +apbyi + - +a;,b,; = Zaikbkj
k=1

El producto AB se muestra en la figura A-2.

an aip b1y by b1y 1 C1n

ajq ap = Cij

A1 Ay b,y byi - bpy Cm1 -+ Cun
Figura A-2

Se recalca que el producto AB no estéa definido si A es una matriz de m x p y B es una matriz de g x n, donde
p #q.

EJEMPLO A.6
1 3 2 0 -4
a) Encuentre AB, donde A = [ 5 _1 ] yB= [ 5 _2 6 ]

Puesto que Aesde 2 x 2y Besde 2 x 3, el producto AB esta definido y AB es una matriz de 2 x 3. Para obtener el
primer renglon de la matriz producto AB, el primer renglén (1, 3) de A se multiplica por cada columna de B,

HEEI

AB=[2+15 0-6 —4+18|=[17 —6 14 ]

respectivamente. Es decir,

Para obtener el segundo renglén del producto AB, el segundo renglén (2, —1) de A se multiplica por cada columna de B, res-
pectivamente. Asi,

ap_| 1 -6 4] [ 17 -6 14
|l 4-5 0+2 —8-6 | | -1 2 -14

1 2 5 6
b) Supongaque A = [ 3 4 }yB = [ 0 _2 ].Entonces

[ 540 6-47 [ 5 2 [ 5+18 10+247 [ 23 34
AB—[15+0 18—8}_[15 10} y BA_[O— 6 0- 8]—[—6 —8]

El ejemplo A.6b) muestra que la multiplicacion de matrices no es conmutativa; es decir, que los productos AB y BA de matrices
no necesariamente son iguales.
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414 ArEnDICE A VECTORES Y MATRICES

La multiplicacién de matrices, no obstante, satisface las siguientes propiedades:
Teorema A.2: Sean A, B, C matrices. Entonces, siempre que los productos y las sumas estén definidos:

i) (AB)C = A(BC) (Ley asociativa).

ii) A(A+ B)=AB + AC (Ley distributiva por la izquierda).
iii) (B + C)A=BA + CA (Ley distributiva por la derecha).
iv) k(AB) = (kA)B = A(kB) donde k es un escalar.

Multiplicacion de matrices y sistemas de ecuaciones lineales

Cualquier sistema S de ecuaciones lineales es equivalente a la ecuacion matricial
AX=B

donde A es la matriz que contiene los coeficientes, X es el vector columna de las incognitas y B es el vector columna
de las constantes. (Aqui equivalente significa que cualquier solucidn del sistema S es una solucion de la ecuacion
matricial AX = B, y viceversa.) Por ejemplo, el sistema

X
xX+2y—3z=4 . 1 2 -3 _
By — 6y + 82 = 9 es equivalente a [ 5 .6 8 } = [

N =

Observe que el sistema esta determinado completamente por la matriz

1 2 -3 4
M:[A,B]z[5 5 s 9}

que se denomina matriz aumentada del sistema.

A.6 TRASPUESTA

La traspuesta de una matriz A, que se escribe AT, es la matriz que se obtiene al escribir los renglones de A, en orden,
como columnas. Por ejemplo

K

Observe que si A es una matriz de m x n, entonces A" es una matriz de n x m. En particular, la traspuesta de un vector
renglon es un vector columna y viceversa. Ademas, si B = [b;;] es la traspuesta de A = [a;;], entonces bj; = a;; para
todoiyj.

317 1 4 1
6] =| 25 y [1,-3,-51"=| -3
3 6 -5

anN

A.7 MATRICES CUADRADAS

Una matriz que tiene el mismo nimero de renglones que de columnas se denomina cuadrada. Se dice que una matriz
cuadrada con n renglones y n columnas es de orden n y se denomina matriz cuadrada n.

La diagonal principal, o simplemente la diagonal, de una matriz cuadrada A = [a;;] consiste de los elementos a;;,
Ay, .-+, &y €S decir, de los elementos que estan desde la esquina superior izquierda hasta la esquina inferior derecha
de la matriz. La traza de A, que se escribe tr(A), es la suma de los elementos en la diagonal; es decir, tr(A) = a;; +
Ayt ...+ &y

La matriz cuadrada unitaria n, que se denota por |, 0 simplemente por I, es la matriz cuadrada con unos a lo largo
de la diagonal y ceros en el resto. La matriz unitaria | desempefia el mismo papel en la multiplicacion de matrices que
el nimero 1 en la multiplicacién comdn y corriente de nimeros. En este caso, para cualquier matriz A,

Al=1A=A
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Considere, por ejemplo, las matrices

1 -2 0 1000
0100

0 -4 -6 y

5 3 9 0 010
0001

Ambas matrices son cuadradas. La primera es de orden 3y su diagonal consiste de los elementos 1, —4, 2, de modo
que su traza es igual a1 — 4 4+ 2 = —1. La segunda matriz es de orden 4; su diagonal consiste s6lo de unos y en el
resto s6lo hay ceros. Asi, la segunda matriz es la matriz unitaria de orden 4.

Algebra de matrices cuadradas
Sea A cualquier matriz cuadrada. Entonces es posible multiplicar A por si misma. De hecho todas las potencias no
negativas de A se obtienen como sigue:
AZ=AA, AS=A%A,..., A =A"A ..., y A%=1(cuando A # 0)
En la matriz A también estan definidos los polinomios. En especifico, para cualquier polinomio,
f(X) = ag + a X + ax* +- -+ ax"
donde las a; son escalares, f(A) se define como la matriz
f(A) = agl + @A + a,A% +- -+ a,A"
Observe que f(A) se obtiene a partir de f(x) al sustituir la matriz A por la variable x y sustituir la matriz escalar a,l por

el término escalar a,. Si f(A) es la matriz cero, entonces la matriz A se denomina cero o raiz del polinomio f(x).

1 2
3 —4

e[3 3]0 )0 8]

7 671 2 ~11 38
3__A247 — —
A—AA—[—g 22}[3—]—[ 57 —106]

Suponga que f(x) = 2x? — 3x + 5. Entonces

7 -6 12 10 16 18
f(A):Z[—g —22}_3[3 —4]+5[0 1]:[—27 61]

Suponga que g(x) = x? + 3x — 10. Entonces

7 -6 12 10 00
g(A):[—g 22]”’[3 —4]_10[0 1]:[0 0]

Entonces A es un cero del polinomio g(x).

EJEMPLO A.7 Supongaque A = [ ] Entonces

A.8 MATRICES INVERTIBLES (NO SINGULARES), INVERSAS

Se dice que una matriz cuadrada A es invertible (o no singular) si existe una matriz B tal que
AB =BA =1, (lamatriz identidad).

La matriz B es Unica; se denomina inversa de A y se denota por A~*. Observe que B es la inversa de A si'y s6lo si A es
la inversa de B. Por ejemplo, suponga

SRR R
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Entonces
| 6-5 —-104+10 | (1 O _ 6—-5 15-15| |1 0
AB—[3—3 _ 54 6}_[0 1} y BA—[—2+2 _ 54 6}_[0 1}
Por tanto, A y B son inversas.

Se sabe que AB = | si y s6lo si BA = [; por tanto, s6lo es necesario probar un producto para determinar si dos
matrices son inversas. Por ejemplo,

1 0 2 -1 2 2 -11+0+412 240-2 2+4+0-2 1 00
2 -1 3 -4 0 1 |=| -224+4+4+18 440-3 4-1-3 |=| 0 1 0
4 1 8 6 -1 -1 —44—-4+48 8+0-8 8+1-8 0 01

Entonces las dos matrices son invertibles e inversas entre sf.

A9 DETERMINANTES

A cada matriz cuadrada n A = [a;] se asigna un numero especifico denominado determinante de A que se denota con
det(A), |A] 0

dapy dip vt Ay
dp1 dpp -+ Ay,
ap1  dy2 Apn

Se recalca que un arreglo cuadrado de nimeros delimitado por lineas rectas, denominado determinante de orden n, no
es una matriz, sino que denota el nimero que la funcion determinante asigna al arreglo delimitado de nimeros; es decir,
la matriz cuadrada delimitada.

Los determinantes de orden 1, 2, y 3 se definen como sigue:

apy  dpp

= dy1dpp — djpdyg
dp1 a4

|‘111| =da

ap  dijp 43
Ay Ay A3 | = A110ppA33 + A1p0p30a3) + A1301a3) — (1309ra3) — 1201033 — (11073037
az; dgzpx dzz

El diagrama en la figura A-3a) ayuda a recordar el determinante de orden 2. Es decir, el determinante es igual a la
diferencia del producto de los elementos a lo largo de la flecha identificada por el signo mas, menos el producto de los
elementos a lo largo de la flecha identificada por el signo menos. Hay un diagrama semejante para recordar el deter-
minante de orden 3, que se muestra en la figura A-3b). Por conveniencia en la notacidn, se han separado las tres flechas
identificadas con el signo méas y las tres flechas identificadas con el signo menos. Se recalca que para recordar deter-
minantes de orden superior no hay este tipo de recursos visuales.

+ o+ +
+
12 _*13
12
‘ 1 3
1
- { 5
a) b)
Figura A-3
EJEMPLO A.8
5 4 2 1
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3
-1 1=26)0)+ 1) +3(D)A) -56)3) - 1(-1H(2) - 0D)(4)
0

b)

[$ I NN
— o

=0-5412-90+2-0=81

Definicion general de los determinantes
A continuacion se proporciona la definicién general de un determinante de orden n.

det(A) =Y " sgn(o)ay jaz;, - - - ay;,
donde la sumatoria se toma sobre todas las permutaciones o = {jy, j,,..., Jo} de {1, 2,..., n}. Aqui sgn(o) es igual a
+1 0 —1 segun sea necesario un nimero par o impar de intercambios para modificar o de modo que sus nimeros estén
en el orden de costumbre. La definicion general de la funcion determinante se ha incluido para cubrir el tema. Si el
lector desea conocer técnicas para calcular determinantes de orden superior a 3, se le aconseja consultar libros de

teoria de matrices o algebra lineal. Las permutaciones se estudiaron en el capitulo 5 de este texto.
Una propiedad importante de la funcion determinante es que es multiplicativa. Es decir:

Teorema A.3: Sean Ay B matrices cuadradas n arbitrarias. Entonces
det(AB) = det(A) - det(B)

La demostracion del teorema anterior rebasa el alcance de este texto.

Determinantes e inversas de matrices de 2 x 2

Considere una matriz arbitrariade 2 x 2: A = [ ? fl } Suponga que |A] = ad — bc # 0. Entonces puede demos-
trarse que

a-l_[a b ‘1= d/|Al —=b/IAIT_ L[ d —b
c d —c/ A a/l|A| A | —c a
En otras palabras, cuando |A| #£ 0, > la inversa de una matriz A de 2 x 2 se obtiene como sigue:
1) Se intercambian los elementos en la diagonal principal.

2) Se toman los negativos de los demés elementos.

3) La matriz se multiplica por 1/|A| o, en forma equivalente, cada elemento se divide entre |A|.

Por ejemplo, si A = [ i 2 } por tanto, |A| = —2 y entonces

_ 1 5 -3 -2 3
1+ — 2 2
A _—2[—4 2]—[ 2 —1]

Por otra parte, si |A| = 0, entonces A~* no existe. Aunque no hay ninguna férmula simple para matrices de orden
superior, este resultado es verdadero en general. A saber:

Teorema A.4: Una matriz A es invertible si y solo si su determinante es diferente de cero.
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A.10 OPERACIONES ELEMENTALES EN LOS RENGLONES,
ELIMINACION GAUSSIANA (OPCIONAL)

En esta seccién se aborda el algoritmo de eliminacién gaussiana en el contexto de operaciones elementales en los
renglones.

Operaciones elementales en los renglones

Considere una matriz A = [a;;] cuyos renglones se denotan, respectivamente, por Ry, R,,..., Ry,. El primer elemento
distinto de cero en un rengldn R; se denomina elemento principal distinto de cero. Un rengldn con todos sus elementos
iguales a cero se denomina renglén cero. Asi, un renglén cero no tiene elemento principal distinto de cero.

Las tres operaciones siguientes sobre A se denominan operaciones elementales en los renglones:

[Es] Intercambiar el renglon R; y el renglon R;. Esta operacion se indica al escribir “Intercambiar R y R;”.

[E,]  Multiplicar cada elemento en un rengldn R; por una constante k diferente de cero. Esta operacidn se indica al
escribir “Multiplicar R; por k”.

[Es]  Sumar un mdltiplo de un renglon R; a otro renglon R; 0, en otras palabras, sustituir R; por la sumakR; + R;. Esta
operacion se indica al escribir “Sumar kR; a R;”.

Para evitar fracciones, [E,] y [E,] se realizan en un paso, se aplica la siguiente operacion:

[E]  Sumar un maltiplo de un renglon R; a un multiplo distinto de cero de otro renglon R; o, en otras palabras, sus-
tituir R; por la suma kR; + k'R;, donde k' # 0. Esta operacion se indica al escribir “Sumar kR; a k'R;”.

Se recalca que, en las operaciones [E,] y [E], en realidad solo se modifica el renglon R;.

Notacion: Se dice que las matrices A y B son equivalentes por renglones, lo cual se escribe A ~ B, si la matriz B se
obtiene a partir de la matriz A mediante operaciones elementales en los renglones.

Matrices escalonadas

Una matriz A se denomina escalonada, o se dice que esta en forma escalonada, si cumplen las dos condiciones siguien-
tes:

i) Todos los renglones cero, en caso de haberlos, estan en la parte inferior de la matriz.

ii) Todo elemento principal distinto de cero esta a la derecha del elemento principal distinto de cero del renglén
precedente.

Se dice que la matriz esta en forma candnica por renglones si ademas cuenta con las dos propiedades siguientes:

iii) Todo elemento principal distinto de cero es 1.
iv) Todo elemento principal distinto de cero es el Unico elemento distinto de cero en esa columna.

La matriz cero 0, para cualquier nimero de renglones o columnas, es un caso especial de una matriz en forma
candnica por renglones. Otro ejemplo de una matriz en forma canoénica por renglones es la matriz identidad cuadrada
n:l,

Se dice que una matriz cuadrada A esta en forma triangular si sus elementos a, 4, a,,, . . . , &,, de la diagonal prin-
cipal, encabezan los elementos distintos de cero de su renglon. Por tanto, una matriz cuadrada en forma triangular
constituye un caso especial de una matriz escalonada. La matriz identidad | es el Unico ejemplo de una matriz cuadra-
da que esta en forma triangular y en forma canonica por renglones.

EJEMPLO A.9 Considere las matrices en forma escalonada en la figura A-4, cuyos elementos principales distintos de cero estan
en un circulo. (Los ceros precedentes y abajo del elemento principal distinto de cero en una matriz escalonada forman un patrén de
“escalera”, como remarca el sombreado.) La tercera matriz tiene la forma candnica de rengldn. La segunda matriz no tiene la forma
candnica de renglon porque la tercera columna no contiene un elemento principal distinto de cero y otro elemento distinto de cero.
La primera matriz no tiene la forma candnica de renglén porque algunos elementos principales distintos de cero no son 1. La Gltima
matriz tiene forma triangular.
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?3&)?4378 D 2 3 0 M3 00 4 @ 4 7

00000@2,00®,000®0—3,0@8

e 0 0 0 000 0@ 2 0 0 ®
Figura A-4

Eliminacion gaussiana en forma matricial

Considere cualquier matriz A. En la figura A-5 y en la figura A-6 se proporcionan dos algoritmos, el A-1y el A-2,
respectivamente. El primero transforma la matriz A en una forma escalonada (mediante operaciones elementales en los
renglones) y el segundo transforma la matriz escalonada en una matriz en forma canénica en renglones. (Los dos
algoritmos juntos se denominan eliminacién gaussiana.)
Al final del algoritmo A-1, los elementos pivote (los elementos principales distintos de cero) son
Ajpr Agjpr -+ A,
donde r denota el nimero de renglones distintos de cero en la matriz en forma escalonada.
agj, coeficiente a eliminar

Observacion 1: El nimerom = — = - se denomina multiplicador.
aj, pivote

Observacion 2: La operacion en el paso 1b) puede sustituirse por
“Sumar — a;; R; a ay; Ry”

Asi se evitan fracciones en caso de que originalmente todos los escalares fuesen enteros.

12 -3 1 2
EJEMPLO A.10 Encuentre la forma canonica por renglonesde A=| 2 4 —4 6 10
3 6 -6 9 13

Primero se usa el algoritmo A-1 para reducir A a forma escalonada. En especifico, como pivote se usa a;; = 1 para obtener ceros
abajo de ay,; es decir, se aplican las operaciones en los renglones “Sumar —2R; aR,” y “Sumar —3R; a R3”. Luego, como pivote se
usa ay; = 2 para obtener ceros abajo de ay; es decir, se aplica la operacion “Sumar —%Rz a R;”. Asi se obtiene

1 2 -3 1 2 1 2 -3 1 2
A~| 00 2 4 6|~ 00 24 6
00 367 00 00 -2
Ahora la matriz A esté en forma escalonada.
A continuacion, se aplica el algoritmo A-2 para reducir ain mas a A a la forma candnica por renglones. Especificamente, R; se

multiplica por —%, de modo que el pivote es ags = 1, y luego, se usa azs = 1 como pivote para obtener ceros arriba de éste median-
te las operaciones “Sumar —6R; a R,” y “Sumar —2R; a R;”. Asi se obtiene

1 2 -3 12 12 -3 10
A~ 00 2 46|~ 00 240
00 001 00 001
R, se multiplica por % de modo que el pivote es a,; = 1, y luego, como pivote se usa a,; = 1 para obtener ceros arriba de éste

mediante la operacion “Sumar 3R; a R;”. Asi se obtiene

12 -3 10
A~ 0 0 1 2 0 |~
00 001

o o
o onN
o - O
o N N
= O O

La ultima matriz es la forma candnica por renglones de A.
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Algoritmo A-1: (eliminacion hacia delante): La entrada es una matriz arbitraria A = [a;;].

Paso 1. Se encuentra la primera columna con un elemento distinto de cero. De no haber una columna asi,
entonces EXIT. (Se tiene la matriz cero.) En caso contrario, sea j; el nimero de esta columna.

a) Se hace un nuevo arreglo de modo que ay;, # 0. Es decir, en caso de ser necesario, se intercambian
renglones de modo que en el primer renglon en la columna j; haya un elemento distinto de cero.

b) Se usa a,;, como pivote para obtener ceros abajo de ay;,. Es decir, para i > 1:

1) Se hace m = —a;; /ay;,.
2) Sesumaal, aL;.

(Esto sustituye el renglon R; por —(a;j,/a5;,) Ry + Rj.)

Paso 2. El paso 1 se repite con la submatriz formada por todos los renglones, excluyendo el primero. Aqui
se deja que j, denote la primera columna en la submatriz con un elemento distinto de cero. Por
tanto, al final del paso 2 se tiene a,;, # 0.

Paso 3ar + 1. El proceso anterior se continda hasta que la submatriz no tiene elementos distintos de cero.

Figura A-5

Con el paso final r del algoritmo A-2 en la figura A-6, el primer pivote cambia a 1.

Algoritmo A-2: (eliminacion hacia atras): Laentrada es una matriz A = [a;;] en forma escalonada con elemen-

tos pivote ayj, 8y, .-, &j-

Paso 1. a) El dltimo renglon distinto de cero R, se multiplica por 1/a,; de modo que el pivote sea igual a 1.
b) Se usa a,; = 1 para obtener ceros arriba del pivote. Es decir, parai=r-1,r-2,..., 1

1) Se hace m = —g; .
2) SesumamR aR;.
En otras palabras, se aplican las operaciones elementales en los renglones
“Sumar —a;,, R, aR;”
(Esto sustituye el renglon R; por —a;, R, + R;.)
Paso2ar—1. Elpaso1 se repite en losrenglonesR,_;, R,_5,..., R,.

Paso r. R;se multiplica por 1/ay;,.

Figura A-6

Los algoritmos A-1 y A-2 muestran que cualquier matriz es equivalente por renglones a por lo menos una matriz
en forma candnica por renglones. En realidad, en algebra lineal se demuestra que una matriz asi es Unica; se denomina
forma candnica por renglones de A.

Teorema A-5: Cualquier matriz A es equivalente por renglones a una matriz Gnica en forma candnica por renglones.

Solucién matricial de un sistema de ecuaciones lineales

Considere un sistema S de ecuaciones lineales o, en forma equivalente, una ecuacién matricial AX = B con matriz
aumentada M = [A, B]. El sistema se resuelve al aplicar a M el algoritmo de eliminacion gaussiana recién estudiado,
como sigue.
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Parte A (reduccion): la matriz aumentada M se reduce a forma escalonada. Si se presenta un renglon de la forma
(0,0,...,0,b) conb # 0, entonces parar. El sistema no tiene solucidn.

Parte B (sustitucion hacia atras): la matriz aumentada M se reduce aln mas a su forma candnica por renglones.

La solucidn Gnica del sistema, o cuando la solucion no es Unica, la forma de variables libres de la solucidn se obtie-
ne facilmente a partir de la forma canonica por renglones de M.

En el siguiente ejemplo se aplica el algoritmo anterior al sistema S con una solucion Unica. Los casos en que S no
tiene solucion y donde S tiene una infinidad de soluciones se muestran en el problema A.23.

EJEMPLO A.11

x+2y+z=3
Resuelva el sistema: { 2x +5y —z=—4
3x—2y—z=5

Su matriz aumentada M se reduce a forma escalonada y luego a forma candnica por renglones como sigue:

1 2 1 3 1 2 1 3 1 2 1 3
M=|2 5 -1 -4 |(~({0 1 -3 -10 |~| 01 -3 -10
3 -2 -1 5 0 -8 -4 -4 0 0 —28 -84

1 2 1 3 120 O 100 2
~f01 -3 -10|~{ 010 -1 |~{010 -1
0 0 1 3 001 3 0 01 3

Por tanto, el sistema tiene la solucion Unicax = 2,y = —1, z = 3 0, en forma equivalente, el vector u = (2, —1, 3). Observe que la
forma escalonada de M ya indica que la solucién es Unica, puesto que corresponde a un sistema triangular.

Inversa de una matriz de n x n

La figura A-7 contiene el algoritmo A-3, que encuentra la inversa A~ de cualquier matriz arbitraria de n x n.

Algoritmo A-3:  Encontrar la inversa de una matriz A de n x n.

Paso 1. SeformalamatrizM = [A, I]den x 2n; es decir, A esta en la mitad izquierda de M y la matriz identidad
| estd en la mitad derecha de M.

Paso 2. M se reduce a la forma escalonada. Si durante el proceso se obtiene un renglon cero en la mitad A de M,
entonces parar (A no tiene inversa). En caso contrario, la mitad A est& ahora en forma triangular.

Paso 3. M se reduce ain mas a la forma canonica por renglones
M ~ [, B]
donde | ha sustituido a A en la mitad izquierda de M.

Paso 4. Sea A~! = B, donde B es la matriz que ahora esté en la mitad derecha de M.

Figura A-7
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EJEMPLO A.12

1 0 2
Encuentre lainversade A=| 2 -1 3 |.
4 1 8

Se forma la matriz M = (A, 1) y M se reduce a forma escalonada:

0 0 1 0 2 1 00
1 0|~]0 -1 -1 =210
01 0 0 -1 : -6 1 1

Una vez en forma escalonada, la mitad izquierda de M esta en forma triangular; por tanto, A es invertible. Luego, M se reduce aun
mas a forma canonica por renglones:

1 00 : 11 2 2 100 : -11 2 2
M~{0 -10! 4 0 -1|~|l010:i -4 0 1
0 01i 6 -1 -1 001

La matriz identidad esta en la mitad izquierda de la matriz final; por tanto la mitad derecha es A~*. En otras palabras,
11 2 2
At=| -4 0 1
6 -1 -1

A.11 MATRICES BOOLEANAS (CERO-UNO)

Los digitos binarios o bits son los simbolos 0 y 1. Considere las siguientes operaciones con estos digitos:

+
0
1

Si estos bits se consideran como valores 1dgicos (0 que representa FALSO y 1 que representa VERDADERO), las
operaciones anteriores corresponden, respectivamente, a las operaciones logicas de OR (V) y AND (A); es decir,

=lk=)
e
— O| X
o oo
=l

V|IF V AF V
FIF V FIF F
V|V V V|IF V

(Las operaciones anteriores con 0 y 1 se denominan operaciones booleanas, puesto que también corresponden a las
operaciones de un algebra booleana analizadas en el capitulo 15.)

Ahora, sea A = [a;;] una matriz cuyos elementos son los bits 0 y 1 sujetos a las operaciones booleanas anteriores.
Entonces A se denomina matriz booleana. El producto booleano de dos de estas matrices es el producto de costumbre,
excepto que ahora se usan las operaciones booleanas de adicion y multiplicacion. Por ejemplo, si

(11 o1 [O040 1417 [o 1
A—[1 o}yB—[o 1]’e”t°”°eSAB—[o+o 1+o]—[o 1}

Resulta facil demostrar que si A y B son matrices booleanas, entonces el producto booleano AB puede obtenerse al
determinar el producto de costumbre de Ay By luego al sustituir cualquier digito distinto de cero por 1.
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PROBLEMAS RESUELTOS

VECTORES

Al

A2

A3

A4

A5

Seanu=(2,-7,1),v=(-3,0,4) y w= (0, 5, —8). Encuentre: a) 3u — 4v; b) 2u + 3v — 5w.

Primero se efectla la multiplicacion por el escalar y luego la adicion vectorial.

a) 3u—4v=3(2,-7,1) —4(-3,0,4) = (6, —21, 3) + (12, 0, —16) = (18, —21, —13).

b) 2u+3v—6w=2(2, —7,1) +3(-3,0,4) — 50, 5, —8) = (4, —14, 2) + (=9, 0, 12) + (0, —25, 40)
= (=5, —39, 54).

Para el vector u, v, w en el problema A.1, encuentre @) u - v; b) u - w; ) v - w.
Primero se multiplican las componentes correspondientes y luego se suma:

a u-v=2-3)-70+14)=-6+0+4=-2.

b) u-w=2(0)—7(5)+1(—8)=0—35—8=—43.

c) v-w=-3(0)+0(5)+4(-8)=0+0-32=-32.

Encuentre |ju|| donde: @) u = (3, —12, —4); b)u = (2, —3, 8, —7).

Primero se encuentra ||u]|? = u - u al elevar al cuadrado las componentes y sumar. Luego |[u|| = +/|u/|l?.
a) Jull?=(3)?+ (—12)2 + (—4)> = 9 + 144 + 16 = 169. Por tanto [|u|| = ~/169 = 13.
b) |lull?=144 9+ 64 + 49 = 126. Asi que ||lu| = +/126.

Encuentre x y y si x(1, 1) + y(2, 1) = (1, 4).

Primero se multiplica por los escalares x y y y luego se suma:

X(lv 1) + y(21 _1) = (Xr X) + (qu _y) = (X + 2yl X — y) = (lr 4)

423

Dos vectores son iguales solo cuando sus componentes correspondientes son iguales; por tanto, las componentes corres-
pondientes se igualan unas a otras para obtener x + 2y = 1y x —y = 4. Por ultimo, se resuelve el sistema de ecuaciones

paraobtenerx =3yy = —1.

5 -1 3
Suponga que u = 3 , U= 5 , w=| —1 |[.Encuentre:a)5u — 2v; b) —2u + 4v — 3w.
— -2

HEE IR
EIR R

—10
—6
8

—
|

b) —2u+4v—3w—|:

ADICION DE MATRICES Y MULTIPLICACION POR UN ESCALAR

A.6

1 _2 3 302
EncuentreZA—SB,dondeAz|:4 5 _6:|YB=[_7 1 8:|'

Primero se efecttian las multiplicaciones por los escalares y luego una adicion de matrices:

2 -4 6 -9 0 -6 -7 -4 0
2A_3B=[8 10 —12]+[ 21 -3 —24]=[ 29 7 —36]

(Observe que B se multiplica por —3 y luego se suma, en lugar de multiplicar B por 3 y restar. Asi es posible evitar

errores.)
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A7

A8

x y] [ x 6 4 x4y
Encuentrex,y,Z,tdO”de3[Z ti|_|:—1 2ti|+|:z+l 3 }

Primero, cada miembro se escribe como una matriz simple:

3x 3y | x+4 x+y+6
3z 3 | | z+t—-1 243

Las entradas correspondientes se igualan entre si para obtener el sistema de cuatro ecuaciones.
X=Xx+4, y=x+y+6, IZ=z+t=1 3Ht=2t+3

2x=4, 2y=6+x, 2z=t—-1, t=3

Lasolucionesx=2,y=4,z=1,t=3.

Demuestre el teorema A.1(v): k(A 4+ B) = kA + kB.

Sean A = [a;;] y B = [bj;]. Entonces la entrada ij de A + B es a;; + b;;. Por tanto, k(a;; + bjj) es la entrada ij de k(A + B).
Por otra parte, las entradas ij de kA y kB son ka;; y kby;, respectivamente. Asi, ka;; + kbj; es la entrada ij de kA + kB. Sin
embargo, para escalares k(a;; + b;;) = kay; + Kby;. Asi, k(A + B) y kA + kB tienen las mismas entradas ij. En consecuencia,
k(A + B) = kA + kB.

MULTIPLICACION Y TRASPUESTA DE MATRICES

A9

A.10 SeanA:[1 3}y8=[

5
6 -3
Calcule: a) [3, —2, 5] 1|, b)[2, -1, 7, 4] _6
—4 9
Las entradas correspondientes se multiplican y luego se suma:
© 3
a)[3, —2, 5] 1 |=18-2-20=-4. b)[2, -1, 7, 4] _6 =104+3—-42+36=7.
—4
9

2 0 -4

3 -2 6

5 _1 } Encuentre: a) AB; b) BA.

a) PuestoqueAesde2 x 2yBesde?2 x 3, el producto AB esté definido y es una matriz es de 2 x 3. Para obtener el
primer renglén de AB, el primer renglén [1, 3] de A se multiplica por las columnas [ § ] , [ _(2) ] , [ 72 ]de B,

respectivamente:

[ 13 ][ g _2 ‘;‘ ]:[ 16)+33) 1(0)+3(—2) 1(—4)+3(6) ]

=[2+9 0-6 —4+18]=[11 -6 14 ]

Para obtener las entradas del segundo rengldn de AB, el segundo rengldn [2, —1] de A se multiplica por las columnas
de B, respectivamente:

1 3 2 0 -4 11 —6 14

2 -1 3 =2 6 | | 4—-3 0+2 -8-6
Asi,

11 -6 14
AB:[ 12 —14]

b) Observe que Besde2 x 3yqueAesde?2 x 2. Puesto que los nimeros internos, 3 y 2, no son iguales, entonces el
producto BA no esta definido.
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A.11 Encuentre la traspuesta de cada matriz:

1 2 3 2
A:“ _g _g}; B=|2 4 5 |; Cc=[1, -3,5 -7]; D=| —4
3 5 6 6
Los renglones de cada matriz vuelven a escribirse como columnas para obtener las traspuestas de las matrices:
17 123 _é
AT=| =2 8|, BT=| 2 4 5|, "= 5 | DT =[2, —4, 6]
3 -9 3 56 5

(Observe que B™ = B; se dice que esta matriz es simétrica. Observe también que la traspuesta del vector renglon C es un
vector columna, y que la traspuesta del vector columna D es un vector renglén.)

A.12 Demuestre el teorema A.2 i): A(BC) = A(BC).
Sean A = [a;;], B = [b] y C = [cy;]. Ademas, sean AB =S =[5, ] y BC =T = [t;].
Entonces
Sik = ailblk + aiZbZk + iy mk - Z atj Jjk

ty=bjcy +bycy +-+bc I;bjkck,

jn=nl T

Luego, al multiplicar S por C; es decir (AB) por C, el elemento en el renglon i y en la columna | de la matriz (AB)C es

Si1Cy Tt SipCop o 8,0 = § :Szlsckl = E § (aljbj/\)ck]

k=1 j=1

Por otra parte, al multiplicar A por T; es decir A por BC, el elemento en el renglén i y en la columna j de la matriz A(BC) es

n
Apty + Aty + -+ 4,1, = E az, o= E § a;; (b ey

k=1 j=1

Puesto que las sumas anteriores son iguales, se ha demostrado el teorema.

MATRICES CUADRADAS, DETERMINANTES, INVERSAS

A.13 Encuentre la diagonal y la traza de cada una de las siguientes matrices:

1 3 6

. | t=2 3 ) |1 2 -3
a)A = 2:2873 ; b)B_[ 4 t+5], (:)C_[4 _5 6]'

a) Ladiagonal consiste de los elementos a;;, ay,, as3; €s decir, los escalares 1, —5, 7. La traza es la suma de los elemen-
tos en la diagonal; por tanto, tr(A) =1 -5+ 7 =3.

b) Ladiagonal consiste del par {t — 2, t +5}. Asitr(B) =t —2+t+5=2t+ 3.

c) Ladiagonaly la traza estan definidas s6lo para matrices cuadradas.

A4 seaAz[j _g]Encuentre:a)Az; b) A% c) f(A) donde f(x) = 2° — 4x + 5; ) g(A) donde g(x) = X +
2x — 11.
1 1 1+8 2-6 9 -4
a) A2=AA=|:4 _ ][4 ] |: 4_12 8_|_9:|=|:—8 17:|'
1 2 4 9-16 —4+34 -7 30
b) A= AA%2= [4 —3][—8 17} [364—24 —16—51}=[ 60 —67 }
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c¢) Calcule f(A) al sustituir primero A por x y 51 por el término constante 5 en f(x) = 2x® — 4x + 5:

a3 -7 3] ,J1 2 10
f(A) =24 4A+51_2[ o e |=4 1 31+5| 0 1

Luego, cada matriz se multiplica por su escalar respectivo:
—14 60 -4 -8 5 0
f(A)z[ 120 —134 }JF[ ~16 12 ]+[ 0 5 ]
Por Gltimo, los elementos correspondientes en las matrices se suman:

foy [ c14 445 60 8407 -1 52
T 120-16+0 -13441245 |~ | 104 -117

d) Calcule g(A) al sustituir primero A por x y 111 por el término constante 11 en g(x) = x*> 4+ 2x — 11:

9 -4 1 2 10
2 _ _
g(A) = A+ 2A 111_[—8 17]+2[4 _3:| 11|:0 1]

9 -4 2 4 -1 0 0 0
:[—8 17]+[8 —6]+[ 0 —11]:[0 o]
[Puesto que g(A) = 0, la matriz A es un cero del polinomio g(x)].

A.15 Calcule cada determinante: a) _g’ _g ‘; b)

b a+b

a—>b b ‘

a) I _g _3 ‘=4(—2)—(—3)(5)=—8+15:7.
a—b b = (a — B2 2 B2 32 — 42 9p2
b) | a+b‘—(a b)(a+b) — b2 = a? —b? — b2 = a? — 27

A.16 Encuentre el determinante de cada matriz:

1 2 3 4 -1 =2 2 -3 4
a)A=| 4 -2 31|, b)B=| 0 2 3 |[; ocC= 1 2 -3
0 5 -1 5 2 1 -1 -2 5

(Sugerencia: use el diagrama en la figura A-3b):
a) |Al=2+0+60—-0—-15+8=55
b) B|=8+15+0+20+24+40=67
c) IC|=20-9-8+8-12+15=14

: _ |5 3]. | -2 6
Al7 Encuentrelamversade.a)A_[4 2]b)B_[ 3 _g ]

Use la formula en la seccién A.9.

a) Primero se encuentra |A| = 5(2) — 3(4) = 10 — 12 = —2. Luego se intercambian los elementos en la diagonal, se
toman los negativos de los elementos que no estan en la diagonal y se multiplica por 1/|A|:

e I E

b) Primero se encuentra |B| = —2(—9) — 6(3) = 18 — 18 = 0. Puesto que |B| = 0, B no tiene inversa.

NIUT NTw

1 -2 2 1 3 -4
A.18 Encuentre lainversade:a)A=| 2 -3 6 |[;b)B=| 1 5 -1
1 17 3 13 -6
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a) SeformalamatrizM = [A, 1]y M se reduce por renglones a forma escalonada:

1 -22:100 1 -2 :2 1 00 1 -2 2: 1 00
M=|2 36:010]|~|0 1:2-210{|~|0 1 2:{-2 10

1 17:001 0 3i{5 -101 0 0 —1: 5 -3 1

En forma escalonada, la mitad izquierda de M esta en forma triangular; por tanto, A tiene inversa. M se reduce alin mas
a forma canénica por renglones:

1 -2 0 : 11 -6 2 1 0 0 ¢ 27 -16 6

M=|0 10 8 -5 2 |~|010¢: 8 -5 2

0 0 1 : -5 3 -1 0 0 1 : -5 3 -1

La matriz final tiene la forma [I, AY]; es decir, A~* es la mitad derecha de la Gltima matriz. Asi,

27 -16 6
A7l = 8 -5 2
-5 3 -1

b) Se forma la matriz M = [B, 1]y luego M se reduce a forma escalonada:

1 3 -4:100 13 -4: 100 13 -4: 1 00
M=|1 5 -1:010|~|02 3i-1101|~|02 3:-1 10
313 —6:00 1 04 6: -301 00 0: -1 —21

En forma escalonada, M tiene un renglén cero en su mitad izquierda; es decir, B ahora ya no es reducible por renglones
a forma triangular. En consecuencia, B no tiene inversa.

MATRICES ESCALONADAS, REDUCCION POR RENGLONES, ELIMINACION GAUSSIANA

A.19 Intercambie renglones en cada matriz para obtener una matriz escalonada:

01 -3 4 6 000 00O 0 2 2 2 2
a)| 40 2 5 -31|; bH|1 23 45]|; of03100
oo 7 -2 8 0 05 —4 7 0 00 00O

a) Seintercambian los renglones primero y segundo.
b) El renglon cero se lleva a la parte inferior de la matriz.
c) Ningln nimero de intercambio de renglones puede producir una matriz escalonada.

12 -30
A.20 Reduzca porrengloneslamatrizA=| 2 4 -2 2 |aforma escalonada.
3 6 -4 3

Se usa a;; como pivote para obtener ceros abajo de a, 4, es decir, se aplican las operaciones en renglones “Sumar —2R; a
R,” y “Sumar —3R; a R;”; y luego como pivote se usa a,; = 4 para obtener un cero abajo de ay,, es decir, al aplicar la
operacion en renglon “Sumar —5R, a 4R;”. Estas operaciones producen lo siguiente, donde la Gltima matriz esta en forma

escalonada:
1 2 -3 0 1 2 -3 0
A~ 0 O 4 2 |~ 0 O 4 2
0 0 5 3 0 0 0 2

A.21 ;Cual de las siguientes matrices esta en forma candnica por renglones?

12 -3 0 1 017 -50 1 0 5 0 2
0 0 5 2 —4 |, 0 00 O01], 01 2 0 4
o0 o077 3 000 00O 000 17

La primera matriz no estd en forma candnica por renglones ya que, por ejemplo, dos elementos principales distintos de cero
son 5y 7, no 1. También hay elementos distintos de cero arriba de los elementos principales distintos de cero 5y 7. Las
matrices segunda y tercera estan en forma canonica por renglones.
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1 -2 3 12
A22 ReduzcalamatrizA=| 1 1 4 -1 3 |aforma candnica por renglones.
2 5 9 -2 8

Primero, A se reduce a forma escalonada aplicando las operaciones “Sumar —R; a R,” y “Sumar —2R; a R;”, y luego la
operacion “Sumar —3R, a R;”. Estas operaciones producen

1 -2 3 1 2 1 -2 3 1 2
A~ O 31 -2 1 |~] 0 31 -2 1
0 9 3 -4 4 0 0 0 2 1

Luego se usa sustitucion hacia atras en la matriz en forma escalonada para obtener la forma canénica por renglones de A.
Especificamente, primero se multiplica R; por % para obtener el pivote a;, = 1, y luego se aplican las operaciones “Sumar
2R3 aR,”y “Sumar —Rj a R; Estas operaciones producen

1 -2 3 1 2 1 -2 30 }
A~ 0 3 1 -2 1 |~]o0 31 0 2
0 00 1 3 0 00 1 1
Luego, R, se multiplica por% para obtener el pivote a,, = 1, y después se aplica la operacion “Sumar 2R, a R,”. Se obtie-
ne
1 -2 30 % 10 20 LSZ
1 1
1 1
0 0 01 3 00 01 3
Puesto que a;; = 1, la tltima matriz es la forma canonica por renglones deseada de A.
A.23 Resuelva cada sistema usando su matriz aumentada M:
x+ y—2z4+4=5 x—2y+4z=2
a) 2x+4+2y—3z+ t=4 b) 2x—3y+5z=3
3x+3y—4z—-2t=3 3x —4y+6z=7
a) Sumatriz aumentada M se reduce a forma escalonada y luego a forma candnica por renglones:
11 -2 45 11 -2 4 5
M=|2 2 -3 1 4 |~] 00 1—7—6~[éég__13:g]
3 3 -4 -2 3 —60—2—14—12

(El tercer renglén de la segunda matriz se ha eliminado puesto que es un multiplo del segundo renglén y podria origi-
nar un renglén cero.)

Se escribe el sistema correspondiente a la forma canonica por renglones de M y luego las variables libres se
transfieren al otro miembro para obtener la forma de variables libres de la solucién:

x+y—10t = -7
z—Tt=—6

x=—-7—y+10¢t
7=—6+4+T7t

Aqui x 'y z son las variables basicas y y y t son las variables libres.

La forma paramétrica de la solucion puede obtenerse al igualar las variables libres a los parametros; por ejem-
plo,y = ay t=b. Este proceso produce x = -7 —a+ 10b,y=a,z= -6+ 7bh,t=bou = (-7 — a + 10b,
a — 6 + 7b, b) (que es otra forma de la solucion).

Puede obtenerse una solucién particular al asignar valores arbitrarios a las variables libres (o pardmetros) y
despejando las variables basicas mediante cualquier forma de la solucion general. Por ejemplo, al hacery =2,t =3,
se obtiene x = 21, z = 15. Asi, a continuacion se presenta una solucion particular del sistema:

x=21, y=2, z=15 t=3 0o u=(21,2,15,3)

b) Primero, la matriz aumentada M se reduce por renglones a su forma escalonada:

y entonces

1 -2 4 2 1 -2 4 2 1 -2 4 2
M=|2 -3 5 3 |~]| 0 1 -3 -1 |~ 0 1 -3 -1
3 -4 6 7 0 2 —6 1 0 0 0 3

En forma escalonada, el tercer renglon corresponde a la ecuacion degenerada Ox + Oy + 0z = 3.
Por tanto, el sistema no tiene solucion. (Observe que la forma escalonada indica si el sistema tiene solucién
ono.)
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PROBLEMAS DIVERSOS

1 00 011
A24 SeanA=| 0 0 1 [yB=| 1 0 0 [ matricesbooleanas. Encuentre los productos booleanos AB,
1 10 010

BAy A2,

Se encuentra el producto matricial de costumbre y luego 1 se sustituye por cualquier escalar distinto de cero. Asi:
0 1 1 1 11 1 0O
AB=| 0 1 0 |; BA=|1 0 0 |; A*=|1 1 0
1 1 1 0 0 1 1 0 1

1 3 -
}. a) Encuentre un vector columna u = [ }; } distinto de cero tal que Au = 3u. b) Des-

A25 Sea A= [ 4 _3
criba todos los vectores similares.

a) Primero se plantea la ecuacién matricial Au = 3u y luego cada miembro se escribe como una matriz simple (vector

columna): [‘11 _g][;‘]ﬂ[i] y [4§f§ﬂ=[§§]

Los elementos correspondientes se igualan entre si para obtener un sistema de ecuaciones y el sistema se reduce a
forma escalonada:

x+3y =3x 2x —3y=0 2x -3y =0

4x —3y =3y 0 4x —6y =0 para 0o—o © 2x—3y=0

El sistema se reduce a una ecuacion lineal (no degenerada) con dos incognitas, de modo que tiene una infinidad de
soluciones. Para obtener una solucion distinta de cero se hace y = 2, por ejemplo; entonces x = 3. Asi, una solucion
deseada distinta de cero es u = [3, 2]".

b) Para encontrar la solucién general, se hace y = a, donde a es un pardmetro. y = a se sustituye en 2x — 3y = 0 para
obtener x = 3a/2. Asi, u = [3a/2, a]" representa todas estas soluciones. En forma alterna, sea y = 2b, de modo que
v = [3h, 2b] representa todas estas soluciones.

PROBLEMAS SUPLEMENTARIOS

VECTORES

A26 Seau=(2,-1,0, -3),v=(1, -1, —-1,3), w=(1, 3, —2, 2). Encuentre: a) 2u — 3v; b) 5u — 3v — 4w; ¢) —u + 2v — 2w);
d)u-v,u-w,v-w,e)lul, vl wl.

—4 5 6
d) flull, flvll, fIwll.

1 2 3
A27 Seauz{ 3:|, v=|:1:|, w=|:—2}.Encuentre:a)Su—3v;b)2u+4v—6w;c)u~v,u~w,v~w;

A.28 Encuentre x y y donde a) x(2, 5) + y(4, —3) = (8, 33); b) x(1, 4) + y(2, —=5) = (7, 2).

OPERACIONES CON MATRICES

1 2 5 0 1 -3 4 3 7 -1 )
A.29 SeaA:[3 4 }B:[_G 7},C:[2 6 _5 ],D:[4 _8 9}.Encuentre.

a) 5A—-2By2C—-3D; c¢) ACYyAD; e) ATycCh
b) ABYyBA; d) BCyBD; f) A%B2Cx
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_ 2 -3 0
A30 Seaa=| 1 12 ,B= 4 0 -3 ,C = 5 —1 —4
0 3 4 -1 -2 3 1 0 o0

Encuentre: a) 3A — 4B; b) AB, AC, AD; c¢)BC,BD,CD; d)ATyATB.

A3l SeaA= é é ] Encuentre una matriz B de 2 x 2 con entradas diferentes tal que AB = 0.

MATRICES CUADRADAS

2 -7 8 1 2 -9
A.32. Encuentre la diagonal y latrazadea)A=| 3 -6 -5 |[;b)B=| -3 2 8 |

4 0 -1 5 —6 -1
[ 2 -5 ] . 2 3. 3 2
A33 SeaA= 3 e Encuentre: a) A®y A®; b) f(A) donde f(x) = x> — 2x* — 5.
[ 4 =2 . 2 3. 2
A34 SeaB = 1 —6 | Encuentre: a) By B; b) f(B) donde f(x) = x° + 2x — 22.
A35 SeaA= g :g . Encuentre un vector distinto de cero u = [ )yc ] tal que Au = 4u.

DETERMINANTES E INVERSAS

5

2 6 1 2 8
4 1"b)‘3 —2”")

A.36  Encuentre cada determinante: a) 5 o

;d)

A.37  Calcule el determinante de cada una de las matrices en el problema A.32.

. 7 4 5 -2 4 —6
A.38 Encuentrelamversadea)A:[5 3],b)B:[6 _S]C)Cz[_z 3].

A.39  Encuentre la inversa de cada matriz (en caso de existir):

1 2 —4 1 -1 1 1 2 3
A= -1 -1 5 |; B=|0 2 =2 |; C=|2 5 -1 |.
2 7 -3 1 3 -1 5 12 1

MATRICES EN FORMA ESCALONADA, REDUCCIONES POR RENGLONES,
ELIMINACION GAUSSIANA

A.40 Reduzca A a forma escalonada y luego a forma candnica por renglones, donde:
1 2 -1 2 1 2 3 -2 5 1
a A=| 2 4 1 -2 3 |; b A=| 3 -1 2 0 4 |.
3 6 2 -6 5 4 -5 6 -5 7
A.41  Use solo ceros y unos para enumerar todas las matrices de 2 x 2 en forma escalonada.
A.42  Use solo ceros y unos para encontrar las matrices de 3 x 3 en forma canonica por renglones.

A.43  Resuelva cada uno de los siguientes sistemas:

x+ 2y—4z7=-3 x+ 2y—4z= 3
a) 2x+ 6y—-5z= 2 b) 2x+ 6y—5z=10
3x+1ly —4z =12 3x+ 10y — 6z =14

A.44  Resuelva cada uno de los siguientes sistemas:

X+ 2y+3z=7
x4+ 3y+ z= 6
2x+ 6y+5z=15
3x+10y+7z =23

x—3y+2z— t=2
a) 3x—9+4+7z— t=7 b
2x — 6y +Tz+4r =7
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PROBLEMAS DIVERSOS

1 2

A.45 SeaA:[o 1

} . Encuentre: a) A", b) A™L; ¢) matriz B tal que B? = A.

y

A.46  Sedice que las matrices Ay B conmutan si AB = BA. Encuentre todas las matrices [ )ZC ;

010 1

A47 SeanA=|1 0 1 |[yB=|1
1 00 0

A

Encuentre las matrices booleanas a)

ue conmutan con 1 1
4 0o 1|

0
0
1
B;

0
0 [matrices booleanas.
1

+ B; b)

b) AB; c) BA; d) A% e) B

Respuestas a los problemas suplementarios

Notacion: M = [Ry; R; ...; R,] denota una matriz con renglones  A.34  a) [14, 4; —2, 34], [60, —52; 26, —200] b) f(B) = 0.
Ri,..., R, A.35 [2a; a], para a arbitraria distinta de cero.

. . . 2

A26  a)(L 1,3, —15);b) (3, —14, 11, —32); ﬁg? Z; gzﬁ’bt;)‘fsm’ €) 44;d) —b
c) (-2,-7,2,5);d) -6, -7, 6; ' - Comy .
O i V12— 5. 8 - 342 A38  a)[3 —4 —5,7];b) [1, —2/3; 2, —5/3];

¢) No esta definida.
A27 a)[-1,12, —35]"; b) [-8, 22, —24]"; Can 11 o o .
0) 15, 27, 34; d) /36, /3.7, A39 a)[-16,—11,3; 7/2,5/2, —1/2; —5/2, —3/2, 1/2];

A B)Xmbym Lb)x—3ym2 b) [1, 1/2, 0; —1/2, —1/2, 1/2; —1/2, —1, 1/2];

A29 a)[-5,10; 27, —34], [-7, 27, 11; 8, 36, —37]; €) No esta definida. ,
O o b A40 a)[L,2 —1,2,1:0,0,3 —6,1;0,0,0 —6, 1],
) [=7,14; 39, —28], [5, 10; 15, —40]; [1,2,0,0,4/3;0,0,1,0,0;0,0,0, 1, —1/6];
¢) [5, 9, —6; —5, —33, 32], [11, —9, 17; —7, 53, 39];

b)[2, 3, —2, 5, 1; 0, —11, 10, —15, 5; 0,..., 0],
d) [5, —15, 20; 8, 60, —59], [15, 35, —5; 10, —98, 69]; , -
O [L 32 4] [L 2 3,6 4 5] [1, 0, 4/11, 5/11, 13/11; 0, 1, —10/11, 15/11,

e -5/11;0,...,0]
. . 2 1 Yy Il
f_) [7, —6; —9, 22], [25, 0; —72, 49], C* no esta defi- A4l [1,1;0,1] [L, 1;0,0] [L,0;0,0], [0, 1; 0, O],
A.30 o 13, —3, 18; 4, 17, 0]: b) AB no esta definid [0,0;0,0], 1, 0; 0, 1]
. a) [—13, -3, 18; 4, 17, 0]; b) no esta definida, A42  Hay13.

[-5, —2, 4,5; 11, —3, —12, 18], [9; 9];
c)[11, —12,0, —5; —15, 5, 8, 4], [-1; 9], CD no esta
definida; d) [1,0; —1, 3; 2,4],[4,0, —3; -7, —6, 12;
4, -8, 6].
A3l [2,4,6;,—1, -2 —3]
A32 a)[2, -6, —1], =5;b) [1, 2, —1], 2
A33 a)[-11, —15;9, —14], [-67, 40; —24, —59];
b) [-50, 70; —42, —36].

A43 a)x=3,y=1,z=2;b)No hay solucion.
Add a)x=3y+5,z=1-2t;b)x=2,y=1,z=1
A45 a)[1,2n;0,1];b)[1, —2;0,1];¢)[1, 1;0,1].
A46 [a b;0,a]
A.47 a)[110; 101; 111]; b) [100; 111; 100];

c) [010; 010; 101]; d) [101; 110; 010];

e) [100; 100; 111].
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Sistemas
algebraicos

APENDICE

B.1 INTRODUCCION

En este apéndice se investigan algunos de los sistemas algebraicos mas importantes en matematicas: semigrupos,
grupos, anillos y campos. También se definen los conceptos de homomorfismo y estructura cociente. Se empieza con
la definicion formal de una operacidn y se estudian varios tipos de operaciones.

B.2 OPERACIONES

El lector ya esta familiarizado con las operaciones de suma y multiplicacion de nimeros, union e interseccion de con-
juntos y composicion de funciones. Estas operaciones se denotan como sigue:

a+b=c, a-b=c, AUB=C, ANnB=C, gof=h.

En cada situacion, un elemento (c, C o h) se asigna a un par original de elementos. A continuacion se precisa esta
idea.

Definicién B.1: Sea S un conjunto no vacio. Una operacion sobre S es una funcién = de S x S en S. En este caso, en
lugar de * (a, b) suele escribirse

a * b o algunas veces ab

El conjunto Sy una operacion = en S se denotan por (S, *), 0 simplemente por S cuando se sobren-
tiende la operacion.

Observacion: Una operacion % de S x S en S algunas veces se denomina operacion binaria. Una operacién unaria
es una funcidn de S en S. Por ejemplo, el valor absoluto |n| de un entero n es una operacién unaria en Z, y el comple-
mento A® de un conjunto A es una operacion unaria en el conjunto potencia P(X) de un conjunto X. Una operacion
ternaria es una funciéonde S x S x S en S. En términos generales, una operacién n-aria es una funcionde S x S--- x
S (n factores) en S. A menos que se establezca otra cosa, la palabra operacién significa operacion binaria. También se
supondra que el conjunto S en cuestién no es vacio.

Suponga que S es un conjunto finito. Entonces una operacion = en S puede presentarse mediante su tabla de ope-
racién (de multiplicar), donde la entrada en el renglén identificado por a 'y la columna identificada por b es a x b.

Suponga que S es un conjunto con una operacion *, y suponga que A es un subconjunto de S. Entonces se dice que
A es cerrado bajo * si a % b pertenece a A para elementos a y b arbitrarios en A.

432
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EJEMPLO B.1 Considere el conjunto N de enteros positivos.

a) Laadicion (+) y la multiplicacion (x) son operaciones en N. Sin embargo, la sustraccion (—) y la division (/) no son operacio-
nes en N puesto que la diferencia y el cociente de enteros positivos no necesariamente son enteros positivos. Por ejemplo,
2 — 9y 7/3 no son enteros positivos.

b) Sean Ay B los conjuntos, respectivamente, de enteros positivos pares e impares. Entonces A es cerrado bajo la adicion y la
multiplicacion, puesto que la adicion y el producto de nimeros pares son pares. Por otra parte, B es cerrado bajo la multiplica-
cién pero no bajo la adicion puesto que, por ejemplo, 3 + 5 = 8 es par.

EJEMPLO B.2 SeaS={a,b,c, d}. Las tablas en la figura B-1 definen las operaciones * y - en S. Observe que * puede definir-
se mediante la siguiente operacion, donde x y y son elementos arbitrarios de S:

X*ky =X
*a b ¢ d a b ¢ d
ala a a a ala b ¢ d
b|b b b b b|b a a b
cle ¢ ¢ ¢ cle b a a
dld d d d d|ld a a a

a) b)
Figura B-1

A continuacion se enumeran varias propiedades importantes de las operaciones.

Ley asociativa:
Se dice que una operacion * en un conjunto S es asociativa o que satisface la ley asociativa si, para elementos arbitra-
riosa, bycens, setiene

(@axb)yxc=ax(bx*c)

En términos generales, si una operacion no es asociativa, entonces puede haber varios modos de formar el producto.
Por ejemplo, en seguida aparecen cinco modos de formar abcd:

((ab)e)d,  (ab)(cd), (a(be))d, a((bc)d), a(b(cd))
Si la operacion es asociativa, entonces el siguiente teorema (que se demuestra en el problema B.4) es valido.

Teorema B.1: Suponga que = es una operacion asociativa en un conjunto S. Entonces cualquier producto a; * a,
® -+ - % @, NO requiere paréntesis; es decir, todos los productos posibles son iguales.

Ley conmutativa:

Se dice que una operacion = en un conjunto S es conmutativa o que satisface la ley conmutativa si, para elementos
arbitrariosayben s,

axb=Db=xa

EJEMPLO B.3

a) Considere el conjunto Z de enteros. La adicion y la multiplicacion de enteros son asociativas y conmutativas. Por otra parte, la
sustraccion no es asociativa. Por ejemplo,

(8—4)—3=1 pero 8—(4—-3)=7

Ademas, la sustraccion no es conmutativa puesto que, por ejemplo, 3 —7 £ 7 — 3.
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b) Considere la operacion multiplicacion de matrices en el conjunto M de matrices cuadradas n. Puede demostrarse que la multi-
plicaciéon de matrices es asociativa. Por otra parte, la multiplicacién de matrices no es conmutativa. Por ejemplo,

alle Blele o] e [0 5[5 1)1 5 %)

Elemento identidad:
Considere una operacién * en un conjunto S. Un elemento e en S se denomina elemento identidad para * si, para
cualquier elemento aen S,

a*e=e*a=a
En términos mas generales, un elemento e se denomina identidad izquierda o identidad derecha segun sea el caso si
e*a=ao0a*e=a,donde aes cualquier elemento en S. El siguiente teorema es valido.

Teorema B.2: Suponga que e es una identidad izquierda y que f es una identidad derecha para una operacion en un
conjunto S. Entonces e = f.

La demostracion es muy facil. Puesto que e es una identidad izquierda, ef = f; pero como f es una identidad derecha,
ef = e. Asi, e = f. Este teorema establece que, en particular, un elemento identidad es Unico, y si una operacion tiene
mas de una identidad izquierda, entonces no tiene identidad derecha y viceversa.

Inversos:
Suponga que una operacion s en un conjunto S tiene un elemento identidad e. El inverso de un elemento a en S es un
elemento b tal que

a*b=b*a=e

Si la operacion es asociativa, entonces el inverso de a, en caso de existir, es Gnico (problema B.2). Observe que si b es
el inverso de a, entonces a es el inverso de b. Por tanto, la relacion inverso es simétrica, y puede afirmarse que los
elementos a y b son inversos entre si.

Notacioén: Si la operacion en S se denota por a « b, a x b, a - b, 0 ab, entonces se dice que S esta escrito en forma
multiplicativa o multiplicativamente y el inverso de un elemento a € S suele denotarse por a—*. Algunas veces, cuando
S es conmutativo, la operacion se denota por + y entonces se dice que S esté escrito aditivamente. En este caso, el
elemento identidad suele denotarse por 0 y se denomina elemento cero; y el inverso se denota por —a 'y se denomina
negativo de a.

EJEMPLO B.4 Considere los nimeros racionales Q. Bajo la adicion, 0 es el elemento identidad y —3 y 3 son inversos (aditivos),
puesto que

(=3)+3=3+(-3)=0
Por otra parte, bajo la multiplicacién, 1 es el elemento identidad y —3 y —1/3 son inversos (multiplicativos), puesto que
(=3)(=1/3) =(-1/3)(-3) =1
Observe que 0 no tiene inverso multiplicativo.

Leyes de cancelacion:
Se dice que una operacion * en un conjunto S satisface la ley de cancelacion izquierda o la ley de cancelacién derecha
segun sea el caso:

axb=axcimplicab=c o bsxa=c=xaimplicab=c

La adicion y la sustraccion de enteros en Z y la multiplicacion de enteros distintos de cero en Z satisfacen las leyes de
cancelacion izquierda y derecha. Por otra parte, la multiplicacion de matrices no satisface las leyes de cancelacién. Por
ejemplo, suponga
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11 11 0 -3 1
Az[o o] Bz[o 1]’ Cz[l 5] Dz[o
Entonces AB = AC = D, pero B # C.

B.3 SEMIGRUPOS

Sea S un conjunto no vacio con una operacién. Entonces S se denomina semigrupo si la operacion es asociativa. Si la
operacion también tiene un elemento identidad, S se denomina monoide.

EJEMPLO B.5

a) Considere los enteros positivos N. Entonces, (N, +) y (N, x) son semigrupos puesto que la adicion y la multiplicaciéon en N
son asociativas. En particular, (N, x) es un monoide, ya que tiene al elemento identidad 1. Sin embargo, (N, +) no es un monoi-
de, puesto que la adicion en N no tiene elemento cero.

b) Sea S un conjunto finito y sea F(S) la coleccion de todas las funciones f : S — S bajo la operacién de composicién de funciones.
Puesto que la composicion de funciones es asociativa, F(S) es un semigrupo. De hecho, F(S) es un monoide, ya que la funcién
identidad es un elemento identidad para F(S).

c) SeaS = {a, b, c, d}. Las tablas de multiplicacién en la figura B-1 definen las operaciones * y - en S. Observe que * puede
definirse mediante la formula x * y = x para cualesquiera x y y en S. Por tanto
(Xky)szZ=X*kzZ=X Yy X*x(y*2)=Xxy=X
En consecuencia, * es asociativa y asi (S, *) es un semigrupo. Por otra parte, - no es asociativa puesto que, por ejemplo,
(b-c)-c=a-c=c pero b-(c-c)=b-a=b

Asi, (S, -) no es un semigrupo.

Semigrupo libre, monoide libre

Sea A un conjunto no vacio. Una palabra w en A es una secuencia finita de sus elementos. Por ejemplo, las siguientes
expresiones son palabras en A = {a, b, c}:

u = ababbbb = abab* y v = baccaaaa = bac’a*

(Se escribe a® por aa, a° por aaa, y asi sucesivamente.) La longitud de una palabra w, denotada por I(w), es el nimero
de elementos en w. Asi, I(u) =7y I(v) = 8.

La concatenacidn de las palabras u 'y v en un conjunto A, que se escribe u x v 0 uv, es la palabra obtenida al escri-
bir los elementos de u seguidos por los elementos de v. Por ejemplo,

uv = (abab*)(bac?a*) = abab®c?a*

Ahora, sea F = F(A) la coleccion de todas las palabras en A bajo la operacién de concatenacion. Resulta evidente
que para palabras arbitrarias u, v, w, las palabras (uv)w y u(vw) son idénticas; simplemente consisten de los elementos
de u, v, w escritos uno después del otro. Asi, F es un semigrupo; se denomina semigrupo libre de A, y los elemen-
tos de A se denominan generadores de F.

La secuencia vacia, denotada por 2, también se considera una palabra en A. Sin embargo, no se supone que A per-
tenezca al semigrupo libre F = F(A). El conjunto de todas las palabras en A, incluso A suele denotarse por A*. Asi, A*
es un monoide bajo concatenacion; se denomina monoide libre en A.

Subsemigrupos

Sea A un subconjunto no vacio de un semigrupo S. Entonces A se denomina subsemigrupo de S si A mismo es un
semigrupo respecto de la operacién en S. Puesto que los elementos de A también son elementos de S, la ley asociativa
se cumple en forma automatica para los elementos de A. En consecuencia, A es un subsemigrupo de S si 'y s6lo si A es
cerrado bajo la operacion en S.

www.FreelLibros.me



436 APENDICE B SISTEMAS ALGEBRAICOS

EJEMPLO B.6

a) Sean Ay B el conjunto de enteros pares y el conjunto de enteros impares, respectivamente. Entonces (A, x) y (B, x) son sub-
semigrupos de (N, x), puesto que A y B son cerrados bajo la multiplicacién. Por otra parte, (A, +) es un subsemigrupo de
(N, +) puesto que A es cerrado bajo la adicion, pero (B, x) no es un subsemigrupo de (N, +), ya que B no es cerrado bajo la
adicion.

b) Sea F el semigrupo libre en el conjunto A = {a, b}. Sea H que consiste de todas las palabras pares; es decir, las palabras de
longitud par. La concatenacion de dos de estas palabras también es par. Por tanto, H es un subsemigrupo de F.

Relaciones de congruencia y estructuras cociente

Sea S un subsemigrupo y sea ~ una relacion de equivalencia en S. Recuerde que la relacion de equivalencia ~ induce
una particion de S en clases de equivalencia. También, [a] denota la clase de equivalencia que contiene al elemento
a € Sy que la coleccion de clases de equivalencia se denota por S/~.

Suponga que la relacion de equivalencia ~ en S tiene la siguiente propiedad:

Sia~a’'yb~b’ entoncesab ~a'b’.

Entonces, ~ se denomina relacién de congruencia en S. Ademas, ahora es posible definir una operacion en las clases
de equivalencia por

[a] x [b] =[axb] o, simplemente, [a] [b] = [ab]

Mas aln, esta operacion en S/~ es asociativa; por tanto, S/~ es un semigrupo. Este hecho se plantea formalmente a
continuacion.

Teorema B.3: Sea ~ una relacién de congruencia en un semigrupo S. Entonces S/~, las clases de equivalencia bajo
~, constituyen un semigrupo bajo la operacién [a] [b] = [ab].

Este semigrupo S/~ se denomina cociente de S por ~.

EJEMPLO B.7

a) Sea F el semigrupo libre en un conjunto A. Se define u ~ u’ si u'y u’ tienen la misma longitud. Entonces, ~ es una relacién de
equivalencia en F. Ademas, suponga u ~ u’y v ~ v’; por ejemplo,

IwW=Iu)=m y I@)=I@)=n

Entonces I(uv) = I(u’v") = m + ny asi uv ~ u’v’. Asi, ~ es una relacién de congruencia en F.

b) Considere los enteros Z y un entero positivo m > 1. Recuerde (seccion 11.8) que a es congruente con b médulo m, lo cual se
escribe

a=b (moéd m)

si m divide a la diferencia a — b. El teorema 11.21 establece que es una relacion de equivalencia en Z. Ademas, el teorema 11.22
establece que sia = c (mod m) y b = d (mdd m), entonces:

at+b=c+d(mdédm) y ab=cd(mddm)

En otras palabras, es una relacion de congruencia en Z.
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Homomorfismo de semigrupos

Considere dos semigrupos (S, *) y (S/, *'). Una funcién f: S — S’ se denomina homomorfismo de semigrupos o, sim-
plemente, homomorfismo, si

f(axb)="f(a) %’ f(b) o,simplemente f(ab) =f(a)f (b)

Suponga que f también es uno a uno y sobre. Entonces f se denomina isomorfismo entre Sy S’, y se dice que Sy S’ son
semigrupos isomorfos, lo cual se escribe S = S.

EJEMPLO B.8

a) Sea M el conjunto de todas las matrices de 2 x 2 con entradas enteras. El determinante de cualquier matriz A = [ Z Z } se

denota y define por det(A) = |A| = ad — bc. En algebra lineal se demuestra que el determinante es una funcién multiplicativa;
es decir, que para matrices A y B arbitrarias,

det(AB) = det(A) - det(B)

Asi, la funcion determinante es un homomorfismo de semigrupos en (M, x), las matrices bajo matrices de multiplicacion. Por
otra parte, la funcion determinante no es aditiva; es decir, para algunas matrices

det(A + B) # det(A) + det(B)

Asi, la funcion determinante no es un homomorfismo de semigrupos en (M, +).

b) En la figura B-2a) se proporciona la tabla de adicion para Z,, los enteros moédulo 4 bajo la adicion; y en la figura B-2b) se
proporciona la tabla de multiplicar para S = {1, 3, 7, 9} en Z,,,. (Se observa que S es un sistema reducido de residuos para los
enteros Z modulo 10.) Sea f: Z, — S definida por

f0)=1, f(1)=3 f@=09 @) =7

+10 1 2 3 x|1 3 7 9
o]0 1 2 3 1|11 3 7 9
111 2 3 0 313 9 1 7
212 3 0 1 717 1 9 3
313 0 1 2 919 7 3 1
a) b)
Figura B-2

Puede demostrarse que f es un homomorfismo. Puesto que f es uno a uno y sobre, f es un isomorfismo. Por tanto, Z, y S son
semigrupos isomorfos.

c) Sea ~ una relacion de congruencia sobre un semigrupo S. Sea ¢: S — S/~ la transformacion natural de S en el semigrupo de
factores S/~ definida por

#(a) = [a]
Es decir, cada elemento a en S se asigna a su clase de equivalencia [a]. Entonces ¢ es un homomorfismo puesto que

¢(ab) = [ab] = [a] [b] = ¢(a)¢(b)
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Teorema fundamental de homomorfismos de semigrupos
Recuerde que la imagen de una funcion f: S — S’, que se escribe f(S) o Im f, consiste de las imagenes de los elemen-
tos de S bajo f. A saber:
Imf={beS’|existe a e Sparael cual f(a) = b}
El siguiente teorema (que se demuestra en el problema B.5) es fundamental en teoria de semigrupos.

Teorema B.4: Sea f: S — S’ un homomorfismo de semigrupos. Sea a ~ b si f(a) = f (b). Entonces:
i) ~ es una relacién de congruencia en S. ii) S/~ es isomorfo para f(S).

EJEMPLO B.9

a) SeaF el semigrupo libre en A = {a, b}. La funcion f: F — Z definida por
f(u) = 1(u)
es un homomorfismo. Observe que f(F) = N. Asi, F/~ es isomorfo para N.

b) Sea M el conjunto de matrices de 2 x 2 con entradas enteras. Considere la funcién determinante M — Z. Se observa que la
imagen de det es Z. Por el teorema B.4 M/~ es isomorfo para Z.

Productos de semigrupos

Sean (Sy, *71) Y (S5, *,) semigrupos. Un nuevo semigrupo S =S; ® S,, denominado producto directo de S; y S,, se forma
como sigue:

1) Loselementos de S provienen de S; x S,; es decir, son pares ordenados (a, b), dondea e S;yb € S,.

2) Laoperacion % en S se define componente por componente; es decir,
(@, b) = (@, b)=(ax,a, bx*b) o simplemente (a, b)@,b)=(aa’, bb’)

Resulta facil demostrar (problema B.3) que la operacion anterior es asociativa.

B.4 GRUPOS

Sea G un conjunto no vacio con una operacion binaria (denotada por yuxtaposicion). Entonces G se denomina grupo
si se cumplen los siguientes axiomas:

[G,] Ley asociativa: para a, b, c arbitrarios en G, se tiene (ab)c = a(bc).
[G,] Elemento identidad: existe un elemento e en G tal que ae = ea para todo a en G.
[G,] Inversos: para todo a en G existe un elemento a! en G (el inverso de a) tal que

aal=ala=e¢e

Se dice que un grupo G es abeliano (o conmutativo) si ab = ba para cualesquiera a, b € G; es decir, si G satisface
la ley conmutativa.

Cuando la operacidn binaria se usa por yuxtaposicién como antes, se dice que el grupo esta escrito en forma mul-
tiplicativa. Algunas veces, cuando G es abeliano, la operacidn binaria se denota por + y se dice que G esta escrito en
forma aditiva. En este caso, el elemento identidad e se denota por 0 y se denomina elemento cero; y el inverso se
denota por —a y se denomina negativo de a.

El nimero de elementos en un grupo G, que se denota por |G|, se denomina orden de G. En particular, G se deno-
mina grupo finito si su orden es finito.

Suponga que A 'y B son subconjuntos de un grupo G. Entonces se escribe:

AB={ab|acA, beB} o A+B={a+blacA beB}
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EJEMPLO B.10

a) Los numeros racionales Q\{0} distintos de cero constituyen un grupo abeliano bajo la multiplicacion. El elemento identidad es
el nimero 1y q/p es el inverso multiplicativo del nimero racional p/q.

b) Sea S el conjunto de matrices de 2 x 2 con entradas de nimeros racionales bajo la operacién de multiplicacion de matrices.
Entonces S no es un grupo puesto que los inversos no siempre existen. Sin embargo, sea G el subconjunto de matrices de 2 x 2
con determinante cero. Entonces G es un grupo bajo la operacion de multiplicacion de matrices. El elemento identidad es

{10 - | a b _1 | d/IAl  —b/]|A]
1_[0 1}y|a|nversadeA_[c d]esA _|:—c/|A| a/lAI]

Este es un ejemplo de grupo no abeliano, puesto que la multiplicacién de matrices no es conmutativa.

c) Recuerde que Z,, denota a todos los enteros modulo m. Z,, es un grupo bajo la adicion, pero no lo es bajo la multiplicacion. Sin
embargo, sea U, un sistema reducido de residuos médulo m que consiste de los enteros primos relativos con m. Entonces U,
es un grupo bajo la multiplicacion (médulo m). En la figura B-3 se proporciona la tabla de multiplicar para U;, = {1, 5, 7,
11}

€ 0 0y 03 ¢ ¢

el e ¢ 03 03 ¢ P

{1 5 7 11 o |0y € ¢ ¢y 0y 03

{1 5 7 11 0|0y ¢ € ¢ 03 0

505 1 11 7 03|03 ¢ ¢ € 0 0y

717 111 5 PP 03 0 0y Py &

1mimm 7 5 1 $r| 2 0y 03 0 & P
Figura B-3 Figura B-4

Grupo simétrico S,

Una transformacion o uno a uno del conjunto {1, 2,..., n} en si mismo se denomina permutacién. Una permutacién
asi se denota como sigue, donde j; = o(i):
( 1 2 3 -+ n >
o = . . . .
Ju J2 J3 o Un

El conjunto de todas estas permutaciones se denota por S, y hay n! =n(n — 1) -...- 2 - 1 de ellas. La composicion
y los inversos de las permutaciones en S, pertenecen a S, y la funcidn identidad e pertenece a S, Asi, S, forma un
grupo bajo la composicién de funciones, denominado grupo simétrico de grado n.

El grupo simétrico S; tiene 3! = 6 elementos, como sigue:

(1 2 3 (1 23 o (1
£=\1 2 3) 2=13 1) 1=\ 2

N

Q
fiby
Il
N
i
w N
N W
N~
Q
w
|
N
N -
N
w w
N~
-
N
Il
N
w
=N w N
N W - W
N~ N~

La tabla de multiplicar de S; se muestra en la figura B-4.
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MAP(A), PERM(A) y AUT(A)

Sea A un conjunto no vacio. La coleccion MAP(A) de todas las funciones (transformaciones) f: A — A es un semi-
grupo bajo composicion de funciones; no es un grupo puesto que algunas funciones no tienen inversa. No obstante, el
subsemigrupo PERM(A) de todas las correspondencias uno a uno de A en si mismo (denominadas permutaciones de
A) es un grupo bajo composicion de funciones.

Ademas, suponga que A cuenta con algun tipo de estructura geométrica o algebraica; por ejemplo, A puede ser el
conjunto de vértices de una gréfica, o bien ser un conjunto ordenado o un semigrupo. Entonces el conjunto AUT(A) de
todos los isomorfismos de A en si mismo (denominados automorfismos de A) también es un grupo bajo composicion
de funciones.

B.5 SUBGRUPOS, SUBGRUPOS NORMALESY HOMOMORFISMOS
Sea H un subconjunto de un grupo G. Entonces H se denomina subgrupo de G si H mismo es un grupo bajo la opera-
cién de G. A continuacién se proporcionan criterios simples para determinar subgrupos.

Proposicion B.5: Un subconjunto H de un grupo G es un subgrupo de G si:
i) El elemento identidad e € H.
ii) H es cerrado bajo la operacién de G; es decir, si a, b € H, entonces ab € H.
iii) H es cerrado bajo inversos; es decir, si a € H, entoncesa™' b € H.

Todo grupo G tiene los subgrupos {e} y G mismo. Cualquier otro subgrupo de G se denomina subgrupo no tri-
vial.

Clases laterales

Suponga que H es un subgrupo de G y que a € G. Entonces el conjunto
Ha ={ha|heH}

se denomina clase lateral derecha de H. (En forma semejante, aH se denomina clase lateral izquierda de H.) Se tienen
los siguientes resultados importantes (que se demuestran en los problemas B.13 y B.15).

Teorema B.6: Sea H un subgrupo de G. Entonces las clases laterales derechas Ha forman una particién de G.
Teorema B.7 (de Lagrange): Sea H un subgrupo de un grupo finito de G. Entonces el orden de H divide al orden
de G.

El nimero de clases laterales derechas de H en G, denominado indice de H en G, es igual al nimero de clases
laterales izquierdas de H en G; y ambos nimeros son iguales a |G| dividido entre |H|.

Subgrupos normales

La siguiente definicion es valida:

Definicion B.2: Un subgrupo H de G es un subgrupo normal si a_*Ha C H, para todo a € G o, en forma equivalente,
si aH = Ha,; es decir, si las clase laterales derechas e izquierdas coinciden.

Observe que todo subgrupo de un grupo abeliano es normal.
La importancia de los subgrupos normales procede del siguiente resultado (demostrado en el problema B.17).

Teorema B.8: Sea H un subgrupo normal de un grupo G. Entonces las clases laterales de H forman un grupo bajo
multiplicacién de clase lateral:

(aH)(bH) = abH

Este grupo se denomina grupo cociente y se denota por G/H.
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Suponga que la operacion en G es la suma o, en otras palabras, que G esta escrito en forma aditiva. Entonces las
clases laterales de un subgrupo H de G son de la forma a + H. Ademas, si H es un subgrupo normal de G, entonces
las clases laterales forman un grupo bajo adicion de clases laterales; es decir,

@+H)+b+H)=(@+b)+H
EJEMPLO B.11

a) Considere el grupo de permutaciones S; de grado 3 que acaba de investigar. El conjunto H = {¢, o;} es un subgrupo de S;. A
continuacion se presentan sus clases laterales derecha e izquierda:

Clases laterales derechas Clases laterales izquierdas

H={e 0.} H={e o}
Hep, = {¢1: Uz} ¢ H = {4’1: 03}
H¢z ={¢2, 03} ¢2H = {4’2: 02}

Observe que las clases laterales derechas y las clases laterales izquierdas son distintas; por tanto, H no es un subgrupo normal
de S;.

b) Considere el grupo G de matrices de 2 x 2 con entradas de nimeros racionales y determinantes distintos de cero. (\Vea el ejem-
plo A.10.) Sea H el subconjunto de G que consta de las matrices cuya entrada superior derecha es cero; es decir, las matrices de

la forma
a 0
c d

Entonces H es un subgrupo de G puesto que H es cerrado bajo multiplicacion e inversos e | € H. Sin embargo, H no es un
subgrupo normal porque, por ejemplo, el siguiente producto no pertenece a H:

1 271071 2] [-1 -4
1 3 11 1 3 | 1 3
Por otra parte, sea K el subconjunto de G que consiste de las matrices con determinante 1. Puede demostrarse que K también
es un subgrupo de G. Ademas, para cualquier matriz X en G y cualquier matriz A en K, se tiene
det(X"*AX) =1

Por tanto, X"'AX pertenece a K, de modo que K es un subgrupo normal de G.

Enteros médulo m

Considere el grupo Z de enteros bajo adicion. Sea H el conjunto de mdltiplos de 5; es decir,
H={..,-10,-5,0,5,10,...}

Entonces H es un subgrupo (necesariamente normal) de Z. Las clases laterales de H en Z se muestran en la figura
B-5a). Por el teorema B.8, Z/H = {0, 1, 2, 3, 4} es un grupo bajo la adicion de clases laterales; su tabla de sumar se
muestra en la figura B-5b).

Este grupo cociente Z/H se denomina enteros médulo 5 y a menudo se denota por Zs. En forma semejante, para
cualquier entero positivo n, existe el grupo cociente Z,,, denominado enteros modulo n.

+10 1T 2 3 4

0=0+H=H=1{...,—10,-5,0,5, 10, ...} 0(0 1 2 3 4

T=1+H=1{.,-9,-4,1,6,11, ..} 1|1 2 3 4 0

2=2+H=1{.,-8,-3,2,7,12,..} 212 3 4 0 1

3=3+H=1{.,-7,-2,3,8,13,..} 3(3 4 0 1 2

4=4+H={.,-6,-1,4,9 14, .} 412 0 1 2 3
a) b)

Figura B-5
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Subgrupos ciclicos

Sea G cualquier grupo y sea a cualquier elemento de G. Como de costumbre, se definea’ = ey a™! =a"- a. Resulta
evidente que a™a" = a™ "y (a™)" = a™, para enteros arbitrarios m y n. Sea S el conjunto de todas las potencias de a;
es decir,

S={--,a3a?%aleaala- -}

Entonces S es un subgrupo de G denominado grupo ciclico generado por a. Este grupo se denota por gp(a).

Ademas, suponga que las potencias de a no son distintas, por ejemplo, a" = a° con, por ejemplo, r > s. Entonces
a"® = e donde r, s > 0. El menor entero positivo m tal que a” = e se denomina orden de a y se denota por |a|. Si
|a] = m, entonces el subgrupo ciclico gp(a) tiene m elementos como sigue:

gp(a) = {e, a,a% a...,a" %}
Considere, por ejemplo, el elemento ¢, en el grupo simétrico S; que acaba de analizarse. Entonces:
¢11 = ¢y, ¢12 = ¢y, ¢13 =¢,-p=¢

Por tanto, |¢,| =3y gp(¢,) = {e, ¢, #,}. Observe que |¢,| divide el orden de S;. Esto es cierto en general; es decir,
para cualquier elemento a en un grupo G, |a| es igual al orden de gp(a) y entonces |a| divide a |G| por el teorema de
Lagrange B.7. También se observa que un grupo G es ciclico si tiene un elemento a tal que G = gp(a).

Conjuntos generadores, generadores

Considere cualquier subconjunto A de un grupo G. Sea gp(A) el conjunto de todos los elementos x en G tales que x es
igual al producto de los elementos donde cada elemento proviene del conjunto A U A~ (donde A~* denota el conjun-
to de inversos de elementos de A); es decir,

gp(A) = {x € G | x =byb,... b, donde cada b, e AUA1}

Entonces gp(A) es un subgrupo de G con conjunto generador A. En particular, se dice que A genera el grupo G si G =
gp(A); es decir, si toda g en G es un producto de elementos de A U A%, Se dice que A es un conjunto minimo de gene-
radores de G si A genera a G y si ningn conjunto con menos elementos que A genera a G. Por ejemplo, las permuta-
ciones a = o, y b = ¢, constituyen un conjunto minimo de generadores del grupo simétrico S; (figura B-4).
Especificamente,

e=a’ o,=a o,=ab, o3=ab® ¢, =h, ¢,=b?

y S, no es ciclico, de modo que no puede ser generado por un elemento.

Homomorfismos

Una transformacion f de un grupo G en un grupo G’ se denomina homomorfismo si, para toda a, b € G,
f(ab) =f(a)f(b)

Ademas, si f es uno a uno y sobre, entonces f se denomina isomorfismo; y se dice que G y G’ son isomorfos, lo cual se
escribe G = G’

Sif: G — G’ es un homomorfismo, entonces el kernel (nlcleo) de f, que se escribe Ker f, es el conjunto de elemen-
tos cuya imagen es el elemento identidad e’ de G'; es decir,

Kerf={aeG|f(a)=¢?}
Recuerde que la imagen de f, que se escribe f(G) o Im f, consiste de las imagenes de los elementos bajo f; es decir,

Imf ={b e G| existe a € G para la cual f(a) = b}.
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El siguiente teorema (que se demuestra en el problema B.19) es fundamental en teoria de grupos.

Teorema B.9: Suponga que f: G — G’ es un homomorfismo con kernel K. Entonces K es un subgrupo normal de G
y el grupo cociente G/K es isomorfo a f(G).

EJEMPLO B.12

a) Sea G el grupo de nimeros reales bajo la adicion, y sea G’ el grupo de nimeros reales positivos bajo la multiplicacién. La
transformacion f: G — G’ definida por f(a) = 22 es un homomorfismo puesto que

f(a + b) = 22t = 232" = f(a) f(h)

De hecho, f también es uno a uno y sobre; por tanto, G y G’ son isomorfos.

b) Sea a cualquier elemento en un grupo G. La funcién f: Z — G definida por f(n) = a" es un homomorfismo puesto que
fm+n)=a""=a".a"=f(m)-f(n)
La imagen de f es gp(a), el subgrupo ciclico generado por a. Por el teorema B.9,
gp(a) = Z/K
donde K es el kernel de f. Si K = {0}, entonces gp(a) = Z. Por otra parte, si m es de orden a, entonces K = {multiplos de m},

y asi gp(a) = Z,,,. En otras palabras, cualquier grupo ciclico es isomorfo ya sea a los enteros Z bajo la adicion, o a Z,,, los
enteros bajo la adicion modulo m.

B.6 ANILLOS, DOMINIOS DE INTEGRIDAD Y CAMPOS

Sea R un conjunto no vacio con dos operaciones binarias: una operacion de adicién (denotada por +) y una ope-
racion de multiplicacion (denotada por yuxtaposicion). Entonces R se denomina anillo si se cumplen los axiomas
siguientes:

[R,] Paratodaa,b,ceR,setiene(a+b)+c=a+ (b+c).

[R,]  Existe un elemento 0 € R denominado elemento cero tal que, para toda a € R.
a+0=0+a=0.
[R;] Paratoda a € R existe un elemento —a € R denominado negativo de a, tal que
a+(—-a)=(-a)+a=0.
[R,] Paratodaa,beR,setienea+b=>b+a.

[Rg] Paratodaa, b, c € R, se tiene (ab)c = a(bc).

[Rg] Paratodaa, b, ceR,setienei)a(b + c) =ab + ac, yii) (b + c)a = ba + ca.

Observe que los axiomas [R,] a [R,] se resumen con la frase: R es un grupo abeliano bajo la suma.

La sustraccion se defineen R comoa — b =a + (—bh).

Puede demostrarse (problema B.21) quea-0=0-a=0paratodaa € R.

Un subconjunto S de R es un subanillo de R si S mismo es un anillo bajo las operaciones en R. Se observa que S es
unsubanillode Rsi:i)0 e Syii)paratodaa, b e Ssetienea—beSyabeS.
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Tipos especiales de anillos: dominios de integridad y campos

En esta subseccidn se definen varios tipos de anillos, incluso dominios de integridad y campos.

R se denomina anillo conmutativo si ab = ba paratoda a, b € R.

R se denomina anillo con elemento identidad 1 si el elemento 1 tiene la propiedad de quea-1=1-a = a para
todo elemento a € R. En este caso, un elemento a € R se denomina unidad si a tiene inverso multiplicativo; es decir,
sienRexiste unelementoa*talquea-a*=at-a=1.

R se denomina anillo con divisores cero si existen elementos a, b € R distintos de cero tales que ab = 0. En este
caso, a 'y b se denominan divisores cero.

Definicién B.3: Un anillo conmutativo R es un dominio de integridad si R no tiene divisores cero; es decir, siab =0
implicaa=00b =0 (0 ambosa=0y b =0). (N.delt.)

Definicion B.4: Un anillo conmutativo R con elemento identidad 1 (no igual a 0) es un campo si toda a € R distinta
de cero es una unidad; es decir, tiene inverso multiplicativo.
Un campo necesariamente es un dominio de integridad, ya que si ab = 0y a # 0, entonces
b=1-b=alab=a?1-0=0

Se observa que un campo también puede considerarse como un anillo conmutativo en el que los elementos diferentes
de cero constituyen un grupo bajo la multiplicacion.

EJEMPLO B.13

a) El conjunto Z de enteros con las operaciones adicion y multiplicacion de costumbre es el ejemplo clasico de un dominio de
integridad (con elemento identidad). Las unidades en Z son s6lo 1 y —1; es decir, ningin otro elemento en Z tiene inverso
multiplicativo.

b) El conjunto Z,, = {0, 1, 2,..., m — 1} bajo las operaciones de adicion y multiplicacion modulo m es un anillo; se denomina
anillo de los enteros médulo m. Si m es primo, entonces Z,,, es un campo. Por otra parte, si m no es primo, entonces Z, tiene
divisores cero. Por ejemplo, en el anillo Zg,

2-3=0 pero 2x#0(méd6) y 3z0(mdbd6)

c) Los numeros racionales Q y los nimeros reales R constituyen, cada uno, un campo con respecto a las operaciones adicion y
multiplicacién de costumbre.

d) Sea M el conjunto de matrices de 2 x 2 con entradas enteras o reales. Entonces M es un anillo no conmutativo con divisores
cero bajo las operaciones adicion y multiplicacion de matrices. M tiene elemento identidad: la matriz identidad.

e) Sea R cualquier anillo. Entonces el conjunto R[x] de todos los polinomios sobre R es un anillo con respecto a las operaciones
adicién y multiplicacién de polinomios. Ademas, si R es un dominio de integridad, entonces R[x] también es un dominio de
integridad.

Ideales

Un subconjunto J de un anillo se denomina ideal en R si se cumplen las tres propiedades siguientes:

i) 0ed.
i) Paratodaa,b e J,setienea—bel.
iii) ParatodareRyaeJ,setienera, ar € J.

Primero observe que J es un subanillo de R. También, J es un subgrupo (necesariamente normal) del grupo aditivo
de R. Asi es posible formar la siguiente coleccion de clases laterales, que forman una particion de R:

{a+J|aeR}
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La importancia de los ideales proviene del siguiente teorema, que es semejante al teorema B.7 para subgrupos
normales.

Teorema B.10: Sea J un ideal en un anillo R. Entonces las clases laterales {a + J | a € R} forman un anillo bajo las
operaciones de clases laterales

@+d)+MO+I)=a+b+J y (@+d)b+J)=ab+1J
Este anillo se denota por R/J y se denomina anillo cociente.

Ahora, sea R un anillo conmutativo con un elemento identidad 1. Para toda a € R, el siguiente conjunto es un
ideal:

(@ ={ralreR}=aR

Se denomina ideal principal generado por a. Si todo ideal en R es ideal principal, entonces R se denomina anillo ideal
principal. En particular, si R también es un dominio de integridad, entonces R se denomina dominio ideal principal
(DIP).

EJEMPLO B.14

a) Considere el anillo Z de los enteros. Entonces todo ideal J en Z es un ideal principal; es decir, J = (m) = mZ, para algun ente-
ro m. Asi, Z es un dominio ideal principal (DIP). El anillo cociente Z,, = Z/(m) es simplemente el anillo de enteros médulo m.
Aunque Z es un dominio de integridad (sin divisores cero), el anillo cociente Z,, puede tener divisores cero; por ejemplo, 2y 3
son divisores cero en Zg.

b) Sea R cualquier anillo. Entonces {0} y R son ideales. En particular, si R es un campo, entonces los Unicos ideales son {0} y R.

c) Sea K un campo. Entonces el anillo K[x] de polinomios sobre K es un DIP (dominio ideal principal). Por otra parte, el anillo
K[x, y] de polinomios en dos variables no es un DIP.

Homomorfismos de anillos

Una transformacion f de un anillo R en un anillo R” se denomina homomorfismos de anillos o, simplemente, homomor-
fismo si, paratoda a, b € R,

f(a+b)=1f(a) + f(b), f(ab)="(a)f(b)
Ademas, si f es uno a uno y sobre, entonces f se denomina isomorfismo; y se dice que R y R’ son isomorfos, lo cual se
escribe R =R

Suponga que f: R — R" es un homomorfismo. Entonces el kernel de f, que se escribe Ker f, es el conjunto de ele-
mentos cuya imagen es el elemento 0 de R’; es decir,

Kerf={reR|f(r)=0}
El siguiente teorema (semejante al teorema B.9 para grupos) es fundamental en teoria de anillos.

Teorema B.11: Sea f: R — R’ un homomorfismo de anillos con kernel K. Entonces K es un ideal en R, y el anillo
cociente R/K es isomorfo para f(R).

Divisibilidad de dominios de integridad

Sea D un dominio de integridad. Se dice que b divide a a en D si a = bc para alguna ¢ € D. Un elemento u € D se
denomina unidad si u divide a 1; es decir, si u tiene inverso multiplicativo. Un elemento b € D se denomina asociado
de a € D si b = ua para alguna unidad u € D. Se dice que una no unidad p € D es irreducible si p = ab implica que a
0 b es una unidad.

Un dominio de integridad D se denomina dominio de factorizacion Unica (DFU) si toda no unidad a € D puede
escribirse de manera Unica (dependiendo de asociados y orden) como un producto de elementos irreducibles.
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EJEMPLO B.15

a) Elanillo Z de enteros es el ejemplo cléasico de un dominio de factorizacion Unica. Las unidades de Z son 1y —1. Los Unicos
asociados de n € Zson ny —n. Los elementos irreducibles de Z son los nimeros primos.

b) El conjunto D = {a + b+/13|a, b enteros} es un dominio de integridad. Las unidades de D son las siguientes:
+1, 18+5v13, -—18+5V13
Los elementos 2, 3— JEy —3 — /13 son irreducibles en D. Observe que
4=2.2=3-+13)(-3-V13)

Por tanto, D no es un dominio de factorizacién unica. (\Vea el problema B.97.)

B.7 POLINOMIOS SOBRE UN CAMPO

En esta seccion se investigan polinomios cuyos coeficientes provienen de un dominio de integridad o campo K. En
particular, se demuestra que los polinomios sobre un campo K tienen muchas de las propiedades de los enteros.

Definiciones basicas

Sea K un dominio de integridad o un campo. Formalmente, un polinomio f sobre K es una secuencia infinita de ele-
mentos de K donde todos excepto un nimero finito de ellos son 0; es decir,

f=(..,0,a,,...,a1,ap9) 0, enformaequivalente, f(¢) =a,t" + - -+ayt+ag

donde el simbolo t se usa como indeterminado. La entrada a, se denomina k-ésimo coeficiente de f. Si n es el mayor
entero a # 0, entonces se dice que el grado del f es n, y se escribe gr(f) = n. También, a, se denomina coeficiente
principal de f. Si a, = 1, f se denomina monomio. Por otra parte, si todo coeficiente de f es 0, entonces f se denomina
polinomio cero, lo cual se escribe f = 0. El grado del polinomio cero no esta definido.

Sea K{t] la coleccién de todos los polinomios f(t) sobre K. Considere los polinomios

f@)=a,t"+---+ait+ag y g@)=b,t"+---+bit+by

Entonces la suma f + g es el polinomio que se obtiene al sumar los coeficientes correspondientes; es decir, si m < n,
entonces

f@) +g(t) = ayt" + -+ (@, + b,)t" + -+ (ay + byt + (ag + by)
Ademés, el producto de fy g es el polinomio
F®g) = (@,b,)t"™™ + -+ + (agbg + aghy)t + (aghg)
Es decir,

K
F0gW) = cypt™™ +---+cyt + ¢ donde ¢ = Zaibk—i = agby +ayby_1 + - +arby
i=0

El conjunto K de escalares se considera como un subconjunto de K[t]. Especificamente, el escalar a, € K se iden-
tifica con el polinomio
f)=a, 0o ay=(--,0,0,ay)

Entonces, los operadores de adicion y multiplicacion escalar se preservan mediante esta identificacion. Por tanto, la
transformacion v: K — K]t] definida por y/(a;) = a, es un isomorfismo que inserta K en K[t].
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Teorema B.12: Sea K un dominio de integridad. Entonces K[t] bajo las operaciones de adicién y multiplicacion de
polinomios es un anillo conmutativo con elemento identidad 1.

El siguiente resultado simple tiene consecuencias importantes.

Lema B.13: Suponga que fy g son polinomios sobre un dominio de integridad K. Entonces
gr(fg) = gr(f) + gr(9).
La demostracion se deduce directamente de la definicion de producto de polinomios. A saber, suponga que
f)=at"+ -+at+a, y gt)=bt"+---+bt+b,
donde a, # 0y b, # 0. Por tanto, gr(f) = ny gr(g) = m. Entonces
f(t)g(t) = a,b,t"™ + términos de grado inferior
También, puesto que K es un dominio de integridad sin divisores cero, a,b,,, # 0. Entonces
gr(fg) =m+n=gr(f) +gr(g)
y se ha demostrado el lema.

La siguiente proposicion enumera muchas propiedades de los polinomios. (Recuerde que un polinomio g divide a
un polinomio f si existe un polinomio h tal que f(t) = g(t)h(t).)

Proposicion B.14: Sea K un dominio de integridad y sean fy g polinomios sobre K.

i) K[t] es un dominio de integridad.
ii) Las unidades de K]t] son las unidades en K.
iii) Sigdivide af, entonces gr(g) < gr(f)of=0.
iv) Sigdivide afy fdivide a g, entonces f(t) = kg(t) donde k es una unidad en K.
v) Sidy d’son monomios tales que d divide ad’y d’ divide a d, entonces d = d".

Algoritmo euclidiano, raices de un polinomio

En esta subseccion se analizan las raices de un polinomio f(t), donde ahora se supone que los coeficientes de f(t) pro-
vienen de un campo K. Recuerde que un escalar a € K es una raiz del polinomio f(t) si f(a) = 0. Primero se empieza
con un teorema importante bastante semejante a un teorema correspondiente para los enteros Z.

Teorema B.15 (algoritmo euclidiano de la divisién): Sean f(t) y g(t) polinomios sobre un campo K con g(t) # 0.
Entonces existen polinomios q(t) y r(t) tales que
f(t) = a®a(t) + r(t)
donde r(t) = 0 o gr(r) < gr(g).

El teorema anterior (que se demuestra en el problema B.30) formaliza el proceso conocido como “division larga”.
El polinomio q(t) se denomina cociente y el polinomio r(t) se denomina residuo cuando f(t) se divide entre g(t).

Corolario B.16 (teorema del residuo): Suponga que f(t) se divide entre g(t) =t — a. Entonces el residuo es f(a).

La demostracién se deduce a partir del algoritmo euclidiano. Es decir, al dividir f(t) entre t — a se obtiene
f(t) = a())(t — a) + r(t)
donde gr(r) < gr(t—a) = 1. Por tanto, r(t) = r es un escalar. Al sustituir t = a en la ecuacién para f(t) se obtiene
f@)=qg@@—-a)+r=qt)-0+r=r

Asi, f(a) es el residuo, como se afirmé.
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El corolario B.16 también establece que f(a) = 0 si y sélo si el residuo r = r(t) = 0. En consecuencia:
Corolario B.17 (teorema del factor): El escalar a € K es una raiz de f(t) si y solo si t — a es un factor de f(t).

El siguiente teorema (que se demuestra en el problema B.31) indica el nimero de raices posibles de un polino-
mio.

Teorema B.18: Suponga que f(t) es un polinomio sobre un campo K, y que gr(f) = n. Entonces f(t) tiene a lo mas n
raices.

El siguiente teorema (que se demuestra en el problema B.32) constituye la herramienta mas importante para encon-
trar raices racionales de un polinomio con coeficientes enteros.

Teorema B.19: Suponga que un racional p/q (reducido a su minima expresion) es la raiz de un polinomio
f(t)=at"+ - +at+a,

donde todos los coeficientes a,, ..., a;, &, son enteros. Entonces p divide al término constante a; y q
divide al coeficiente principal a,. En particular, si ¢ = p/q es un entero, entonces ¢ divide al término
constante a,.

EJEMPLO B.16

a) Suponga que f(t) = t2 4 t* — 8t + 4. Suponga que f(t) tiene una raiz racional y encuentre todas las raices de f (t).
Puesto que el coeficiente principal es 1, las raices racionales de f(t) deben ser enteros de entre +1, 2, +4. Observe que
f(1) # 0y que f(—1) # 0. Por division sintética, o al dividir entre t — 2, se obtiene

211 +

L+ |
N o o

1
2
3

o+
o~ b~

1 +

En consecuencia, t = 2 es unaraiz y f(t) = (t — 2)(t? + 3t — 2). Al aplicar la férmula cuadratica para t? + 3t — 2 = 0, se obtie-
nen las tres siguientes raices de f(t):

=2, t=(=3+17)/2, t=(=3-17)/2

b) Suponga que h(t) = t* — 2t3 + 11t — 10. Encuentre todas las raices reales de h(t), asumiendo que hay dos raices enteras.
Las raices enteras deben encontrarse entre £1, 2, 45, +10. Por division sintética, o al dividir entre t — 1y luego entre
t + 2, se obtiene

111 - 2 + 0 + 11 — 10

1 1 - 1 + 10

-2/1 -1 - 1 + 10 + O
- 2 4+ 6 — 10
1 -3 + 5 + 0

Asi, t=1yt=—2sonraicesy h(t) = (t — 1)(t + 2)(t> — 3t + 5). La férmula cuadratica con t*> — 3t + 5 indica que no hay
ninguna otra raiz real. Es decir, t = 1y t = —2 son las Unicas raices reales de h(t).

K[t] como DIP y DFU

El siguiente teorema (que se demuestra en los problemas B.33 y B.34) es valido.

Teorema B.20: El anillo K[t] de polinomios sobre un campo K es un dominio ideal principal (DIP). Es decir, si J es
un ideal en K][t], entonces existe un monomio Unico d que genera a J; es decir, todo polinomio fen J
es un multiplo de d.
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Teorema B.21: Sean fy g polinomios en K[t], ninguno es cero. Entonces existe un monomio Unico d tal que:

i) ddivideafyag.
ii) Sid’divideafyag,entoncesd’ divide ad.

El polinomio d en el teorema B.21 se denomina méximo comun divisor de fy g, lo cual se escribe d = mcd(f, g).
Si d =1, entonces se dice que fy g son primos relativos.

Corolario B.22: Sea d el maximo comun divisor de fy g. Entonces existen polinomios my n tales que d = mf + ng.
En particular, si fy g son primos relativos, entonces existen polinomios m y n tales que mf +
ng =1.

Se dice que un polinomio p € K[t] es irreducible si p no es un escalar y si p = fg implica que f 0 g es un escalar.
En otras palabras, p es irreducible si sus Unicos divisores son sus asociados (multiplos escalares). El siguiente lema
(que se demuestra en el problema B.36) es valido.

Lema B.23: Suponga que p € K[t] es irreducible. Si p divide al producto fg de polinomios fy g en K]t], entonces p
divide a f o p divide a g. En términos mas generales, si p divide al producto f; f,- - -f, de n polinomios,
entonces p divide a uno de ellos.

El siguiente teorema (que se demuestra en el problema B.37) establece que los polinomios sobre un campo forman
un dominio de factorizacién tnica (DFU).

Teorema B.24 (teorema de factorizacion Unica): Sea f un polinomio distinto de cero en K[t]. Entonces f puede
escribirse en forma Unica (salvo por el orden) como un producto

f=kpsp,...py

donde k € Ky los p son monomios unicos irreducibles en K[t].

Teorema fundamental del algebra

La demostracion del siguiente teorema rebasa el alcance de este texto.

Teorema fundamental del algebra: Cualquier polinomio distinto de cero f(t) sobre el campo complejo C tiene una
raizen C.

Por tanto, es posible escribirlo en forma Unica (salvo por el orden) como un producto

f) =k(t—r)(t—ry)--(t—ry)

donde k y los r; son nimeros complejos y gr(f) =n.

Ciertamente, el teorema anterior no es verdadero para el campo real R. Por ejemplo, f(t) = t*> + 1 es un polinomio
sobre R, pero f(t) no tiene ninguna raiz real.

El siguiente teorema (que se demuestra en el problema B.38) es valido.

Teorema B.25: Suponga que f(t) es un polinomio sobre el campo real R, y suponga que el nimero complejoz = a +
bi, b £ 0, es una raiz de f(t). Entonces el conjugado complejo z = a — bi también es una raiz de f(t).
Por tanto, la siguiente expresion es un factor de f(t):

c(t) = (t —2)(t —2) = 12 — 2at + a® + b®
El siguiente teorema se concluye a partir del teorema B.35 y del teorema fundamental del &lgebra.

Teorema B.26: Sea f(t) un polinomio distinto de cero sobre el campo real R. Entonces f(t) puede escribirse en forma
Unica (salvo por el orden) como un producto

f(t) = kpa(O)p2(1) - -~ Py (t)

donde k € Ry los p;(t) son monomios reales de grado 1 0 2.
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EJEMPLO B.17 Seaf(t) = t* — 3t3 4 6t2 + 25t — 39. Encuentre todas las raices de f(t) sit = 2 + 3i es una raiz.

Puesto que 2 + 3i es una raiz, entonces 2 — 3i es una raiz y c(t) = t> — 4t + 13 es un factor de f(t). Al dividir f(t) entre c(t) se
obtiene

f() =t — 4t + 13)(* +t—3)
La férmula cuadrética con t> + t — 3 proporciona las otras raices de f(t). Es decir, las cuatro raices de f(t) son como sigue:

=243, t=2-3i, 1=(-1++13)/2, t=(-1-+13)/2

PROBLEMAS RESUELTOS
OPERACIONES Y SEMIGRUPOS

B.1 Considere el conjunto Q de nimeros racionales, y sea x la operacion en Q definida por
axb=a+b—ab

a) Encuentre i) 3 % 4;ii) 2 « (—5); iii) 7 % (1/2).

b) ¢(Q, %) es un semigrupo? ¢Es conmutativo?

¢) Encuentre el elemento identidad para *.

d) ¢Alguno de los elementos de Q tiene inverso? ;Cual es?

a) i) 3%x4=3+4-34)=3+4-12=-5
i) 2%x(-5=2+(-5+2(-5=2-5+10=7
i) 7x(1/2)=7+(1/2)-7(1/2)=4

b) Setiene

(axb)yxc=(@a+b—ab)xc=(a+b—ab)+c— (a+ b —ab)c
=a+b—ab+c—ac—bc+abc=a+b+c—ab—ac— bc+ abc

ax(bxc)y=axb+c—bc)y=a+ (b+c—bc)—alb+c—bc)
=a+b+c—bc—ab—ac+ abc

Por tanto,  es asociativa y (Q, ) es un semigrupo. También,
axb=a+b—-ab=b+a—ba=bxa

Asi, (Q, %) es un semigrupo conmutativo.
c) Unelemento e es un elemento identidad si a x e = a para toda a € Q. Se efectlian los calculos siguientes:

axe=a, at+e—a=a e—ea=0 el—-a)=0 e=0

En consecuencia, 0 es el elemento identidad.

d) Para que a tenga un inverso x, es necesario tener a x X = 0, ya que por el inciso c), 0 es el elemento identidad. Se
efectlian los calculos siguientes:

axx=0, a+x—ax=0, a=ax—x a=x@-1), x=a/(a—1)
si a # 1, entonces a tiene inverso que es a/(a — 1).

B.2  Sea S unsemigrupo con elemento identidad e, y sean b y b’ inversos de a. Demuestre que b = b’; es decir que,
en caso de existir, los inversos son Gnicos.

Se tiene:
bx(@axb)=bxe=b y (bxa)xb=exb =V

Puesto que S es asociativo, (b * a) x b’ = b * (a = b'); por tanto, b =",
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SeaS = N x N. Sea * la operacion sobre S definida por (a, b) * (a/, b’) = (ad’, bb’).

a) Demuestre que = es asociativa. (Por tanto, S es un semigrupo.)

b) Definaf: (S, x) — (Q, x) por f(a, b) = a/b. Demuestre que f es un homomorfismo.

c) Encuentre la relacion de congruencia ~ en S definida por el homomorfismo f, es decir, donde x ~ y si f(x)
= f(y). (Vea el teorema B.4.)

d) DescribaS/~. S/~ tiene elemento identidad? ; Tiene inversos?

Suponga que x = (a, b), y = (¢, d),z= (e, f).
a) Setiene

(xy)z = (ac, bd) (e, f) = [(ac)e, (bd) f]
x(yz) = (a, b) % (ce, df) = [a(ce), b(df)]

Puesto que a, b, ¢, d, e, f son enteros positivos, (ac)e = a(ce) y (bd) f = b(df). Por tanto, (xy)z = x(yz) y entonces x* es
asociativa. Es decir, (S, *) es un semigrupo.
b) fesunhomomorfismo puesto que

f(xxy) =f(ac, bd) = (ac)/(bd) = (a/b)(c/d) = f(x) f(y)

c) Suponga que f(x) = f(y). Entonces a/b = ¢/d y por tanto ad = bc. Asi, f determina la relacion de congruencia ~ en S
definida por (a, b) ~ (c, d) si ad = bc.

d) Laimagen de f es QT, el conjunto de nimero racionales positivos. Por el teorema B.3, S/~ es isomorfo a Q*. Por
tanto, S/~ tiene elemento identidad y todo elemento tiene inverso.

Demuestre el teorema B.1. Suponga que * es una operacién asociativa en un conjunto S. Entonces cualquier
producto a; x a, *...* a, N0 requiere paréntesis; es decir, todos los productos posibles son iguales.

La demostracion es por induccion sobre n. Puesto que  es asociativa, el teorema se cumple paran =1, 2 y 3. Suponga que
n > 4. Se usa la notacion:

(aay, - a) =(- ((ma)as) ---)a, y [aa,---a,] = cualquier producto

Se demuestra que [a;a,, - - - @,] = (a;8,, - - - &,), de modo que todos los productos asi son iguales. Puesto que [a;a,, - - - a,]
denota algun producto, existe unar < n tal que [a,a,, - -- a,] = [a;a,, - -- &,)[a,,; - - - &,]. En consecuencia, por induccion,

[alaz e an] = [alaZ e ar] ]ar+l U an] = [alaZ o 'ar](arJrl o an)
= [al T ar] ((ar+1 e anfl)an( = ([al e ar] )arfl e anfl))an
= [al T an—l]an = (al T an—l)an = (ala2 o an)

Asi, se ha demostrado el teorema.

Demuestre el teorema B.4: Sea f : S — S’ un homomorfismo de semigrupos. Sea a ~ b si f(a) = f(b). Entonces:
i) ~ es una relacion de congruencia. ii) S/~ es isomorfo a f(S).

i)  Primero se demuestra que ~ es una relacion de equivalencia. Puesto que f(a) = f(a), se tiene a ~ a.
Sia~ b, entonces f(a) = f(b) o f(b) = f(a); por tanto, b ~ a. Por dltimo, sia ~ by b ~ c, entonces f(a) = f(b) y f(b)
= f(c); por tanto, f(a) = f(c). Asf, a ~ c. Es decir, ~ es una relacién de equivalencia. Luego se supone que a ~ a’' y
b ~ b'. Entonces f(a) = f(a) y f(b) = f(b').
Puesto que f es un homomorfismo,

f(ab) = f(a) f(b) = f(a) f(b') = fa’b)

En consecuencia, ab ~ a’b’. Es decir, ~ es una relacién de congruencia.

ii) Sedefinen W: S/~ — f(S) por ¥([a]) = f(a). Es necesario demostrar que: 1) W esta bien definido; es decir, que W([a])
e f(S), y que si [a]) = [b], entonces f([a]) = f([b]). 2) W es un isomorfismo; es decir, que ¥ es un homomorfismo, uno
a uno y sobre.
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1)

2)

Demostracion de que W esta bien definido: Se tiene W([a]) = f(b). Puesto que a € S se tiene f(a) € f(S). Por tanto,
W([a]) € f(S) como se requeria. Ahora se supone que [a] = [b]. Entonces a ~ b y por tanto f(a) = f(b). En consecuen-
cia,

V([a]) = f(a) = f(b) = w([b])

Es decir, W esta bien definido.
Demostracion de que W es un isomorfismo: puesto que f es un homomorfismo,

W([a][b]) = W[ab] = f(ab) = f(a) f(b) = W([a])w([b])

Asi, ¥ es un homomorfismo. Suponga que ¥([a]) = W¥([b]). Entonces f(a) = f(b), y asi a ~ b. Por tanto, [a] = [b] y
W es uno a uno. Por ultimo, sea y € f(S). Entonces, f(a) =y para alguna a € S. En consecuencia, ¥([a]) = f(a) = .
Asi, W es sobre f(S). En consecuencia, W es un isomorfismo.

Considere el grupo G = {1, 2, 3, 4, 5, 6} bajo la multiplicacién médulo 7.

a)
c)

a)

b)

c)

d)

Encuentre la tabla de multiplicar de G. b) Encuentre 271,371 671,
Encuentre los érdenes y los subgrupos generados por2y 3.  d) ¢G esciclico?

Para determinar a % b en G, se encuentra el residuo cuando el producto ab se divide entre 7.

Por ejemplo, 5 - 6 = 30, con lo cual se obtiene un residuo de 2 al dividir entre 7; por tanto, 5 « 6 = 2 esta en G. La
tabla de multiplicar de G se muestra en la figura B-6a).

Primero se observa que el elemento identidad de G es 1. Recuerde que a~* es el elemento de G tal que aa—* = 1. Por
tanto, 271 =4,3"1=5y6t=6.

Se tiene 2! = 2, 22 = 4, pero 2% = 1. Por tanto |2] = 3y gp(2) = {1, 2, 4}. Se tiene 3 = 3,32 =2,3° =6, 3* = 4,
3°=5,35=1.Portanto |3| =6y gp(3) = G.

G es ciclico puesto que G = gp(3).

=1 2 3 4 5 6 =1 2 4 7 8 11 13 14
111 2 3 4 5 6 1(f1 2 4 7 8 11 13 14
212 4 6 1 3 5 212 4 8 14 1 7 11 13
313 6 2 5 1 4 414 8 1 13 2 14 7 11
414 1 5 2 6 3 717 14 13 4 11 2 1 8
515 3 1 6 4 2 8§18 1 2 11 4 13 14 7
616 5 4 3 2 1 miir 7 14 2 13 1 4

13113 11 7 1 14 8 2

14114 13 11 8 7 4 1

a) b)

Figura B-6

Sea G un sistema de residuos reducido mddulo 15; por ejemplo, G ={1, 2, 4, 7, 8, 11, 13, 14} (el conjunto de
enteros entre 1y 15 que son coprimos con 15). Entonces G es un grupo bajo la multiplicacion médulo 15.

a)
c)

a)

b)

Encuentre la tabla de multiplicar de G. b) Encuentre 271, 771 1171
Encuentre los érdenes y los subgrupos generados por 2, 7y 11. d) ¢Gesciclico?

Para encontrar a x b en G, se encuentra el residuo cuando el producto ab se divide entre 15. La tabla de multiplicar se
muestra en la figura B-6b).

Los enteros r y s son inversos si r « s = 1. Por tanto: 27t =8, 71 = 13, 11~ = 11.
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c)

d)
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Setiene 22 = 4,28 =8,2* = 1. Portanto, |2 =4y gp(2) = {1, 2, 4, 8}. También, 72 =4, 7 =4+ 7=13,7* =13
%7 = 1. Por tanto, |7 = 4y gp(7) = {1, 4, 7, 13}. Asi que, 112 = 2. Finalmente |11| = 2 y gp(11) = {1, 1}.
No, puesto que ningln elemento genera G.

Considere el grupo simétrico S;, cuya tabla de multiplicar se proporciona en la figura B-4.

a)
b)
c)
d)
e)

a)

b)

c)

d)

€)

Encuentre el orden y el grupo generado por cada elemento de S,.

Encuentre el nimero y todos los subgrupos de Ss.

Sea A = {0y, 0,} Y B = {¢, ¢,}. Encuentre AB, o;A Y Aos.

Sean H = gp(o;) y K = gp(o,). Demuestre que HK no es un subgrupo de S;.
¢S5 es ciclico?

Hay seis elementos: 1) ¢, 2) 0, 3) 05, 4) 03, 5) ¢4, 6) ¢,.. Encuentre las potencias de cada elemento x hasta que X" = ¢.
Luego x| =ny gp(x) = {&, Xy, Xy, ..., X"~1}. Observe que x* = x, de modo que s6lo es necesario empezar con n = 2
cuando X # e.

1) &' =¢;de modoque [e] =1y g(e) = {e}.

2) of =¢; demodo que |o,| =2y gp(o,) = {&, 0y}

3) o = ¢; de modo que |o,| =2 gp(o,) = {&, 0,}.

4) of = &; de modo que o3| = 2y gp(o,) = {e, 03}

5) ¢f = ¢y, ¢ = ¢,, = &; de modo que |¢;| = 3y gp(¢) = (e, ¢y, ¢,).

6) ¢ = ¢, ¢3 = ¢1, = &, de modo que |¢,| =3y gp(¢) = (&, b, 1)

Primero, H; = {e} y H, = S; son subgrupos de S;. Cualquier otro subgrupo de S; debe ser de orden 2 o 3 puesto que
su orden debe dividir a |S| = 6. Debido a que 2 y 3 son primos, estos subgrupos deben ser ciclicos (problema B.61)

y entonces deben aparecer en el inciso a). Asi, los otros subgrupos de S; son los siguientes:

Hy={e, 01}, Hy={e 02}, Hs={e 03}, Hg={e ¢y, ¢o}

En consecuencia, S, tiene seis subgrupos.

Cada elemento de A se multiplica por cada elemento de B:
01y =0y 01y =03, O3y =03, Oppy =07

Por tanto, AB = {oy, 05, 03}

o4 se multiplica por cada elemento de A:

0301 =1, 030, =, portanto oA = {¢y, ¢}
Cada elemento de A se multiplica por o:

0103 = ¢y, 0,03=¢;, portanto Aoy ={¢y, ¢}

H = {e, 01}, K= {e, 0,} y entonces HK = {e, oy, 05, ¢;}, que no es un subgrupo de S; porque HK tiene cuatro ele-
mentos.

S3 no es ciclico, puesto que S; no es generado por ninguno de sus elementos.
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B.9 Sean oy tlos siguientes elementos del grupo simétrico Sg:
(1 2 3 456 (1 2 3 456
°=\s 1546 2) Y "=\ 531624
Encuentre 1o, o7, 6 y o L. (Puesto que o y T son funciones, 7o significa aplicar o y luego z.)

En la figura B-7 se muestra el efecto sobre 1, 2,..., 6 de la composicién de las permutaciones:
a) oyluegor.

b) tyluegoo.

¢) oy luego o; es decir, 6%

Entonces:

(1 2 3 4 5 6 (1 2 3 4 5 6 2 (1 2 3 4 5 6
“=\1529643) "“\les53214) 797536421
o~ ! se obtiene al intercambiar los renglones superior e inferior de o, y luego al reagrupar:

4 (315 46 2\ (123456
 =\1 23 456)7\26143THs

N W
W — -

1
l

—_ ) - —
e =1
Ne—Wn==——"-W
AN b
hre—O«———Wn
W N
AN —
—_——-—— N -—— W
APre—DpD<——"0o
N ) - —
D — O
NN — W
A D e—pn
NeEe—ON-——Wn
—_——.— N ——— O\

a) b) <)
Figura B-7

B.10 Sean Hy K grupos.

a) Defina el producto directode Hy K por G=H x K.
b) ¢Cudl es el elemento identidad y cuél es el orden de G = H x K?
c) Describay encuentre la tabla de multiplicar del grupo G = Z, x Z,.

a) SeaG =H x K, el producto cartesiano de H y K, con la operacion * definida componente por componente por
(h, k) * I, k" = (hh’, kk)

Entonces G es un grupo (problema B.68) denominado producto directo de H y K.
b) Elelemento e = (ey, ex) es el elemento identidad de G, y |G| = |H| - |K].
c) Puesto que Z, tiene dos elementos, G tiene cuatro elementos. Sea

e=(0,0), a=(1,0), b=(0,1), c=(1,1)
La tabla de multiplicar de G se muestra en la figura B-8a). Observe que G es abeliano puesto que la tabla es simétrica.

También, a? = e, b> = e, ¢2 = e. Asi, G no es ciclico, por lo cual G % Z,.

B.11 Seas el cuadrado en el plano R? representado en la figura B-8b), con su centro en el origen 0. Observe que los
vértices de S estdn numerados en sentido contrario al movimiento de las manecillas del reloj de 1 a 4.

a) Defina el grupo G de simetrias de S.
b) Enumere los elementos de G.
c) Encuentre un conjunto minimo de generadores de G.
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a)

b)

c)
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2 1

.
|

)

3

b
ala e ¢ b 0
b
b

a)

Figura B-8

Una simetria o de S es una correspondencia rigida uno a uno entre Sy S mismo. (Aqui rigida significa que las distan-
cias entre puntos no varian.) El grupo G de simetrias de S es el conjunto de todas las simetrias de S bajo composicion
de transformaciones.

Hay ocho simetrias, como sigue. Para « = 0°, 90°, 180°, 270°, sea o («) la simetria obtenida al rotar S « grados alre-
dedor de su centro, y sea t(«) la simetria obtenida al reflejar S alrededor del eje y y luego rotar S « grados alrededor
de su centro. Observe que cualquier simetria o de S esta determinada completamente por su efecto sobre los vértice de
S, de modo que o puede representarse como una permutacion en S,. As:

a(0°)=(i 3 2 j) 7(90°) :<§ g 431 i)
uor=(5 55 1) eem=(3 13 %)
r(0°)=<§ i i ;‘) 7(90°) =<§ 3 f i)
1(1800):<‘11 23 ‘i’) 1(27oo)=<i T s ‘2‘)

Seana = ¢(90°) y b = £(0°). Entonces a y b forman un conjunto maximo de generadores de G. Especificamente,

0(0°) =a* o0(90°) =a, o(180°) =a?, ©(270°) =ad
7(0°) = b, 7(90°) = ba, tv(180°) = ba?, 1(270°) = ba®

y G no es ciclico, de modo que no es generado por un elemento. (Puede demostrarse que las relacionesa* =e, b? = ey
bab = a~* describen completamente a G.)

Sea G un grupo y sea A un conjunto no vacio.

a)
b)
c)

a)

b)

c)

Defina el significado de la afirmacion “G actla sobre A”.
Defina el estabilizador H, de un elemento a € A.
Demuestre que H, es un subgrupo de G.

Sea PERM(A) el grupo de todas las permutaciones de A. Sea v : G — PERM(A) cualquier homomorfismo. Entonces
se dice que G actua sobre A donde cada elemento g en G define una permutacién g : A — A por

9(a) = (v(9))(@)

(A menudo la permutacién g : A — A se proporciona directamente y entonces el homomorfismo esta definido de
manera implicita.)

El estabilizador H, de a € A consta de todos los elementos en G que “fijan a a”; es decir,

H,={geG|g(a=a}

Puesto que e(a) = a, se tiene e € H,. Suponga que g, g’ € H,. Entonces (g9')(a) = 9(9’ ()) = g(a) = a; de modo que
99’ € H,. También, g~(a) = a puesto que g(a) = a; asi, g~* € H,. En consecuencia, H, es un subgrupo de G.
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B.13

B.14

B.15

B.16

B.17

Demuestre el teorema B.6: sea H un subgrupo de un grupo G. Entonces las clases laterales derechas de Ha
forman una particion de G.

Puesto que e € H se tiene a = ea € Ha; asi, todo elemento pertenece a una clase lateral. Ahora se supone que Ha 'y Hb no
son ajenos. Por ejemplo, ¢ € Ha N Hb. La demostracion est completa si se demuestra que Ha = Hb.

Puesto que ¢ pertenece a Ha 'y a Hb, se tiene ¢ = h;a'y ¢ = h,b donde hy, h, € H. Asi, h;a = h,b, y asi a = h;* h,b.
Sea x € Ha. Entonces

X =hza=hsh;thb
donde h; € H. Puesto que H es un subgrupo, h3h1_1h2 € H; asi, x € Hb. Puesto que x es cualquier elemento de Ha, se tiene
Ha < Hb. En forma semejante, Hb € Ha. Ambas inclusiones implican Ha = Hb, y se ha demostrado el teorema.
Sea H un subgrupo finito de G. Demuestre que H y cualquier clase lateral Ha tienen el mismo ndmero de ele-
mentos.
SeaH = {hy, h,,..., h}, donde H tiene k elementos. Entonces Ha = {h;a, h,a, ..., h,a}.
No obstante, h;a = h;a implica h; = h;; asi, los k elementos enumerados en Ha son distintos. Por tanto, H y Ha tienen el
mismo nimero de elementos.
Demuestre el teorema B.7 (de Lagrange): sea H un subgrupo de un grupo finito G. Entonces el orden de H
divide al orden de G.

Suponga que H tiene r elementos y que hay s clases laterales derechas; por ejemplo
Ha,, Ha,, ..., Hag
Por el teorema B.6, las clases laterales parten a G y por el problema B.14 cada clase lateral tiene r elementos. En conse-
cuencia, G tiene rs elementos, de modo que el orden de H divide al orden de G.
Demuestre lo siguiente: todo subgrupo de un grupo G ciclico es ciclico.

Puesto que G es ciclico, hay un elemento a € G tal que G = gp(a). Sea H un subgrupo de G. Si H = {e}, entonces
H = gp(e) y H es ciclico. En caso contrario, H contiene una potencia a distinta de cero. Puesto que H es un subgrupo, debe
ser cerrado bajo inversos, de modo que H contiene potencias positivas de a. Sea m la menor potencia positiva de a tal que
a™ pertenece a H. Se afirma que b = a™ genera a H. Sea x cualquier otro elemento de H; puesto que x pertenece a G se tiene
x = a" para algun entero n. Al dividir n entre m se obtiene un cociente g y un residuo r; es decir,

n=mq+r
donde 0 < r < m. Asi,
a"=aM™=aM™.a"=h%-a" portanto a"=bY%"

Pero a", b € H. Puesto que H es un subgrupo, b~9" € H, lo cual significa a" € H. Sin embargo, m es la menor potencia
positiva de a que pertenece a H. En consecuencia, r = 0. Por tanto, x = a" = b% En consecuencia, b generaa H, y H es
ciclico.

Demuestre el teorema B.8: sea H un subgrupo normal de un grupo G. Entonces las clases laterales de H en G
forman un grupo bajo multiplicacion de clase lateral definida por (aH) (bH) = abH.
La multiplicacion de clases laterales esta bien definida, ya que

(aH)(bH) = a(Hb)H = a(bH)H = ab(HH) = abH

(Aqui se us6 el hecho de que H es normal, de modo que Hb = bH y, por el problema B.57, HH = H.) La propiedad asocia-
tiva de la multiplicacion de clases laterales se concluye a partir del hecho de que la asociatividad se cumple en G. El ele-
mento identidad de G/H es H, ya que

(@H)H =a(HH) =aH y H(aH) = (Ha)H = (aH)H =aH
Por Gltimo, a=*H es el inverso de aH, ya que
(@'H)@H)=aaHH=eH=H y (aH)@'H)=aa 'HH=eH=H

Por tanto, G/H es un grupo bajo multiplicacion de clases laterales.
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B.18 Suponga que F : G — G’ es un homomorfismo de grupos. Demuestre: a) f(e) = €; b) (fa=®) = f(a)~ .

a) Puesto que e = ee y f es un homomorfismo, se tiene
f(e) =f(ee) =f(e) f(e)

Al multiplicar ambos miembros por f(e)~* se obtiene el resultado.
b) Al aplicar el inciso a) y el hecho de que aa~* = a—'a = e, se tiene

g=fle)=flaa Y =f@)f(a?l) y e¢=f(e)="Ff(arta)="Ff(a?)f(a)
Por tanto, f(a™?) es el inverso de f(a); es decir, f(a™) = f(a)~~

B.19 Demuestre el teorema B.9: sea f : G — G’ un homomorfismo con kernel K. Entonces K es un subgrupo normal
de Gy G/K es isomorfo a la imagen de f. (Compare con el problema B.5 el teorema semejante para semigru-

pos.)
Demostracion de que K es normal: por el problema B.18, f (e) = €', de modo que e € K. Luego, se supone que a, b € K'y
ge G.Asi, f(a)=¢yf(b)=¢. Por tanto,

flab) = f(a)f(b) =ee =¢
fa=f@t=et=e
foag™) =f(@f@f(g = f(gef@t=¢

Entonces, ab, a~ y gag™ pertenecen a K, de modo que K es un subgrupo normal.
Demostracion de que G/K = H, donde H es la imagen de f: sea ¢: G/K — H definida por

¢(Ka) =f(a)

Se demuestra que ¢ esta bien definido; es decir, si Ka = Kb entonces ¢(Ka) = ¢(Kb). Se supone que Ka = Kb. Entonces
ab~! e K (problema B.57). Asi, f (ab™Y) = ¢’ y asi

fa)f (b)t=f(a)f(b™Y) =f(ab ) =¢

Por tanto, f(a) = f(b), de modo que ¢(Ka) = ¢(Kb). Asi, ¢ esta bien definido.
A continuacion se demuestra que ¢ es un homomorfismo:

¢(KaKb) = ¢(Kab) = f (ab) = f (a) f (b) = p(Ka)p(Kb)
Por tanto, ¢ es un homomorfismo. Luego se demuestra que ¢ es uno a uno. Se supone que ¢(Ka) = ¢(Kb). Entonces
fay=f(b) o f(@)f(b)yt=¢ o f@f(bH=¢ o flab™)=¢

Entonces, ab~! € K, y por el problema B.57 se tiene Ka = Kb. Por tanto, ¢ es uno a uno. A continuacion se demuestra que
@ es sobre. Sea h € H. Puesto que H es la imagen de f, existe a € G tal que f(a) = h. Asi, ¢(Ka) = f(a) = h, de modo que
@ es sobre. En consecuencia, G/K = Hy asi se ha demostrado el teorema.

ANILLOS, DOMINIOS DE INTEGRIDAD, CAMPQOS

B.20 Considereel anillo Z,, ={0, 1, 2,..., 9} de enteros modulo 10. a) Encuentre las unidades de Z,,. b) Encuentre
—3, -8y 371 c)Seaf (x) = 2x? + 4x + 4. Encuentre las raices de f(x) sobre Z,,.

a) Por el problema B.78, los enteros primos relativos con el médulo m = 10 son las unidades de Z,,. Por tanto, las uni-
dadesson1,3,7y09.

b) Recuerde que —a en un anillo R es el elemento tal que a+(—a) = (—a)+a = 0. Por tanto, -3 =7,yaque 3 + 7 =
7 4 3 =0en Z,,. En forma semejante, —8 = 2. Recuerde que a~* en un anillo R es el elemento tal quea-a t=a!.
a=1 Portanto,37'=7puestoque3-7=7-3=1enZ,
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B.21

B.22

B.23

B.24

B.25

APENDICE B SISTEMAS ALGEBRAICOS

c) Cada uno de los 10 elementos en Z;, se sustituye en f(x) para ver cual produce 0. Se tiene:

f0)=4, f(2)=0, f4)=2 f(6)=0, f(8) =4
f(1)=0, f(3)=4, fB)=4, f(7)=0, f(9)=2

Por tanto, las raices son 1, 2, 6 y 7. (Este ejemplo muestra que un polinomio de grado n puede tener méas de n raices
sobre un anillo arbitrario. Esto no puede ocurrir si el anillo es un campo.)

Demuestre que en un anilloR:i)a-0=0-a=0;ii) a(—b) = (—a)b = —ab; iii) (—1)a = —a (cuando R tiene
un elemento identidad 1).
i) Puesto que 0 =0+ 0, se tiene
a-0=a(0+0)=a-0+a-0
Al sumar —(a - 0) a ambos miembros se obtiene 0 = a - 0. En forma semejante, 0 - a = 0.
ii) Alusarb+ (—=b) = (=b) + b =0, se tiene

ab+a(-b)=ab+(-b)=a-0=0
a(—b) +ab=a((—-b)+b)=a-0=0
Por tanto, a(—b) es el negativo de ab; es decir, a(—b) = —ab. En forma semejante, (—a)b = —ab.
iii) Se tiene
a+(-la=1l-a+(-a=1+(-1)a=0-
(-a+a=(-la+l-a=(-1)+1)a=0-
Por tanto, (—1)a es el negativo de a; es decir, (—1)a = —a.

Sea D un dominio de integridad. Demuestre que si ab = ac con a # 0, entonces b = c.

Puesto que ab = ac, se tiene
ab —ac=0demodoquea(b —c)=0
Puesto que a # 0, debe tenerse b — ¢ = 0, ya que D no tiene divisores cero. Por tanto, b = c.

Suponga que Jy K son ideales en un anillo R. Demuestre que J N K es un ideal en R.

Puesto que Jy K son ideales, 0 € Jy 0 € K. Entonces, 0 € JN K. Luego, seaa, b e JNKysear € R. Entoncesa, b e Jy
a, b € K. Puesto que J y K son ideales,

a—b,ra,areJ y a—b,raareK

Entonces, a — b, ra, ar € J N K. Por consiguiente, J N K es un ideal.

Sea J un ideal en un anillo R con elemento identidad 1. Demuestre: @) Si 1 € J entonces J = R; b) Si cualquier
unidad u € J entonces J = R.

a) SileJentonces paracualquierr e Rsetiener-1eRoreJ.PortantoJ=R.
b) SiueJentoncesu™!-ueJol el PortantoJ =R por el inciso a).

Demuestre lo siguiente: a) Un dominio de integridad finito D es un campo. b) Z,, es un campo, donde p es un
ndmero primo. c) (Fermat) Si p es primo, entonces a® = a (méd p) para cualquier entero a.

a) Suponga que D tiene n elementos; por ejemplo, D = {a,, a,,..., a,}. Sea a cualquier elemento de D diferente de cero
Considere los n elementos

aay, aa,, ..., a,

Puesto que a # 0, se tiene aa; = aa, implica a; = a, (problema B.22). Por tanto, los n elementos anteriores son distin-
tos, de modo que deben ser un reagrupamiento de los elementos de D. Uno de ellos; por ejemplo aa,, debe ser igual
al elemento identidad 1 de D; es decir, aa, = 1. Por tanto, a, es el inverso de a. Puesto que a es cualquier elemento de
D distinto de cero, se tiene que D es un campo.

b) Recuerde que Z, = {0, 1, 2,..., p — 1}. Se demostrara que Z, no tiene divisores cero. Suponga que a * b = 0 en Z;
es decir 0 (mad p). Entonces p divide a ab. Puesto que p es primo, p divide a a o p divide a b. Por tanto, a = 0 (méd p)
0 b =0 (mdd p); es decir, a =00 b = 0 en Z,. En consecuencia, Z, no tiene divisores cero y por tanto Z, es un
dominio de integridad. Por el inciso ), Z,, s un campo.
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c) Sipdivide a a, entonces a =0 (méd p) y asi aP = a = 0 (md6d p). Suponga que p no divide a a. Entonces a puede
considerarse como un elemento distinto de cero de Z,. Puesto que Z, es un campo, sus elementos distintos de cero
forman un grupo G de orden p — 1 bajo la multiplicacion. Por el problema B.45, aP~* = 1 en Z,

En otras palabras, aP~! = 1 (mad p). Al multiplicar por a se obtiene aP = a(madd p), y asi se ha demostrado el
teorema.

POLINOMIOS SOBRE UN CAMPO

B.26

B.27

B.28

B.29

B.30

Suponga que f(t) = 2t> — 3t> — 6t — 2. Encuentre todas las raices de f(t) si se sabe que f(t) tiene una raiz
racional.

Las raices racionales de f(t) deben estar entre £1, +2, +1/2. Al probar cada raiz posible, se obtiene, por division sintética
(o al dividir entre 2t + 1),

112-3-6-2
—142+42
2-4—4+0

En consecuencia, t = —1/2 es una raizy
f(t) = (t+ 1/2)(2t2 — 4t — 4) = (2t + 1)(t> — 2t — 2)
Ahora es posible aplicar la formula cuadratica a t?> — 2t — 2 para obtener las tres siguientes raices de f(t):

t=-1/2, t=1++3, 1=1-+/3

Sea f(t) = t* — 3t3 4 3t? + 3t — 20. Encuentre todas las raices de f(t) dado que t = 1 + 2i es una raiz.

Puesto que 1 + 2i es una raiz, entonces 1 — 2i es una raiz y c(t) = t? — 2t + 5 es un factor de f(t). Al dividir f(t) entre c(t)
se obtiene

f(t) = (t> — 2t + 5)(t> — t — 4)

La férmula cuadrética con t? — t — 4 proporciona las otras dos raices de f(t). Es decir, las cuatro raices de f(t) son las
siguientes:

r=1+42i, t=1-2i, 1=0A+V17)/2, 1=Q1—-17)/2

Sea K = Z;. Encuentre todas las raices de f (t) =t + 6t.

Aqui Zg={0, 1, 2,...,7}. Cada elemento de Zg se sustituye en f(t) para obtener:
f(0)=0, f(2=0, f(4)=0, f(6)=0

Asi, f(t) tiene cuatro raices: t = 0, 2, 4, 6. (El teorema B.21 no se cumple en este caso porque K no es un campo.)

Suponga que f(t) es un polinomio real con grado impar n. Demuestre que f(t) tiene una raiz real.

Las raices complejas (no reales) se presentan por pares. Puesto que f(t) tiene un nimero impar n de raices (contando mul-
tiplicidad), f(t) debe tener por lo menos una raiz real.

Demuestre el teorema B.15 (algoritmo euclidiano de la division): sean f(t) y g(t) polinomios sobre un campo
K con g(t) # 0. Entonces existen polinomios q(t) y r(t) tales que
f(t) = a()g(®) + r(t)

donde r(t) = 0 o gr(r) < gr(g).

Sif(t)=0o0sigr(f) < gr(g), entonces se tiene la representacion requerida f(t) = 0g(t) + f(t). Luego, se supone que
gr(f) > gr(g), por ejemplo,

f®)=at"+ ---+at+a, y gt)=>b,t"+---+bit+b,

donde a,, b, # 0y n > m. Se forma el polinomio

A 10 (1)

Ji() = f(1) = b,
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B.31

B.32

B.33

B.34

(Este es el primer paso de la sustraccion en la “division larga”.) Entonces, gr(f;) < gr(f). Por induccion, existen polinomios
q(t) y r(t) tales que f;(t) = q1(t)g(t) + r(t) donde r(t) = 0 o deg(r) < deg(g). Al sustituir esto en la ecuacion (1) y despejar
f(t), se obtiene
aﬂ n—m
0 = [a:0 + 22" o) 4+ 1)

m

que es la representacion deseada.

Demuestre el teorema B.18: suponga que f(t) es un polinomio sobre un campo K, y que gr( f) = n. Entonces
f(t) tiene cuando mucho n raices.

La demostracion es por induccion sobre n. Si n = 1, entonces f (t) = at + b y f(t) tiene la raiz Gnica t = —b/a. Suponga
que n > 1. Si f(t) no tiene ninguna raiz, entonces el teorema es verdadero. Suponga que a € K es una raiz de f(t).
Entonces

f(t) = (t—a)g(®)

donde gr(g) = n - 1. Se afirma que cualquiera otra raiz de f(t) también debe ser una raiz de g(t).

Suponga que b # a es otra raiz de f(t). Al sustituir t = b en (1) se obtiene 0 = f (b) = (b — a)g(b).

Puesto que K no tiene divisores cero y b — a # 0, debe tenerse g(b) = 0. Por induccién, g(t) tiene a lo sumon -1
raices. Por tanto, f(t) tiene cuando mucho n — 1 raices ademas de a. Asi que, f(t) tiene como maximo n raices.

Demuestre el teorema B.19: suponga que un racional p/q (reducido a su minima expresion) es la raiz del poli-
nomio

f()=at"+---+at+a,

donde todos los coeficientes a,, ..., a;, 8, son enteros. Entonces p divide al término constante a, y q divide
a los coeficientes principales a,,. En particular, si ¢ = p/q es un entero, entonces c divide al término constan-
te a,.

t = p/q se sustituye en f(t) = 0 para obtener a,(p/q)" + - - - + a,(p/q) + a; = 0. Ambos miembros de la ecuacion se multi-
plican por g" para obtener

8" + 2,1 P" 0 + 8y, PG+ gt + 8" = 0 @

Puesto que p divide a todos los n primeros términos de (1), p debe dividir al Gltimo término, a,q". Si se supone que py q
son primos relativos, entonces p divide a a,. En forma semejante, g divide a los n dltimos términos de (1), de modo que
q divide al primer término, a,p". Debido a que p y g son primos relativos, g divide a a,,.

Demuestre el teorema B.20: el anillo K[t] de polinomios sobre un campo K es un dominio ideal principal (DIP).
Si Jes un ideal en K[t], entonces existe un monomio Unico d que genera a J; es decir, todo polinomio fen J es
un multiplo de d.

Sea d el polinomio de menor grado en J. Puesto que es posible multiplicar d por un escalar diferente de cero y seguir per-
teneciendo a J, es posible suponer sin pérdida de generalidad que d es un monomio (con coeficiente principal igual a 1).
Luego, se supone que f € J. Por el algoritmo de la division, existen polinomios q y r tales que f = qd + r, donde r =00
gr(r) < gr(d). Luego, f, d € Jimplica qd € J y por tanto r = f — qd € J. Sin embargo, d es el polinomio de menor grado en
J. En consecuencia, r =0y f = qd; es decir, d divide a f. Queda por demostrar que d es Gnico. Si d” es otro monomio que
genera a J, entonces d divide ad’y d’ divide a d. Esto implica que d = d’, ya que d y d’ son monomios. Asi, se ha demos-
trado el teorema.

Demuestre el teorema B.21: sean fy g polinomios en K]t], ninguno es un polinomio cero. Entonces existe un
monomio Unico d tal que: i) d divide afy ag. ii) Si d’ divide afy a g, entonces d’ divide a d.

El conjunto | = {mf + ng | m, n € K[t]} es un ideal. Sea d el monomio que genera a I. Observe que f, g € | ; por tanto, d
divide afy a g. Ahora se supone que d’ divide a fy a g. Sea J el ideal generado por d’. Entonces f, g € Jy por tanto | € J.
En consecuencia, d € J y asi d’ divide a d, como se habia afirmado. Queda por demostrar que d es dnico. Si d; es otro
méximo comun divisor (monomio) de fy g, entonces d divide a d, y d, divide a d. Esto implica que d = d, porque d y d,
son monomios. Asi, se ha demostrado el teorema.
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B.37

B.38
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Demuestre el corolario B.22: sea d el maximo comun divisor de f y g. Entonces existen polinomios my n tales
que d = mf + ng. En particular, si f y g son primos relativos, entonces existen polinomios my n tales que mf +
ng =1.

A partir de la demostracion del teorema B.21 en el problema B.34, el maximo comdn divisor d genera el ideal | = {mf +
ng | m, n € K[t]}. Por tanto, existen polinomios my n tales que d = mf + ng.

Demuestre el lema B.23: suponga que p € K[t] es irreducible. Si p divide al producto fg de polinomios f, g €
K[t], entonces p divide a f o p divide a g. En términos mas generales, si p divide al producto f; f,--- f, de n
polinomios, entonces p divide a uno de ellos.

Suponga que p divide a fg pero no a f. Puesto que p es irreducible, los polinomios fy p deben ser primos relativos. Por tanto,
existen polinomios m, n € K[t] tales que mf + np = 1. Al multiplicar esta ecuacion por g, se obtiene mfg 4+ npg = g. Sin
embargo, p divide a fg y asi p divide a mfg. También, p divide a npg. En consecuencia, p divide a la suma g = mfg + npg.

Ahora se supone que p divide af; f,--- . Si p divide a f;, entonces ya se ha terminado. De no hacerlo, entonces por
el resultado anterior p divide al producto f,- - - f,. Por induccion sobre n, p divide a uno de los polinomios en el producto
fy, - f,. Asi, se ha demostrado el lema.

Demuestre el teorema B.24 (teorema de factorizacion Unica): sea f un polinomio distinto de cero en KJt].
Entonces f puede escribirse en forma Unica (salvo por el orden) como un producto f = kp;p,- - - p,, donde k € K
y los p son monomios Unicos irreducibles en K[t].

Primero se demuestra la existencia de este producto. Si f es irreducible o si f € K, entonces resulta evidente que este pro-
ducto existe. Por otra parte, se supone que f = gh, donde g y h no son escalares. Entonces g y h tienen grado menor o igual
que el grado de f. Por induccion, puede suponerse que g = k;9;8,--- g, Y h = k;h;h, - hs donde ky, k, € Ky los g; y los h;
son monomios irreducibles. En consecuencia, la representacion deseada es la siguiente:

f= (kikp)919; +~ gchihy - - - g
A continuacion se demuestra la unicidad (salvo por el orden) de tal producto para f. Suponga que
f=kpp,...p, =kKq,02...q, donde k k' eK

ylosp,..., P Ops -+ 0, SON monomios irreducibles. Asi, p, divide ak'q; ... g,,. Puesto que p; es irreducible, debe dividir
a uno de los q por el lema B.23. Por ejemplo, sea que p, divide a q,. Puesto que p; y g, son monomios irreducibles,
p; = q;. En consecuencia, kp,... p, = k' 0,... gy Por induccion, se tiene que n =my p, = qj,..., P, = g, para algin
reordenamiento de los g. También se tiene que k = k'. Asi, se ha demostrado el teorema.

Demuestre el teorema B.25: suponga que f(t) es un polinomio sobre el campo real R, y suponga que el nime-
ro complejo z = a + bi, b # 0, es una raiz de f(t). Entonces el conjugado complejo 7 = a — bi también es una
raiz de f(t). Por tanto, la siguiente expresion es un factor de f(t):

c(t) = (t —2)(t — 2) = 1* — 2at + a® + b*
Al dividir f(t) entre c(t), donde gr(c) = 2, existen q(t) y nimeros reales M y N tales que
f(t) =c(t)q(t) + Mt +N (1)
Puesto que z = a + bi es una raiz de f(t) y c(t), se tiene, al sustituir t = a + bi en (1),
f@=c(@9@ +M(@+n o 0=09(z)+M(@+N o M(@+bi)+N=0

Por tanto, Ma + N = 0y Mb = 0. Puesto que b # 0, debe tenerse M = 0. Entonces, 0 + N =0 o N = 0. En consecuencia,
f(t) = c(t)q(t) y Z = a — bi es una raiz de f(t).

PROBLEMAS SUPLEMENTARIOS

OPERACIONES Y SEMIGRUPOS

B.39

Considere el conjunto N de enteros positivos y sea * la operacién minimo comun multiplo (mem) en N.

a) Encuentre 4 x 6,3 5,9 % 18,1 % 6. ¢)  Encuentre el elemento identidad de x.

b)  ¢(N, %) es un semigrupo? ¢Es conmutativo? d) ¢Cuales elementos de N, en caso de haberlos, tienen inverso
y cuéles son?
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B.40

B.41

B.42

B.43

B.44

B.45
B.46

B.47

B.48

B.49

APENDICE B SISTEMAS ALGEBRAICOS

Sea x la operacion en el conjunto R de nimeros reales definida por a x b = a + b + 2ab.

a) Encuentre 2 % 3,3 % (=5),y 7 x (1/2).

b) ¢(R, *) es un semigrupo? ¢ Es conmutativo?

c) Encuentre el elemento identidad de .

d) ¢Cudles elementos de N tienen inverso y cudles son?

Sea A un conjunto no vacio con la operacion * definida por a * b = a, y suponga que A tiene mas de un elemento.

a) ¢Aesunsemigrupo?

b) ¢A es conmutativo?

c) ¢Atiene elemento identidad?

d) ¢Cudles elementos de A, en caso de haberlos, tienen inverso y cuéles son?

Sea A ={a, b}.

a) Encuentre el nimero de operaciones en A.
b)  Muestre una operacién que no sea asociativa ni conmutativa.

Para cada uno de los siguientes conjuntos, determine cudl es cerrado bajo a) multiplicacion, b) adicion.

A={0,1}, B={1,2}, C={x|xesprimo}, D={2,4,8,..}={x|x=2"

SeaA={..., -9, -6,-3,0,3,6,9,...}, los miltiplos de 3. ;A es cerrado bajo

a) adicion?

b) multiplicacion?

c) sustraccion?

d) division (excepto entre 0)?

Encuentre un conjunto A con tres enteros que sea cerrado bajo a) multiplicacion; b) adicion.

Sea S un conjunto infinito. Sean A la coleccidn de conjuntos finitos de S y B la coleccidn de conjuntos infinitos de S.

a) ¢Aes cerrado bajo i) union?; ii) interseccion? iii) complementos?

b) ¢B es cerrado bajo i) unién?; ii) interseccion? iii) complementos?

Sea S = Q x Q, el conjunto de pares ordenados de niimeros racionales, con la operacién * definida por
(a b) = (x,y) = (ax, ay + b)

a) Encuentre (3,4) x(1,2) y (-1, 3) % (5, 2).

b) ¢S esunsemigrupo? ¢Es conmutativo?

c) Encuentre el elemento identidad de S.

d) ¢Cudles elementos, en caso de haberlos, tienen inverso y cuéles son?

Sea S = N x N, el conjunto de pares ordenados de enteros positivos, con la operacion * definida por
(a, b) * (c, d) = (ad + bc, bd)

a) Encuentre (3,4) % (1,5)y (2, 1) = (4, 7).

b) Demuestre que * es asociativa. (Y asi, que S es un semigrupo.)

c) Definaf: (S, x) — (Q,+) por f (a, b) = a/b. Demuestre que f es un homomorfismo.

d) Encuentre la relacion de congruencia ~ en S determinada por el homomorfismo f; es decir, x ~ y si f (X) = f (y).
e) Describa S/~. S/~ tiene un elemento identidad? ¢ Tiene inversos?

Sea S = N x N. Sea * la operacion en S definida por
(@ b)yx@,b)y=@+a,b+b)

a) Encuentre (3,4) % (1,5)y (2, 1) = (4, 7).

b) Demuestre que * es asociativa. (Y asi, que S es un semigrupo.)

c) Definaf: (S, x)—(Z, +) por f (a,b) = a — b. Demuestre que f es un homomorfismo.
d) Encuentre la relacion de congruencia ~ en S determinada por el homomorfismo f.

e) Describa S/~. (S/~ tiene un elemento identidad? ¢ Tiene inversos?
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GRUPOS

B.50

B.51

B.52

B.53

B.54

B.55
B.56

B.57

B.58
B.59

B.60

B.61.

B.62

B.63

B.64

Considere Z,, = {0, 1, 2,...,19} bajo la adicion modulo 20. Sea H el subgrupo generado por 5. a) Encuentre los elementos
y el orden de H. b) Encuentre las clases laterales de H en Z,,.

Considere G = {1, 5, 7, 11} bajo la multiplicaciéon médulo 12. a) Encuentre el orden de cada elemento. b) ¢G es ciclico?
¢) Encuentre todos los subgrupos de G.

Considere G ={1, 5, 7, 11, 13, 17} bajo la multiplicaciéon médulo 18. a) Escriba la tabla de multiplicar de G. b) Encuentre
571 771y 1771 ¢) Encuentre el orden y el grupo generado por: i) 5; ii) 13 d) (G es ciclico?

. S 1 2 3 4 1 2 3 4
Con5|dereelgrup05|metr|coS4.Seana=(3 4 2 1)yﬂ=(2 4 3 1).

a) Encuentre af, fa, o?, a1, b) Encuentre los ordenes de o, By af.
Demuestre los siguientes resultados para un grupo G.

a) El elemento identidad e es Unico.

b) Cadaaen G tiene un inverso tnico a~>.

) (@ht=a, (ab)t=b"taly, enformamas general, (a,a,...a,) = a;'...a; a;’.
d) ab=acimplicab=cyba=caimplicab=c.

e) Paraenteros arbitrarios ry s, se tiene a'a* =a"*®, (a")s =a".

f) G esabeliano si y sélo si (ab)?> = a®b? paratoda a, b € G.

Sea H un subgrupo de G. Demuestre: a) H = Ha siy s6lo sia € H. b) Ha = Hbsiy s6losiab™t € H, ¢) HH = H.

Demuestre la proposicion B.5: un subconjunto H de un grupo G es un subgrupo de G si: i) e € H, ii) paratoda a, b € H, se
tieneab,a e H.

Sea G un grupo. Demuestre:
a) Lainterseccion de cualquier nimero de subgrupos de G es un subgrupo de G.

b) Paracualquier A C G, gp(A) es igual a la interseccion de todos los subgrupos de G que contienen a A.
c) Lainterseccion de cualquier nimero de subgrupos normales de G es un subgrupo normal de G.

Suponga que G es un grupo abeliano. Demuestre que cualquier grupo de factores G /H también es abeliano.

Suponga que |G| = p, donde p es primo. Demuestre: a) G no tiene subgrupos, excepto G y {e}. b) G es ciclico y todo
elemento a # e genera a G.

Demuestre que G = {1, —1, i, —i} es un grupo bajo multiplicacion y proporcione un isomorfismo explicito G = Z, para
demostrar que f: G — Z,.

Sea H un subgrupo de G con solo dos clases laterales derechas. Demuestre que H es normal.

Sea S = R?el plano cartesiano. Encuentre el estabilizador H, de a = (1, 0) en S, donde G es el siguiente grupo que actda
sobre S:

a) G=2Z x Zy G acttasobre S por medio de g(x, y) = (X + m, y + n) donde g = (m, n). Es decir, cada elemento g en G
es una traslacion de S.

b) G=(R,+)y G actla sobre S por medio de g(x, y) = g(x cos g —y sen g, x sen g + y cos g). Es decir, cada elemento
en G rota S un angulo g alrededor del origen.

Sea S un poligono regular con n lados, y sea G el grupo de simetrias de S.

a) Encuentre el orden de G.

b) Demuestre que G es generado por dos elementos a y b tales que a” = e, b = e y b~'ab = a~. (G se denomina grupo
diédrico.)

Suponga que un grupo G actda sobre un conjunto S mediante, por ejemplo, el homomorfismo W:—PERM(S).

a) Demuestre que, para cualquier s € S: i) e(s) = sy ii) (gg)(s) = g(g'(s)), donde g, g € G.

b) La orbita Gg de cualquier s € S se define por G, = {g(s) | g € G}. Demuestre que las 6rbitas forman una particion
deS.

c) Demuestre que |Gg| = el numero de clases laterales del estabilizador Hg de s en G. (Recuerde que Hg = {g € G | g(s)

€s})
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B.65

B.66

B.67

B.68

APENDICE B SISTEMAS ALGEBRAICOS

Sea G un grupo abeliano y sea n un entero positivo fijo. Demuestre que la funcion f : G — G definida por f(a) = a" es un
homomaorfismo.

Sea G el grupo multiplicativo de los nimeros complejos z tales que |z| = 1, y sea R el grupo aditivo de nimeros reales.
Demuestre G = R/Z.

Suponga que Hy N son subgrupos de G, donde N es normal. Demuestre que: a) HN es un subgrupo de G. b) H NN es un
subgrupo normal de H. ¢) H/(H N N) = HN/N.

Sean H y K subgrupos. Sea G el conjunto producto H x K con la operacion
(h, k) * (0, k) = (hh', kK").

a) Demuestre que G es un grupo (denominado producto directo de H y K).
b) SeaH =H x {e}. Demuestre que: i) H = H; ii) H' es un subgrupo normal de G; iii) G/H’ = K.

ANILLOS

B.69

B.70

B.71
B.72
B.73

B.74

B.75
B.76
B.77
B.78

B.79

B.80

B.81

B.82

B.83

Considere el anillo Z,, = {0, 1,..., 11} de enteros modulo 12. a) Encuentre las unidades de Z,,. b) Encuentre las raices de
f(x) = x? + 4x 4 4 sobre Z,,. ¢) Encuentre los asociados de 2.

Considere el anillo Z;, = {0, 1,..., 29} de enteros mddulo 30.
a) Encuentre —2, —7'y —11. b) Encuentre 771, 117y 267 %,
Demuestre que en un anillo R: a) (—a)(—b) = ab; b) (—1)(—1) = 1, si R tiene un elemento identidad 1.
Suponga que a2 = a para toda a € R. (Un anillo asi se denomina anillo booleano.) Demuestre que R es conmutativo.
Sea R un anillo con elemento identidad 1. R se convierte en otro anillo R" al definir:
adb=a+b+1 y axb=ab+a+b
a) Compruebe que R’ es un anillo. b) Determine el elemento 0 y el elemento 1 de R'.

Sea G cualquier grupo abeliano (aditivo). La multiplicacion en G se define por a « b = 0 para todo a, b € G. Demuestre
que esto convierte a G en un anillo.

Sean Jy K ideales en un anillo R. Demuestre que J + K 'y J N K también son ideales.
Sea R un anillo con unidad 1. Demuestre que a) = {ra | r € R} es el menor ideal que contiene a a.
Demuestre que Ry {0} son ideales de cualquier anillo R.

Demuestre lo siguiente: a) Las unidades de un anillo R forman un grupo bajo multiplicacion. b) Las unidades en Z,, son
los enteros que son primos relativos con m.

Para cualquier entero positivo m, compruebe que mZ = {rm | r € Z} es un anillo. Demuestre que 2Z y 3Z no son isomor-
fos.

Demuestre el teorema B.10: sea J un ideal en un anillo R. Entonces las clases laterales {a + J | a € R} forman un anillo
bajo las operaciones de clases laterales (a +J) + (b +J)=a+b+Jy(@+J)(b+J)=ab+J.

Demuestre el teorema B.11: sea f : R — R’ un homomorfismo de anillos con kernel K. Entonces K es un ideal en R, y el
anillo cociente R/K es isomorfo a f(R).

Sea J un ideal en un anillo R. Considere la transformacion (canénica) f : R — R/J definida por f(a) = a + J. Demuestre
que: a) f es un homomorfismo de anillos; b) f es una transformacion sobre.

Suponga que J es un ideal en un anillo R. Demuestre que: a) Si R es conmutativo, entonces R/J es conmutativo. b) Si R
tiene elemento unidad 1y 1 ¢ J, entonces 1 + R es un elemento unidad para R/J.

DOMINIOS DE INTEGRIDAD Y CAMPQOS

B.84
B.85

Demuestre que si x> = 1 en un dominio de integridad D, entonces x = —1 0 x = 1.

Sea R # {0} un anillo conmutativo finito sin divisores cero. Demuestre que R es un dominio de integridad; es decir, que R
tiene un elemento identidad 1.
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B.86 Demuestre que F = {a + b+/2 }a, b racional} es un campo.
B.87  Demuestre que F = {a + b~/2 }a, b enteros} es un dominio de integridad pero no un campo.

B.88  Un nimero complejo a + bi, donde a y b son enteros, se denomina entero gaussiano. Demuestre que el conjunto G de
enteros gaussianos es un dominio de integridad. También demuestre que las unidades son +1, +i.

B.89  Sea R undominio de integridad y sea J un ideal en R. Demuestre que el anillo de factores R/J es un dominio de integridad
si'y sélo si J es un ideal primo. (Un ideal J es primo si J # Ry siab € Jimplicaae Job € J.)

B.90  Sea R un anillo conmutativo con elemento unidad 1y sea J un ideal en R. Demuestre que el anillo de factores R/J es un
campo si y solo si J es un ideal maximo. (Un ideal es maximo si J # R y ningun ideal K esta estrictamente entre J y R; es
decir,siJ C KC RentoncesJ=KoK=R))

. . —b .
B.91 Sea D el anillo de matrices reales de 2 x 2 de la forma [ Z p ] Demuestre que cuando D es un campo, D es iso-
morfo al campo complejo C.
B.92  Demuestre que el Gnico ideal en un campo K es {0} o K mismo.

B.93  Suponga que f : K — K’ es un homomorfismo de un campo K en un campo K'. Demuestre que f es una incrustacion; es
decir, que f es uno a uno. (Se supone f(1) # 0.)

B.94  Considere el dominio de integridad D = {a + b~/13}a, b enteros}. (Vea el ejemplo B.15b).) Si « = a + /13, se define
N(«) = a? — 13b% Demuestre:

i) N(a) = N(«)N(B).

i) «esunaunidad siy solo si N(o) = + 1.
iii) Entre las unidades de D estan +1, 18 + 5/13; y —18 4 5/13.
iv) Los nimeros 2, 3 — /13y —3 — /13 son irreducibles.

POLINOMIOS SOBRE UN CAMPO
B.95  Encuentre las raices de f(t) si se supone que f(t) tiene una raiz entera: a) f(t) = t2 — 2t —6t —3; b) f(t) = t° — t> — 11t —
10,y c) f(t) =13 + 2t? — 13t — 6.

B.96 Encuentre las raices de f(t) si se supone que f(t) tiene una raiz racional: a) f(t) = 2t3—3t2—16t —7; b) f(t) =
2t3-t2-9t 49.

B.97  Encuentre las raices de f(t) = t* — 5t3 4 16t> — 9t — 13, dado que t = 2 + 3i es una raiz.
B.98  Encuentre las raices de f(t) = t* — t® — 5t2 4 12t — 10, dado que t = 1 — i es una raiz.

B.99  Para cualquier escalar a € K, se define la transformacion evaluacion v,: K[t] — K por v, (f(t)) = f(a). Demuestre que
¥, es un homomorfismo de anillos.

B.100 Demuestre: a) la proposicion B.14. b) El teorema B.26.

Respuestas a los problemas suplementarios

B.39 a) 12,15, 18, 6; b) Si, si; c) S6lo 1y es su propio inver- B.45 a) {1, —1, 0}; b) No hay conjunto.

S0. B.46 a) Si, si, no; b) Si, no, no.
B.40 a) 17, —32, 29/2; b) Si, si; c) Cero; d) Sia # 1/2, B.47 a)(3,10),(-5,1);b)si,no;c) (1,0);d)Elelemento (a,
entonces a tiene un inverso, que es —a/(1 + 2a). b) tiene inverso si a # 0, y su inverso es (1/a, —b/a).
B.41 a) Si; b) No; c) No; d) No tiene sentido hablar de inver-  B.48  a) (19, 20), (18, 7). d) (a, b) ~ (¢, d) siad = bc. e) S/~
sos cuando no existe un elemento identidad. es isomorfo a los nimeros racionales positivos bajo la
B.42  a) dieciséis, ya que hay dos opciones: a o b, para cada adicion. Asi, S/~ no tiene elemento identidad ni inver-
uno de los cuatro productos aa, ab, ba y bb. b) Sea aa SOS.
=bh,ab=a,ba=Dh, bb=a. Entonces ab # ba. También, B.49 a) (4,9), (6,8);d) (a,b)~(c,d)sia+d=b +c.e)
(aa)b = bb = a, pero a(ab) as = b. S/~ es isomorfo a Z puesto que todo entero es la dife-
B.43  a) A; b) Ninguno. rencia de dos enteros positivos. Por tanto, S/~ tiene un
B.44  a) Si; b) Si; c) Si; d) No. elemento identidad, y todo elemento tiene inverso.
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B.50

B.51

B.52

B.53
B.60
B.62
B.69
B.70

9w o= x
~ W | =
B |
—_
~
—_

—_
=
—_

W

1313 11 1 17 7 5
17117 13 11 7 5 1

Figura B-9

a)H=1{0,5,10,15}y |[H=4.b)H, 1 + H= {1, 6,
11,16}, 2+ H={2,7,12,17},3+ H={3, 8, 13, 18},
44+ H=4{4,09 14, 19}.

a) x> =1six#1.b)No.c) {1}, {1, 5}, {1, 7}, {1, 11},
G.

a) Vea la figura B-9a). b) 11, 13, 17; ¢) i) |%]| =6,gp (5
=G;ii) 13| =3,gp(13) = {1, 7, 13}; d) Si, puesto que
G =gp(5).

a) Vea la figura B-9b). b) 4, 3, 4.
f()=0,f(i)=1,f(-1)=2,f(-i)=3

a) {(0, 0)}, b) {2x=r | r € Z}.

a)1,5,7, 11; b) 4, 10; c) {2, 10}.

a) 28, 23,19; b) 13, 11, 261 no existe puesto que 26 no
es una unidad.

B.72

B.73
B.91

B.93
B.95

B.96
B.97
B.98

b)

Demuestre que —a = a usando a + a = (a + a)°. Luego
demuestre que ab = —ba por (a + b) = (a + b)%

b) —1 = elemento 0; 0 = elemento 1.

Demuestre que f es un isomorfismo donde

[ )

Sugerencia: use el problema B.92.

a)—1, (3 £ v21)/2; b) —2, (3 £ v29)/2;
)3, (=5++/17)/2

a) —1)2, 1+ 2/2;b) 3/2, (—1 4 /13)/2

2+3i, (1++/5)/2

1410, (—1+/21)/2
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Indice

A
Aciclica, 216
Acotado, 267, 342
Adyacencia:
estructura (EA), 171, 212
lista, 201
matriz, 171, 206
Adyacentes:
productos fundamentales, 383
vértices, 158
Aleatoria, 126
variable, 132
Alfabeto, 303
Algebra:
booleana, 368
conjuntos, 7
proposiciones, 75
teorema fundamental del, 382
Algoritmo(s), 56
division, 267
euclidiano, 271, 447
Huffman, 249
cédigo, 252
poda, 218
vecino mas préximo, 177
Warshall, 209
Welch-Powell, 169
Altura, 236
Ancestro, 236
Anillo, 443
con elemento identidad, 1, 444
de polinomios, 444
Apuntador, 154
Arbol(es), 164
binario, 235
completo, 237
de busqueda, 242
complejidad de los algoritmos,
286

extendido, 237
con raiz ordenado, 205
busqueda, binario, 243
derivacion, 313
general, 251
semejante, 236
con raiz, 204
ordenados, 205
de expansion, 164
camino, 203
2-arbol, 237
Archivo:
arista, 206
vértice, 206
Arcos, 201
Argumentos, 4, 76
validos, 76
Avrista, 156, 236
archivo, 172, 212
Aritmética modular, 48, 274
Arreglo, 409
Asociados, 449
Atomos, 349
Autdmata(s), 306
delimitado linealmente, 314
con pila, 314
linealmente delimitados, 314
Axioma de eleccidn, 346

B
B, 368
B", 369
BFS (blsqueda en anchura), 175, 215
Binaria(0):
log, 50
relacion, 24
suma, 325
Binomial(es):
coeficientes, 90
distribucién, 131, 147
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Bits, 368

matriz, 368
Booleana:

algebra, 368

funcion, 381

matriz, 206, 422
Bosque, 164, 252
Busqueda:

en anchura, 176, 215

en profundidad, 173, 214

lineal, 58

C
C(n, r) (combinaciones), 93
C, nimeros complejos, 2
Cadena(s), 303, 338
Camino, cerrada, 159, 203
en una grafo, 159, 203, 236
matriz, 207
mas corto, 162
algoritmo, 216
Campo, 444:
borde, 206
Cartas con figura (sota, reina y rey),
125
Caso promedio, 58
Celdas, 10
Cero:
divisor, 444
elemento, 434
matriz, 411
polinomio, 446
renglon, 417
vector, 409
Cerrado bajo una operacion, 432
Cerradura, de Kleene, 339
de las relaciones, 339
transitiva, 31
Ciclo, 157, 159, 201, 203
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468 inpICE

Cinta (maquina de Turing), 324
expresion, 327
salida, 324
Circuito, AND-OR, 379
hamiltoniano, 161
Clase(s), de conjuntos, 1, 10
lateral, 440
Cociente:
anillo, 445
conjunto, 32
grupo, 440
semigrupo, 436
Codigo, Gray, 193
Huffman, 252
Codominio, 43
Cola, 156
de prioridad, 156
Coloreado:
de grafos, 168
de mapas, 170
Columna, 410
Combinaciones, 93
con repeticion, 107
Complejidad de los algoritmos, 57
en un arbol binario de basqueda, 243
en un monticulo, 248
Completo(a):
arbol binario, 237
conjunto de soluciones, 278
forma de suma de productos, 374
grafo, 163
sistema de residuos, 27
Composicion:
de funciones, 45
de relaciones, 27
Compuerta, AND, 378
NAND, 380
NOR, 380
NOT, 378
OR, 377
Compuertas, l6gicas, 377
Concatenacion, 303, 305
Conjuncién, 71
Conjunto(s), 1
ajenos, 3
bien ordenado, 267, 344
enumerable (infinito numerable), 55
indexados, 52
infinito, 8, 61
no numerable, 8
numerable, 8, 55
parcialmente ordenado, 33, 337
PO (conjunto parcialmente ordenado),
33, 337
potencia, 10
vacio, 2
palabra, 303
YES, 306

Consenso, 375
método del, 376
Contradiccion, 74
Contraejemplo, 80
Coprimo, 273
Cota, inferior, 267, 342, 348
superior, 348
Crecimiento de funciones, tasa de, 59
Cuantificador(es), 77
existencial, 78
negacion de, 78
Cuasiorden, 339
Cubierta, minima, 386

D
Dados, 24, 125
Débhil, 204

Débilmente conexo(a), 204
Desarreglos, 110
Descendiente, 236
Descomposiciones irredundantes, 350
Desigualdad(es), 265
de Chebyshev, 135, 148
Desviacion estandar, 134
Determinantes, 416-417
DFU (dominio de factorizacion Unica),
445
Diagonal de una matriz, 414
Diagrama, estado, 307, 329
Hasse, 346
sagital, 26
Venn, 3
Diametro de una grafica, 160
Digrafo (grafo dirigido), 201
DIP (dominio ideal principal), 445
Disperso(a), 171, 206
Distancia entre vértices, 160
Disyuncion (N), 71
Disyuncidn exclusiva, 72
Divisibilidad, 445
Divisién sintética, 56, 448
D,, (divisores de m), 369
Dominio (de integridad), 444
Dominio, 24, 43
factorizacién Unica, 445
integridad, 444
Dualidad, 8, 347, 369
Distribucion, 133
binomial, 131

E
E(G) (aristas en una grafo), 201
Eleccion, axioma de, 346
Elemento(s), comparables, 338
de un conjunto, 1
irreducible, 445
principal distinto de cero, 417
unidad (identidad) en un anillo, 444
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Eliminacidn gaussiana, 419
Encontrar, 346
Ensayos, de Bernoulli, 158
repetidos, 130
Entero(s), 264
maédulo m, 276, 441

par, 269
vértice, 157
positivos N, 2

Entrada (en una maquina de Turing),
324, 329
Enumeracién consistente, 342
Equivalencia:
clase, 32
l6gica, 74
relacion, 31
Escalar, 409
multiplicacion, 410, 411
Espacio equiprobable, 126
Estabilizador, 455
Estado(s), de aceptacion (sf), 306
diagrama, 307, 329
HALT, 327
NO, 327
tabla, 324
yes (aceptacion), 327
Euler:
formula, 167
funcion fi, 278
Evento(s), dependientes, 129
imposible, 123
mutuamente excluyentes, 123
Evento (probabilidad), 123
elemental, 126
independiente, 129
Exito, 131
Expectativa, 133
Expresion, 327

F
Factorial, 89
Falacia, 76
Familia, 1
FIFO (primero en entrar, primero en
salir), 237
Finito(a):
autémata de estado (FSA), 306
conjunto, 8
grafo, 158, 202
magquina de estado (FSM), 323
Forma, completa disyuntiva, 374
de Bakus-Naur, 313
normal disyuntiva, 373
posfijo, 238
prefijo, 238
propiedad, 250
triangular, 418
Fracaso, 131



Fuente, 203

Fuerte, 204

Fuertemente conexo, 208

Funcion, 43
biyectiva, 46
computable, 329-330
de Ackermann, 54
definida recursivamente, 52
del estado siguiente, 307
exponencial, 49
inyectiva, 46
logaritmica, 49
multiplicativa, 278
piso, 48
proposicional, 77
suprayectiva, 46
tasa de crecimiento, 59
techo, 48

G
Gad (grafica aciclica dirigida), 216,
340
Generadores de un grupo, 202, 435
Grado, 203
entrada, 203
salida, 203
un polinomio, 446
un vértice, 157
una region, 167
Grafo(s), 156
bipartitos, 163
conexo, 160, 204
componentes, 160
débilmente, 235
fuertemente, 235
unilateralmente, 235
denso, 171, 206
dirigido, 201, 214
estrella, 168
estructura de adyacencia (EA), 171,
212
etiquetado, 202
euleriano, 160
hamiltoniano, 161
homeomorfos, 158
no planos, 168
planos, 166
ponderado, 162
longitud del camino, 159, 203
servicios, 168
trivial, 158
Gramatica(s), 310
de estructura de frases, 310
libre de contexto, 312
maquina de Turing, 329
sensible al contexto, 312
tipos de, 312
Grandes nimeros, ley de los, 136

Grupo, 438
abeliano, 438
ciclico, 442
simétrico, 439

H
Haken, Wolfgang, 170
Hijos, 236
Hojas, 204, 236
Homomorfismo, anillos, 445
grupos, 442
semigrupos, 437, 442

|
Ideal, 289, 444
principal, 445
dominio, 445
Identidad:
elemento, 454
funcion, 44
matriz |, 414
relacion, 25
Igualdad:
conjuntos, 2
funciones, 44
matrices, 40
Imagen de una funcion, 43, 44
Implicante, primo, 375
Incidente, 157
Independientes:
ensayos repetidos, 130
eventos, 129
indice, de un subgrupo, 440
mudo (variable ficticia), 51
Induccién, matematica, 12, 266
transfinita, 346
infimo (inf), 342
Inicial:
condicion, 112
estado, 307
Insercion:
en un arbol binario, 243
en un monticulo, 245
Interseccion de conjuntos, 4
Inverso(a), 83
elemento, 434
matriz, 415
relacién, 25
Invertidor, 378
Isomorfos, 437, 442
anillos, 445
conjuntos ordenados, 344
semigrupos, 437

K

Kernel (Ker), 442

Kleene, 308
cerradura de, 339
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Km.n (grafo bipartito completo), 163
K, (grafo completo), 163

L
Lema del bombeo, 309
Lenguaje, 304, 308
normal, 306
tipos de, 312
Ley(es),
absorcion, 346, 370
cancelacion, 277, 434
modificada, 277
De Morgan, 7, 11, 62, 79
idempotentes, 347
involucion, 370
separacion, 76
Libre, monoide, 135, 304
LIFO (dltimo en entrar, primero en
salir), 155
Lineal:
blsqueda, 58
combinacion, 269
ecuaciones, 420
relacion de congruencia, 279
Linealmente ordenado, 338
Lista, 51
ligada, 154
Literal, 372
Légicos(as)
circuitos, 377
compuertas, 377
Longitud, 210
de un camino, 159, 203
de un vector, 410
de una palabra, 303
Lukasiewicz, 238

M
MAP(A), 440
Mapa(s), 167
de inclusion, 44
dual, 170
Karnaugh, 383
Maquina de Turing, 314, 329
Matrices cuadradas, 414
invertibles, 415
Matriz aumentada (automorfismos
AUT(A), 440
escalonada, 418
no singular, 415
Maxheap, 244
Mazo de naipes, 24, 125
mcd (a, b) (méaximo comun divisor),
270, 449
mcm (a, b) (minimo comun mdltiplo),
272
Media, 133
Método de Horner, 56
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Miembro o elemento de un conjunto, 1
Minheap, 245
Minima cota superior, 342
Minimo comdn mdltiplo, 272
Modulo, 274
Momentos, 148
Monoide, 304, 435
Monticulo, 244
Multigrafo, 156

recorrible, 160
Multiplicador, 419

N
N (enteros positivos), 2
n(-) (nimero de elementos), 8
n-cubo Q,, 192
n-eada, 51
Natural(es):
log, 50
mapeo, 437
ndmeros, 2
Negacioén, 72
de un cuantificador, 78
Negativo(a), 434
Nivel, 54, 204, 236
Nodo(s), 154, 156, 201, 235
externos, 237
internos, 237
terminal, 235
Norma, 410
Notacién, O grande, 59
polaca, 238
Nulo:
apuntador, 155, 239
arbol, 235
conjunto 7, 3
Numero(s), cardinales, 55
desigualdades, 62
complejos, C, 2
cromatico, 168
de Godel, 326
primo, 269

(0]

Operacion(es), 432
asociativas, 433
conmutativa, 433
unitaria, 432

OR, 208

Ordenamiento topoldgico, 217

Orden, 33, 365
de un elemento, 442
de un grupo, 438
dual, 338
lexicogréfico, 205, 339
producto, 339
short-lex, 339
usual, 338

Ordenados(as):
conjuntos, 338
muestras, 92
pares, 23
particiones, 108

P
P(n, r) (permutaciones), 91
Padre, 236
Palabra, 303
vacia, 303
Paralelos:
arcos, 202
aristas, 202
Parte, delantera de la cola, 156
superior de una pila, 155
trasera de una cola, 156
Particion:
ordenada, 32
de un conjunto, 10
de un entero positivo, 341
no ordenada, 108
que se cruza, 20
PBP (busqueda en profundidad), 173,
214
Peor caso, 58
PERM(A), 440
Permutaciones, 91, 439
con repeticion, 92
Peso, 162
Pila, 155
Pivote, 419
Polinomio, 446
caracteristico, 114
raiz, 114
evaluacion, 56
funcion, 45
monico (monomio), 446
Precede, 337
Premisas, 76
Primer elemento, 341
Primero en entrar, primero en salir, 156
Primo relativo, 273, 449
Principio, adicion, 127
conteo, 8
inclusion-exclusién, 9, 95, 108
palomar, 94, 110
Probabilidad, 126
condicional, 127
distribucién, 132
variable aleatoria, 132
Problema, de los puentes de Kdnigsberg,
160
del agente viajero, 186
Produccion en una gramatica, 310
Producto, cartesiano, 23
conjunto, 23, 24
directo de grupos, 464
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fundamental, 6, 372
interno, 410
orden, 339
punto, 410
regla, 89
Profundidad:
de un arbol binario, 236
de una recurrencia, 54
Progresion aritmética, 12
Proposicion, 70
bicondicional, 75
condicional, 75
contrapositiva, 83
conversa, 83
tabla de verdad de una, 73
Puente (en un grafo), 160
Punto de corte, 160

Q

Q (nimeros racionales), 2
Quintupla (maquina de Turing), 328

R
R (sistema de nimeros reales), 2
Raiz:

de un arbol binario, 235

de un polinomio, 447
Rango, 43

espacio, 132
Reconocimiento de palabras, 308
Recorrido, 160

arboles binarios, 240

euleriano, 160

inorden, 240

LNR, 240

LRN, 240

NLR, 240

postorden, 240

preorden, 375

recorrible, 195
Rectangulo bésico, 386
Region de un mapa, 167
Regla para la suma, 88
Regular:

expresion, 305

grafo, 163

gramatica, 306

lenguaje, 306
Relacion, 23-25

antisimétrica, 29

cerrable, 37

congruencia, 274

aritmética, 275

de igualdad, 25

de recurrencia, 11, 113

reflexiva, 28

ternaria, 33

transitiva, 29

cerradura de, 31



Relativo(a):
complemento, 6
frecuencia, 123
Renglon (de una matriz), 410
equivalencia, 418
forma canénica, 418
operaciones (elementales), 417
Representacion enlazada, 171, 239
Residuo, 268, 447
funcion, 48
teorema, 447
Reticulo(s), 346
acotados, 348
complementado, 350
distributivo, 349

S
Semejantes:

arboles binarios, 236

conjuntos ordenados, 344
Semigrupo, 304, 435

producto, 438
Silogismo, ley del, 77
Simbolo(s), inicio, 310

sumatoria X, 51
Simetrias, grupo de, 455
Simétrico(a):

diferencia, 6

grupo S, 439

relacién, 33
Simple:

camino, 159

grafo, 157

dirigido, 206

Sin ciclo, 164, 216
Sistema, nimeros reales R, 2

residuos, 275

de residuos, 276

Subconjunto, 2

propio, 3

Subgrupo, 440
normal, 440
Subpalabra, 304
Subsemigrupo, 435
Sucesiones, 50
de Fibonacci, 54, 115
especiales, 381
Sucesor, 201
lista, 201
Suma, productos, 372
variables aleatorias, 132
Sumidero, 203
Supremo (sup), 342
Sustitucién, principio de, 74

T
Tablas de verdad, 73
Tamafo de una matriz, 411
Tasa de crecimiento, 59
Tautologia, 74
TCR (teorema chino del residuo), 281
Teorema, Appel-Hacken, 170
binomio, 90
Cantor, 55
de los cuatro colores, 171
factor, 448
fundamental del algebra, 449
Kuratowski, 168
Lagrange, 440
Schroeder-Bernstein, 56
Tiene éxito, 332
Tipos de gramaticas, 312
Transpuesta de una matriz, 414
Traza de una matriz, 414
Triangulo de Pascal, 90
Tricotomia, ley de, 265

u

Ultimo, elemento, 341
en entrar, primero en salir, 155
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INDICE

Unilateralmente conexo, 204
Unio6n de conjuntos, 4
Unir, 346
irreducible, 349
Unitaria, 368, 445
matriz |, 414
Universal(es):
conjunto universo U, 3
cuantificadores, 78
sistema de direccion, 205
Uno a uno:
correspondencia, 46
funcion, 46

\Y

V(G) (vértices de una grafo), 201

Valor, absoluto, 48, 266
base, 52

Var(X) (varianza), 134

Variable, 43, 310
aleatoria, 132

Varianza, 134

Vecino, 157

Vectores, 409

Verdad:
conjunto de, 77
tablas de, 73
valores de, 70

Veértice, 156, 201
aislado, 160
alcanzable, 203

matriz, 207

archivo, 168, 212
coloreado, 168
impar, 157

Z
Z (enteros), 2, 264
Z,, (enteros mddulo m), 276
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