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Prefacio

Las matematicas siempre han sido una de las disciplinas que le cuesta
mas trabajo entender a los estudiantes. Si se observan las estadisticas de
reprobacion en las carreras relacionadas con la computacion, junto con las
matematicas la materia de programacion es una aduana muy dificil de li-
brar. Sin embargo, las matematicas y la programacién constituyen un
campo importante, apasionante y ameno. La computacion y las matema-
ticas tienen gran relacidén entre si, sélo hay que recordar que las compu-
tadoras fueron creadas inicialmente para realizar operaciones matematicas
con mayor rapidez, ademas de que la computacion no se podria entender
sin las matematicas.

Actualmente la computacion es fundamental en todas las actividades que
se desarrollan diariamente en la administracion, educacidon, medicina,
ingenieria e investigacion. El funcionamiento adecuado de una empresa
Nno se podria entender sin la ayuda de la computadora, ¢qué hariamos si
se tuviera que regresar al tiempo en que todo se procesaba manualmente?,
¢,qué pasaria si no se contara con el correo electrénico, hojas de calculo,
procesadores de texto, lenguajes de programacion e internet? Si bien es
cierto que todos estos elementos son parte de las acciones que se pueden
llevar a cabo en la computadora, también lo es el que las matematicas
proporcionaron el soporte necesario para desarrollar todas estas herra-
mientas computacionales. Ramas de las matematicas como sistemas nu-
meéricos, metodos de conteo, conjuntos, matrices, légica matemaética,
algebra booleana, relaciones y funciones son la base para el disefio de todo
lo que se maneja en la computadora. Es por esto que surgen las matema-
ticas para la computacion, mismas que permiten entender el aspecto
formal de la relacién matematicas-computadora.

Este libro tiene como objetivo fundamental que los alumnos que cursan
alguna carrera relacionada con la computacion, aprendan con facilidad los
conocimientos matematicos basicos necesarios para entender el principio
matematico usado en la creacion de herramientas computacionales. Asi-
mismo se espera que el joven que incursiona en el mundo de la computa-
cion tenga una visiéon mas clara de los aspectos que se toman en cuenta
para el desarrollo y manejo de estructuras de datos, bases de datos, cir-
cuitos electrénicos y lenguajes de programacion, no para desarrollar un
software al final del curso, pero si para tener una mejor vision de todo
aquello que ayudo a desarrollar estas herramientas computacionales que
hoy usamos y de las cuales somos muy dependientes.

www.FreeLibros.me
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Para comprender el contenido del libro sélo se requiere la formacion basi-
ca elemental, ya que se tratan todos los temas con palabras y conceptos
que los estudiantes pueden entender, sin descuidar el aspecto formal pro-
pio de las matematicas.

Lo que se pretende en este libro es que el alumno vincule los conocimien-
tos matemaéticos con la computacion, usando los conceptos con los que los
alumnos llegan ala licenciatura. En cada uno de los capitulos se resuelven
problemas representativos e ilustrativos, ademas de que se asignan otros
con la finalidad de que el alumno consolide lo aprendido en el aula. Se re-
comienda al maestro asignar proyectos que tengan relacion con el material
del libro, para que los alumnos los desarrollen fuera del saldén de clases.

Este libro esta integrado por nueve capitulos. En el capitulo uno se exponen
los sistemas numeéricos y tiene como finalidad la representacion y operacion
de cantidades en los sistemas binario, octal y hexadecimal, ademas de que
en él se expone la forma general de realizar operaciones aritméticas basi-
cas en diferentes sistemas numericos.

En el segundo capitulo se presentan los métodos de conteo, mismos que
permiten evaluar y mejorar el software, lo cual es de la mayor importancia
en computacion ya que se busca desarrollar programas mas eficientes y
compactos que permitan disminuir el namero de iteraciones, comparacio-
nes y ciclos, con el fin de optimizar los recursos. En este capitulo también
se exponen los conceptos basicos de combinaciones, permutaciones y bi-
nomio de Newton.

En el tercer capitulo se presenta el tema de conjuntos, el cual es la base
necesaria para comprender todo el material relacionado con la computacion.
En este capitulo se establece la relacion de los conjuntos con la logica
matematica y el algebra booleana.

En el cuarto capitulo se aborda la I6gica matematica con el fin de que el
alumno aprenda a resolver problemas usando como herramientas funda-
mentales la reflexion, vinculacion y el sentido comun, pero teniendo como
herramientas las reglas de inferencia, equivalencias logicas y tautologias.
En este capitulo también se analiza la validez de proposiciones por medio
de métodos deductivos como ocurre con la demostracion por el método
directo y contradiccion, ademas como una alternativa para probar algorit-
mos se usa inducciéon matematica para demostrar si una proposicion es
cierta.

En el quinto capitulo se expone el algebra booleana, y aqui la finalidad es
que el alumno adquiera las bases necesarias para entender, representary
manejar circuitos electrénicos basicos partiendo de la consideracion de que
la computadora esta integrada con ellos. Se simplifican funciones booleanas
por medio de teoremas del algebra booleana y mapas de Karnaugh, y se
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4
presenta la representacion de expresiones booleanas usando bloques 16-
gicos.

En el sexto capitulo se presenta el tema de relaciones y su objetivo es que
el estudiante aprenda la representacion y manejo de éstas, sabiendo de
antemano que las relaciones y las funciones son esenciales en bases de
datos, estructuras de datos y programacion.

En el séptimo capitulo se expone el tema de grafos y en él se parte del
hecho de que éstos son una representacion grafica de las redes de comu-
nicacion, incluyendo por su puesto las redes de computadoras. Se abordan
circuitos famosos como el circuito de Euler y Hamilton, se manejan pro-
blemas en donde las aristas tienen pesos, distancias o costos, como ocurre
con el algoritmo de Dijktra, que permite eliminar aristas costosas, se tratan
temas como coloracion de grafos planos y se utilizan los grafos de simila-
ridad como una forma de discriminar informacion con caracteristicas se-
mejantes como ocurre en el reconocimiento de patrones.

En el capitulo ocho se presenta el tema de arboles, los cuales son grafos
no dirigidos conexos, sin ciclos ni lazos, que permiten la estructuracion de
los datos necesaria en la computacion para acceder de manera mas rapida
y eficiente a la informacion, asi como la evaluacion de expresiones mate-
maticas y la compactacion de informacion como ocurre con el codigo de
Fuman. Ademas en este capitulo se aborda el recorrido de arboles y la
bdsqueda de informacion a lo ancho y en profundidad.

En el capitulo nueve se presenta una introduccion alos lenguajes formales,
con la finalidad de que el alumno adquiera las bases necesarias para com-
prender asignaturas posteriores que tienen relacion directa con matema-
ticas para la computacion. En términos mas especificos, en este capitulo
se exponen los conceptos fundamentales de gramaticas, lenguajes regu-
lares, arboles de derivacién, automatas finitos deterministicos y no deter-
ministicos, maquinas de estado finito, representacion BNF y maquinas de
Turing.

Ademas del contenido descrito, la pagina Web de apoyo del libro contie-
ne

e Diagramas de flujo.

e Simuladores.

e Hojas de calculo.

e Software.

e Videos explicativos.

e Respuesta y solucion de problemas seleccionados.
e Autoevaluaciones.
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Lecturas adicionales.

Vinculos de interés.

Como parte de los recursos exclusivos para docentes, la pagina Web de
apoyo incluye

Evaluaciones propuestas. ’.:? r%
Presentaciones.
Respuesta y desarrollo de todos los problemas del libro.

Respectivamente los objetivos generales del material de apoyo son los
siguientes:

Ampliar la exposicion teorica del libro a través de las 700
paginas de las Lecturas adicionales.

Proporcionar al alumno recursos didacticos que le permitan
organizar conceptualmente la teoria y autoevaluar su
aprendizaje mediante los Diagramas de flujo y las
Autoevaluaciones.

Fortalecer la seccién de Respuestas de problemas
seleccionados del libro con el recurso de Respuesta y solucion
de problemas seleccionados, para alentar la confianza del
alumno en el proceso de la solucidén de problemas.

Mostrar al alumno formas de aplicacion de la teoria mediante
los Simuladores, Hojas de calculo y Software incluidos.

Proporcionar al docente recursos (Evaluaciones propuestas,
Presentaciones y Respuesta y desarrollo de todos los
problemas del libro) que le sean utiles en la exposicién y
evaluacion del curso.

De acuerdo con estos objetivos, el material de la pagina Web es parte
esencial del libro por lo que luego del Contenido se ha incluido el Conteni-
do de la pagina Web que es una relaciéon completa de los recursos con que
se cuenta en cada capitulo.

Las matematicas discretas son uno de los pilares fundamentales de las
ciencias de la computacion, por esto todo el que se inicia en el estudio de
este conocimiento debe de adquirir un dominio amplio de las mismas ya
que desde su creacion hasta su implementacion cualquier elemento com-
putacional requiere de un dominio matematico amplio.
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Este importante objetivo de largo plazo es el que ha servido de directriz
en la creacion de la pagina Web de este libro, desde la seleccion de los
contenidos del material hasta el disefio relacionado con la distribucion de
los diferentes tipos de recursos, obteniéndose al final un sitio que es par-
te integral de esta obra y que de manera natural resulta ser el lugar insos-
layable en donde el lector debe de continuar la lectura.
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CAPITULO

Sistemas
numericos
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1.1 Introduccion

1.2 Sistema decimal

1.3 Sistemas binario, octal y hexadecimal

1.4 Generalizacion de las conversiones

1.5 Operaciones basicas

1.6 Suma de dos cantidades en complemento a 2
1.7 Aplicacion de los sistemas numéricos

1.8 Resumen

1.9 Problemas
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Dios creo los nUmeros naturales,

: ° 12 1 0o 11 0 12 el resto lo hizo el hombre.
1 1 O 12 1 1 0 12
10 O 110 1 Leopold Kronecker
O 0 0O 0 0O 0O
O 0 1 10 1
1 0 1
%%0 o 12 0 1 0 0 1y
1 o o

X X

10 0 110 1
O 00 0O
110 1
Om 110 1
1 1 1 1 0 1 00 1 191 i i

Objetivos
Representar cantidades en cualquier sistema numérico, incluyendo los sistemas
binario, octal y hexadecimal.
Realizar las operaciones aritmeticas basicas en diferentes sistemas numéricos,
incluyendo los sistemas binario, octal y hexadecimal.
Sumar dos cantidades en complemento a 2 con la finalidad de comprender laforma
en que la computadora lleva a cabo operaciones aritméticas.
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Expresion de un nimero
en un sistema
posicional

La expresion general de un niumero N
en un sistema de numeracién posicio-
nal de base b es de laforma

N =d dD1- dldQd,d2- dk
= d, bP+ dg_lbn'i+ eee + djJol+

dox + d™irl+ + d ktrk

i=-k

donde di es uno de los simbolos defi-
nidos en el sistema de numeracion, b
es la base del sistema de numeracion,
n es el numero de digitos de la parte
entera del nUmero y k es el nimero de
digitos de su parte fraccionaria.

Dependiendo del valor de b, entre los
sistemas posicionales se encuentran el
sistema decimal & = 10), el sistema
binario {b = 2), el sistema octal (b= 8),
el sistema hexadecimal [D = 16).

ALFAOMEGA

l. Sistemas numéricos

1.1 Introduccién

De acuerdo con la historia se cree que los primeros pobladores utilizaban
rayas, circulos, figuras de animales u objetos para representar cantidades.
Por ejemplo, una manada de siete animales podria estar representada por
siete rayas o siete figuras de ese animal, pero para representar cantidades
cadavez mayores se uso la agrupaciéon de varios simbolos en uno solo, con
la finalidad de compactar la informacion. Por ejemplo, los egipcios utiliza-
ban simbolos para representar cantidades y algunos de ellos son |=1,
Nn=10,?=100; utilizando éstos, la representacion de 134 es la siguiente:

?nnn lili= 134

Un sistema como el anterior se conoce como sistema aditivo y en él se
suman los valores de todos los simbolos para obtener la cantidad total, sin
embargo este sistema es impractico para la representacién de cantidades
grandes o muy pequefnas, ya que se necesitarian muchos simbolos para su
representacion.

Otro sistema aditivo es el sistema de numeracion romano en el cual los
simbolos I, V, X, L, C, Dy M representan cantidades y una linea sobre
el simbolo implica una multiplicacion del namero por mil. En ambos casos
se suman los valores de los caracteres de acuerdo con sus propias reglas,
pero en éstas no importa la posicion sino Unicamente el simbolo y es por
eso gque se les llama sistemas de numeracion aditivos.

Se cree que los babilonios fueron uno de los primeros pueblos en usar un
sistema posicional para la representacion de cantidades, ya que con base
en el movimiento de los astros usaban un sistema sexagesimal (60 carac-
teres diferentes, en donde cada uno representa un numero) para indicar
cantidades. Su sistema aun se utiliza para la medicién de horas, minutos
y segundos, sin embargo tiene problemas con la representacion del cero.

Otro sistema posicional es el sistema numérico maya, en el que se estable-
cio un simbolo para representar el niUmero cero, necesario para el buen
funcionamiento de todo sistema posicional, con lo cual la cultura maya hizo
una aportacion valiosa a la ciencia. Este sistema tiene una base de 20, y
los 20 simbolos distintos correspondientes se obtienen a partir de la com-
binacion de los que se consideran los tres simbolos basicos para la repre-
sentacion de cantidades. Los siguientes son algunos de los simbolos de
este sistema:

10 13 15 19
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12 sistema decimal

Parece que se trata de un sistema numeérico aditivo, ya que se suman las
rayas y los puntos para obtener los diferentes simbolos utilizados, sin
embargo a partir del 20 se utilizan los diferentes simbolos considerando
la posicion que ocupan, de forma que al multiplicar el simbolo por potencias
de 20 (segun su posicion) y sumar los resultados parciales se obtiene la
cantidad a representar. Se puede notar que para representar cantidades
se coloca un simbolo encima del otro, asignando respectivamente ala base
el exponente O para el que esta en la parte mas baja, al que le sigue hacia
arriba el exponente 1y asi sucesivamente. Como se muestra a continuacion,
el nUmero que corresponde a las siguientes representaciones es el que se
obtiene luego de sumar el valor de los simbolos utilizados:

eee 3x202=1200 @ ————— 15 x203= 120000
0x201=0 L3 2 x 202= 800
»S 7x20°=7 0x20'=0

<9> 0x20°=0
Cantidad: 1207 Cantidad: 120800

Como se ve en esta representacion, la posicién del simbolo utilizado juega
un papel importante.

Actualmente los sistemas para la representacion de cantidades son
posicionales, ya que éstos tienen muchas ventajas en relacion con los adi-
tivos. Ejemplos de sistemas posicionales son los sistemas numéricos deci-
mal, binario, octal y hexadecimal. Una caracteristica de los sistemas
posicionales es que el valor del simbolo lo determina la posicion que ocupa
y la base del sistema, que es la cantidad de simbolos diferentes usados
en un sistema numeérico. En este libro se trata preferentemente la repre-
sentacion, conversion y operaciones aritméticas en los sistemas deci-
mal, binario, octal y hexadecimal, pero es importante mencionar que el
procedimiento de representacion, conversion y operaciéon es el mismo,
independientemente del sistema numérico de que se trate.

1.2 Sistema decimal

El sistema decimal se usa en forma rutinaria para la representacion de can-
Adades mediante los siguientes 10 caracteres diferentes:

0123456789

Con estas cifras se pueden expresar cantidades hasta el 9. Para expresar
cantidades mas alla de este numero es necesario introducir la representa-
ron posicional, es decir, a cada cifra se le asigna un valor posicional de-
:erminado de acuerdo con el lugar que ocupa dentro del numero. Por
e;emplo: el ndmero decimal 836.74 se compone en la parte entera de la
rifra 8 con el valor posicional 100, la cifra 3 con el valor posicional 10 y
la cifra 6 con el valor posicional 1, y en la parte fraccionaria de la cifra 7 con
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Sistema decimal

Desde el punto de vista matematico,
el sistema decimal no posee ninguna
ventaja especial sobre cualesquier
otro posible sistema de numeracién y
Su uso generalizado se debe a razo-
nes completamente ajenas a las leyes
generales de las matematicas.

De acuerdo con la antropologia, el ori-
gen del sistema decimal se encuentra
en el hecho de que los seres huma-
nos tenemos diez dedos en las ma-
nos.

Sistema binario h

El antiguo matemético indio Pingala
presentd la primera descripcion que
se conoce de un sistema de numera-
cién binario en el siglo lll a. de C.,, lo
cual coincidié con su descubrimiento
del concepto del numero cero.

El sistema binario moderno fue docu-
mentado en su totalidad por Leibniz,
en el siglo XVII, en su articulo “Explica-
tion de I'Arithmétique BinaireLeibniz
uso el 0y el 1, al igual que el sistema
de numeracion binario actual.

ALFAOMEGA
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el valor posicional 0.1 y la cifra 4 con el valor posicional 0.01. Asi se tiene
que:

836.74=8x 100+ 3x 10+ 6 X 1+ — +—
10 100

Usando exponentes esto se puede representar como:

i- Vff
836.74 =8x 102+ 3x 101+ 6 x 10°+ 7 x 10'1+ 4 x 10-2

A esta forma de representacion se le llama representacion exponencial.

La representacion exponencial es especialmente importante porque por
medio de ella se puede convertir una cantidad representada en cualquier
sistema numérico al sistema decimal, como se estudiara mas adelante. El
valor de la posicion lo determina el exponente en una sucesion ascenden-
te de derecha aizquierda para los enteros a partir del punto decimal (el 6
se encuentra en la posicion 0O, el 3 en la posicion 1y el 8 en la posicion 2),
y de izquierda a derecha para la parte fraccionaria (el 7 esta en la posicion
-1 y el 4 en la posicion -2), usando como base el numero 10, debido a que
se esta en el sistema decimal. También se dice que la base de este sistema
aritmético es 10, tomando en cuenta los 10 simbolos disponibles para re-
presentar cantidades.

1.3 Sistemas binario, octal y hexadecimal

1.3.1 Sistema binario

En el sistema binario solo hay dos cifras: Oy 1. Como sucede en el sistema
decimal, en este sistema binario también se utilizan exponentes para ex-
presar cantidades mayores. Mientras que en el sistema decimal la base es
10, en el sistema binario la base es 2.

Como se mencion6 anteriormente, la representacion exponencial se utiliza
para convertir una cantidad de un sistema numérico cualquiera al sistema
decimal. A continuacion se muestra la forma de hacer esto.

Ejemplo 1.1. Convertir el ndmero binario 10011.01 a de-
cimal.
Solucién. Expresando el niUmero propuesto en notacion ex-

ponencial y realizando las operaciones correspondientes, se
obtiene la siguiente conversién de binario a decimal:

10011.012=1x24+0 x 3+ 0x 22+ 1x 22+ 1x 2°+ O X 2-i +
IXx2-2=16+0+0+2+ 1+ 0+ 0.25=19.25(i0
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Como el Oy el 1 son caracteres validos en el sistema decimal y en otros
sistemas de mayor base, de aqui en adelante se indicara el sistema en que
se encuentra un numero expresando su base como un subindice entre pa-
réntesis, como se hizo en el ejemplo anterior en el que la cantidad binaria
esta indicada como 10011.01(2.

Toda cantidad multiplicada por cero es cero, como se mostré en el caso
anterior, sin embargo a partir de ahora esto sera suprimido.

Si se desea convertir una cantidad que tiene una parte entera y otra frac-
cionaria de base diez a base dos, la parte entera se divide sucesivamente
entre 2y los restos resultantes se toman en orden contrario a como se en-
contraron. La parte fraccionaria se multiplica por 2y el entero del resulta-
do conforma la parte fraccionaria en el orden en que fueron encontrados.
Este procedimiento se ilustra en el siguiente ejemplo.

Ejemplo 1.2. Convertir el niumero 28.37(io) a binario.
Soluciéon. Parte entera:
Resto
28/2 =14 0]
14/2 =7 0 Los restos se toman en
7/2 =3 e 1 orden inverso a como
372 =1 1 fueron encontrados.
1/2=0 1
Parte fraccionaria:
Entero

0.37x2=074 O
0.74x2 = 1.48 1
0.48x2 = 0.96 0
0.96x2 = 1.92 1
0.92x2 =184

Los enteros se toman en el
mismo orden en que fueron
ir encontrados.

Se podria seguir aproximando para determinar mas digitos en la
parte fraccionaria y obtener asi un resultado mas exacto, sin
embargo para ilustrar el procedimiento es suficiente con cuatro
digitos después del punto que separa a la parte entera de la
parte fraccionaria. De esta forma, el resultado es:

28.37(i0) = 11100.0101(2)
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el area de las mate-
maticas descubrio el
calculo infinitesimal,
independientemen-
te de Newton, e in-
vento el sistema de
numeracién binario
en que se basan casi
todas las arquitectu-
ras de computacion
actuales.



El sistema de numeracion octai usa 8
digitos (0,1, 2, 3, 4, 5, 6, 7) que tienen
ei mismo valor que en el sistema de
numeracion decimal.

Este sistema es muy usado en la
computacién por tener una base que
es potencia exacta de 2, ademas de
que esta caracteristica hace que lacon-
version a binario o viceversa sea bas-
tante simple.

Por otro lado, este sistema es utilizado
como una”“orma abreviada de repre-
sentar numeros binarios que emplean
caracteres de seis bits; cada tres bits
(medio caracter) es convertido en un
Gnico digito octal.

ALFAOMEGA
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1.3.2 Sistema octal

La reglas descritas para los sistemas decimal y binario, también son apli-
cables al sistema octal. En los siguientes ejemplos se ilustra este plantea-
miento.

Ejemplo 1.3. Convertir 631.532(8) a binario.

Solucién. Primero se convierte el nimero dado a decimal y
lu~go de decimal a binario.

Para convertir una cantidad de cualquier sistema numérico a
decimal, se plantea su representacion en notacion exponencial
y se realizan las operaciones. En este caso particular se tiene
que:

631.532(8) = 6 x 82+ 3x 81+ 1x 8 + 5x 8-1+ 3x 8-2+
2 x8-3 = 409.6758(10)

La conversion del nUmero obtenido a binario es la siguiente:

Parte entera Resto Parte fraccionaria Entero
409/2 = 204 1 Kk
204/2 = 102 0 0.6758x2 = 1.3516 1
102/2 = 51 0 0.3516x2 = 0.7032 0
51/2=25 1 0.7032x2 = 1.4064 1
25/2 = 12 1 0.4064x2 =0.8128 0O t
12/2=6 0
6/2=3 0
3/2=1 1
1/2=0 1

La conversidon de octal a binario y de binario a octal es relativamente facil
si se utiliza la siguiente tabla de equivalencias*:

Octal Binario
0 000
1 001
2 010 *Se puede apreciar que se utilizan tres digitos en
binario, para cada nimero en octal, debido a que la
3 011 . Lo ;
cantidad mayor valida en el sistema octal es el
4 100 ndmero 7, que ocupa tres bits, por lo tanto, todos
5 101 deberan usar la misma cantidad de bits.
6 110
7 11
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Ejemplo 1.4. Convertir 631.532(8) a binario usando la tabla de equiva-

lencias anterior.

Solucién. En la siguiente tabla se presenta la conversion pedida:

6 3 1 .5 3 28
110 011 001 . 101 011 0102

Como se puede observar en el ejemplo 1.4, usando la tabla de equivalen-
cias el resultado es igual al obtenido al aplicar el método general usado
en el ejemplo 1.3, sin embargo se debe mencionar que cuando se usa el
meétodo general algunas veces existen diferencias en los resultados, ya
gue al convertir la cantidad de octal a decimal y posteriormente a binario
se pierde exactitud por el redondeo y también debido a que se acordoé
anteriormente encontrar solamente los primeros cuatro digitos en la parte
fraccionaria. A pesar de esto, si existiera alguna diferencia ésta se presen-
taria en la parte fraccionaria y no en la parte entera.

Ejemplo 1.5. Convertir 11010100000111101011010.0001101(2 a octal
usando tablas y verificar dicho resultado usando el método general.

Solucién. Cuando se usan tablas, se deben separar los bits de la canti-
dad binaria en bloques de tres en tres, a partir del punto decimal hacia la
izquierda en la parte entera, y del punto decimal a la derecha en la parte
fraccionaria. Si los bloques no se completan, se agregan ceros en los ex-
tremos como se indica a continuacion:

011 010 100 0OOO 111 101 011 010 . 000 110 1002
3 2 4 0 7 5 3 2 . 0 6 49

Para verificar este resultado usando el método general, primero se con-
vierte de binario a decimal de forma que:

11010100000111101011010.0001101(2 = 1x 22+ 1x 221+ 1x 219+ 1 x 2I7+
Ix20N+1x 20+ 1x 29+ 1x 28+ 1X 26+ 1x 24+ 1x 23+ 1x 21+ 1x 24+ 1
X 2-5 1X 2-7= 4194304 + 2097152 + 524288 + 131072 + 2048 + 1024 + 512 +
256+ 64+ 16+ 8+ 2+ 0.0625 + 0.0312 + 0.0078 = 6950746.1015(i0
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10 l. Sistemas numéricos

A continuacién se convierte de decimal a octal:

Parte entera Resto Parte fraccionaria Entero
6950746/8 = 868843

k
86884378 = 108605 % A 0.1015x8 = 0.8120 0
108605/8 = 13575 5 0.8120 x 8 = 0.4960 6
13575/8 = 1696 7 0.4960x8 = 0.9680 3
1696/8 = 212 0 0.9680x8 = 0.7440 7 \

212/8 = 26 4

26/8=3 2

. 3/8=0 3

Al comparar los resultados obtenidos por el método general y mediante la
tabla de equivalencias, se observa que la parte entera coincide totalmente
y que solamente existe una pequena diferencia en la parte fraccionaria,
debido a errores de redondeo.

Es importante tener cuidado cuando se encuentra el resto de una division.
En el caso de este ejemplo se dividié 108605/8 = 13575.625, y el resto re-
sulté de multiplicar la parte fraccionaria del cociente por la base, esto es,
0.625x8 =5

Sistema 1.3.3 Sistema hexadecimal

hexadecimal
La base numérica del sistema hexadecimal es 16 y para representar can-
Bl uso del sistema hexadecimal esta  tiqades en él se utilizan los diez digitos del sistema decimal (0, 1, 2, 3, 4,

estrechamente relacionado con la in- , . .
formatica y con las ciencias de la 5 6, 7, 8 9) asi como las seis primeras letras del alfabeto (A, B, C, D, E, F).

computacién, ya que las computado- Con esto pueden formarse nameros segun el principio de valor posicional
ras suelen utilizar el byte u octeto como como en los demas sistemas aritméticos. Los caracteres validos en hexa-
unidad basica de memoria. decimal son del 1 al 15, con la particularidad de que a las letras se les

asigna el siguiente valor: A =10,B=11, C=12, D=13 E=14y F = 15.

Ejemplo 1.6. Convertir a ESA7.3D(i6) a octal.
Solucién. El numero dado primero se convierte a decimal:

EBA7.3D(i§= 14 x 163+ 8x 162+ 10 x 161+ 7 x 16° + 3 x 16-1+
13 x 16~2= 59559.2383(10)

Ahora el nUmero obtenido se convierte a octal:

Parte entera Resto Parte fraccionaria Entero
59559/8 = 7444 7 ik
7444/8 = 930 4 0.2383 x8 = 1.9064 1
930/8 = 116 2 0.9064x 8= 7.2512 7
116/8 = 14 4 0.2512x 8 = 2.0096 2
14/8= 1 6 0.0096x 8= 0.0768 0Ot
1/8=0 1
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1.3 Sistemas binario, octal y hexadecimal

De igual manera que en la conversion de binario a octal, se puede obtener
la siguiente tabla de equivalencias de binario a hexadecimal*:

Hexadecimal Binario

o

0000
0001
0010
0011

0100 *Nuevamente el niUmero mayor del sistema

0101 numérico es el que manda en relaciéon con
0110 cuantos bits se deberan usar para
0111 representar cada uno de los caracteres. En
este caso F = 15 es el simbolo mayory
ocupa cuatro bits, por lo tanto todos los
1001 simbolos deberan representarse por cuatro
1010 bits.

1011

1100

1101

1110

1111

oo N o o0 WDN

1000

«Q

Mmoo w >

Ejemplo 1.7. Convertir EBA7.3D(i6) a octal usando tablas de equivalen-
cias.

Solucion. A diferencia del método general, en el que el sistema inter-
medio es el sistema decimal, cuando se utilizan tablas de equivalencias el
sistema intermedio es el binario, por lo que primero se pasa la cantidad
al sistema binario poniendo los cuatro bits correspondientes a cada uno
de los caracteres del sistema hexadecimal:

E 8 A 7 .3 X6
1110 100010100111 . 0011 11013

A continuacién se pasa de binario a octal, agrupando la informacién en
bloques de tres bits, ya que la tabla de equivalencia octai-binario utiliza
solamente tres bits para cada uno de los caracteres. En caso de no com-
pletarse los bloques de tres bits, se deberan agregar los ceros necesarios
en los extremos:

001 110 100 010 100 111 . 001 111 0103
1 6 4 2 4 7 .1 4 2(8

Como se puede observar, el resultado es semejante al obtenido en el ejem-
plo 1.6 y la variacién, en caso de existir, es muy pequefia.
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l. Sistemas numéricos

1.4 Generalizacion de las conversiones

De la misma manera en que fueron creados los sistemas posicionales de-
cimal, binario, octal y hexadecimal, es posible crear nuestro propio sistema
usando los digitos necesarios del O al 9, y también en el caso de que se
requieran las letras del alfabeto. . . & a

Las siguientes cantidades estan expresadas en sistemas posicionales
inexistentes, pero que podrian ser perfectamente validos ya que respetan

todas las reglas de los sistemas posicionales:
%

20541.32(7) Aqui la base es 7y los caracteres validos van del O
al 6.
7G5A90.HB(i8) En este caso, ademas de poder usar los digitos del O

al 9 es posible utilizar las letras A =10, B= 11, C= 12
D=13, E=14, F=15 G= 16, H = 17, ya que en base
18 los caracteres validos van del 0 al 17.

Se puede notar que el nUmero menor siempre es el 0y que el mayor es el
que corresponde a (base -1).

Esas cantidades expresadas en cualquier sistema numeérico pueden ser
convertidas a otro sistema existente o no, de tal forma que se puede esta-
blecer que para pasar de un sistema X cualquiera a decimal se representa
en notacién exponencial, y para pasar de decimal aun sistema W cualquie-
ra se divide la parte entera entre la base a la que se desea convertiry la
parte fraccionaria se multiplica por la base en cuestion, como se muestra
en el diagrama de la figura 1.1.

Figura 1.1 Conversion entre sistemas numeéricos.
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15 oOperaciones basicas

Ejemplo 1.8. Convertir CD0O57.EC(i5) a base 20.

Solucién. Hay que observar que en este caso no es posible usar tablas
de equivalencias, por lo tanto no queda otra opcion que usar el método
general y convertir primero a decimal utilizando la representacion expo-
nencial y posteriormente a base 20, de acuerdo con el diagrama de la fi-
gura 1.1:

CDO57.EC(i5 = 12 x 154+ 13 x 153+ 5x 151+ 7 x 150+ 14 x 15-1+ 12 x 152
= 651457.9866(10)

A continuacion se hace la conversion a base 20:

Parte entera Resto Parte fraccionariai Entero
651457/20 = 32572 17 ik 0.9866x20 = 19.732 19
32572/20 = 1628 12 0.732 x 20 = 14.64 14
1628/20 = 81 8 0.64x20 = 12.8 12
81/20=4 1 0.8 x 20 = 16.0 16 i
4/20=0 4

Finalmente se puede concluir que:
CDO57.EC(i5 = 418CH.JECG().
Aqui se debe de observar que en la base 20 pueden existir caracteres del

Oal 9 vy portanto setieneque A =10,B=11, C=12, D= 13, E= 14, F = 15
G=16 H=17,1= 18, J= 19.

1.5 Operaciones basicas

Lis operaciones basicas de suma, resta, multiplicacién y division que se
B rizan en el sistema decimal, también se pueden llevar a cabo en cual-
r_er sistema numérico aplicando las mismas reglas y teniendo en cuenta
fe zase en la que se encuentran los nameros con los que se efectla la
> nacion. Es importante observar que las cantidades que se estén ope-
anr.lo se deben de encontrar en la misma base, y en caso de no ser asi lo
jpzziero que se debe de hacer es la conversion correspondiente de cada
a~- de ellas.
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Sum_a, resta
y multiplicacion

La suma, la restay la multiplicacién de
numeros son ejemplos de operacio-
nes binarias, esto es, operaciones en-
tre pares de nameros.

En general una operacion binaria defi-
nida en un conjunto, es una regla que
asocia a cada par ordenado de ele-
mentos del conjunto algun elemento
del mismo conjunto.

ALFAOMEGA

l. Sistemas numéricos

A continuacion se realizaran operaciones basicas de suma, resta, multipli-
cacion y division en los sistemas decimal, binario, octal y hexadecimal. El
sistema decimal permite ilustrar el procedimiento a seguir en cada una de
las operaciones aritméticas, gracias a la familiaridad que se tiene con él, y
los sistemas binario, octal y hexadecimal son de gran utilidad en el area
de la computacion.

1.5.1 Suma

Ejemplo 1.9. Suma en el sistema decimal:

4 5 6 .7 §io)
4-1 7 8 2 0 . 6 4 910
182 7 7 .4 2 9(io)
Explicacion por columna:
0+9=9 El 9 es un digito valido de base 10, por lo que
se queda tal cual.
8+4=12 El 12 no es valido en decimal, ya que es una

combinaciéon del 1y el 2. Cuando ocurre esto
se debera dividir entre la base (10), colocan-
do el resto debajo de lalineay sumando el
cociente a los numeros de la siguiente co-
lumna de la izquierda.

1+7+6=14 El 14 no es valido por lo que se divide entre
la base y se procede como se hizo anterior-

mente.
1+6+0=7 Digito valido en decimal.
5+2=7 Digito valido.
4+8=12 Aqui hay que dividir entre la base.

1+0+7=8 Digito valido.

Los espacios vacios de los extremos, como el de arriba del 9 en el ejempl;
1.9, se consideran como O, por esta razén se sumo 0+ 9. Esto mismo suce-
de en todos los sistemas numéricos, ya que el O es el digito valido ma«
pequefio. Cuando el resultado de la suma es un simbolo valido en ese si&
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1.5 Operaciones basicas

:ema numérico normalmente no se divide entre la base, pero podria divi-
dirse ya que el cociente es Oy por lo tanto no afecta a la siguiente columna
de la izquierda y el resto es el mismo numero, por ejemplo, si el resultado
es 6, el cual es valido en el sistema decimal, el cociente de dividir 6 entre
10 es Oy el resto es 6.

IH
Ejemplo 1.10. Suma en el sistema hexadecimal:
A 6 F C 9 7B 2(i6)
+ 4 E 7 D O . 7x3 EU§
F 57 9 9 E F Qi6)
Explicacion por columna:
2+14=16 Al dividir 16 entre la base se obtiene el cociente
1y resto O.
1+11+3 =15 Digito valido: F.
7+7=14 Digito valido: 14=E.
9+0=9 Digito valido.
12+ 13= 25 Al dividir 25 entre la base se obtiene el cociente
ly resto 9.
1+ 15+ 7=23 Al dividir 23 entre la base se obtiene el cociente
ly resto 7.
1+6+14 =21 Al dividir 21 entre la base se obtiene el cociente
1y resto 5.
1+10+4=15 Digito valido: =F
Generalizacion de la suma
| :no se puede observar, el procedimiento para llevar a cabo la suma en
. i diferentes sistemas numeéricos no cambia, sino que sb6lo hay que tener
20 ruenta la base en que se realiza la operacion.
rrr :anto, en general se puede establecer que si al sumar dos digitos el
rf Itado de la suma sobrepasa al digito mayor de un sistema numeérico
- ----minado, entonces el resultado se debe dividir entre la base del sis-
| t=~-vy el residuo de esa division se pone debajo de la linea y el cociente
PE rima ala columna siguiente izquierda.
ALFAOMEGA
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l. Sistemas numéricos

Ejemplo 1.11.

H 7 2 5 4
+ G B D 7
1 0 5 E O C
9 8 0 B 3
+ A 7 2 8
A 5 8 0 B
1.5.2 Resta

A(i8) 2 30 3 1 1.2 195

H 28 + 3 1 3 2 00 3 3 2 15
9 218 3412320 0 3 15
2 513 K 0 J 7 L 2
0 913 + 2 7 E F AR
3 1(i3) 3 4 I M D CZX

Ejemplo 1.12. Resta en el sistema decimal:

8 1 2 7 .5 8 0(io)
5 8 3 1 .9 6 4(io)

2 2 9 5 .6 1 6(io)

Explicacion por columna:

O0O+10) - 4=6

8-6+1=1

5+10)-9 =6

OMEGA

Cuando el sustraendo es mayor que el minuendo,
como ocurre en la primera columna, se debera sumar
la base al minuendo y después llevar a cabo la sus-
traccion (minuendo + 10) - sustraendo = resul-
tado.

Cuando en la columna anterior se sumé 10 al mi-
nuendo, en la columna siguiente de laizquierda se
debera sumar 1 al sustraendo (minuendo - (sus-
traendo + 1)) = resultado. Si después de sumar 1 al
sustraendo éste es mayor que el minuendo, enton-
ces se debera sumar la base al minuendo antes de
llevar a cabo la resta.

Debido a que sustraendo > minuendo, se suma la
base al minuendo y se realiza la resta.
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7-(1+1)=5 Como en la columna anterior se le sumé la base 10
al minuendo, en esta columna se le debera sumar

1 al sustraendo.

2+10)-3=9 Como sustraendo > minuendo, se suma la base al

minuendo.

(1+10)-@+1) =2 Como se le sumo la base a la columna anterior, se
debera aumentar en 1 el sustraendo y como sus-
traendo >-minuendo, se deberd sumar la base al
minuendo antes de llevar a cabo la resta. El orden
en que se llevan a cabo los incrementos en este

caso es muy importante.

8-5+1)=2 Sumar 1 al sustraendo, ya que en la columna ante-
rior se le sumé la base al minuendo, y después

llevar a cabo la resta.

Al efectuar la resta es necesario revisar si el sustraendo es mayor que el
minuendo, ya que en caso afirmativo se debe sumar la base al minuendo
antes de llevar a cabo la resta de dos digitos de una columna cualquiera.
Una vez comenzada la operacion de resta cuando al minuendo se le suma
la base, entonces al sustraendo de la columna izquierda proxima se le
debera sumar 1 (ya que en este caso la base es 10) antes de hacer la com-
paracion entre el minuendo y sustraendo. En el caso de otro sistema nu-
meérico, lo que se le suma al minuendo debe de ser la base que
corresponda (8 en octal, 16 hexadecimal o 2 en binario), sin embargo cuando
se le suma la base al minuendo invariablemente serd 1 1o que se incre-
menta el sustraendo de la columna izquierda préxima, independientemen-
te del sistema numeérico de que se trate (ya que ese 1lsignifica que se le
sumo una vez la base en la columna anterior).

Ejemplo 1.13. Resta en el sistema octal:

4 1 07 2. 1 %)
3 604 3.7" 1 39

0O 3*02 6.2 2 598

www.FreeLibros.me
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Explicacion por columna:

(0O+8) - 3=5 Como sustraendo > minuendo, hay que sumar la
base al minuendo.

4-(1+1)=2 Sumar 1al sustraendo debido a que se sumo la base
al minuendo en la columna anterior. »
"t
1+8)-7=2 Sumar la base al minuendo, ya que el sustraendo >
minuendo.
2+8 - 3+1)=6 Primero sumar 1 al sustraendo, ya que se aumento

la base en la columna anterior, después sumar la
base al minuendo, ya que sustraendo > minuendo.

7-4+1=2 Sumar 1 al sustraendo debido a que se le sumo la
base al minuendo en la columna anterior.

0-0 =0 Sin cambio, ya que no se cumple que sustraendo >
minuendo, ni se sumo la base en la columna ante-
rior.

1+8)-6 =3 Sumar la base al minuendo, ya que sustraendo >
minuendo.

4- 3+1)=0 Sumar 1 al sustraendo, ya que se sumo la base al

minuendo de la columna anterior.

Generalizacion de la resta

En forma general se puede decir que si en la primera columna se cumple
la condicion sustraendo > minuendo, entonces se debera sumar la base a
minuendo y después se realizara la resta; en caso de que no se cumpla la
condicion, solamente se hace la resta. A partir de la segunda columna se
sumarda 1 al sustraendo si en la columna anterior se sumé la base al mi-
nuendo (en caso contrario se deja tal cual) y después se observara si sus-
traendo > minuendo, si esto es verdadero se le agrega la base al minuendD
para finalmente llevar a cabo la resta correspondiente en cada una de las

columnas hasta terminar.
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Ejemplo 1.14.

8 5A C 3 .7 0 E®@ 405827 1. 69
B5C6®6 .F 2 (7 - 1583582.2 8 49
7 B4 GD . 8F Ei? 2364578.3 0 59
2 3 1 KA . 4 32 74 100 .A 5ig
1 G 7 H . C 22 - 5 C 5 3 . C 24
2 16 CD . D IQ2i 6 C 2 8A .C 334

1.5.3 Multiplicacion

La forma en que se multiplica en decimal es la misma en que se llevan a
cabo las multiplicaciones en otros sistemas numeéricos, la Unica diferencia

es la base.

Ejemplo 1.15. Multiplicacién en el sistema decimal:

8 057 . 2 3o
X 53 . 7o)
5 6 40 0 6 1

24 1716 9
4 028615

432673.2 5 1(i0

Explicacion por columna:

7x3 =21 Como el 21 no es un digito valido en decimal, se divide
entre la base para obtener cociente =2 y resto =1. El
resto se coloca debajo de la linea y el cociente se suma
en el producto de la siguiente columna.

7x2 +2=16 Como el 16 no es un digito valido en el sistema decimal,
se realiza lo mismo que en el caso anterior para obtener
cociente = 1y resto =6.

ALFAOMEGA
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El procedimiento seguido en el sistema decimal es el que se realiza ea
cualquier sistema numérico, tomando en cuenta que cuando la cantidai
resultante no es un digito valido en dicho sistema entonces se debe dividz
entre la base; en octal se debe dividir entre 8, en hexadecimal entre 16, e~
vigesimal entre 20 y asi sucesivamente. La forma en que se suman en €l
sistema decimal los resultados obtenidos en las diferentes columnas, es &
misma en que se suman en otro sistema. Como se muestra en el ejempk
1.15, en la primera columna se baja el 1 porque no tiene otro digito con que
sumarse, en la segunda columna se suma 6+ 9= 15y como el 15 no es m
digito valido en decimal entonces se debe dividir entre la base para obtene:
cociente*= 1y resto = 5, el resto se pone debajo de la lineay el cociente Sr
suma a los digitos de la siguiente columna de la izquierda, y asi se continUa,
hasta terminar.

Ejemplo 1.16. Multiplicacion en el sistema binario:

1 0 0 1 1 . 0 102
X 11 0 1
1 0 0 1 1 0 1
0O 0 0 0 0 O
0O 0 1 1 0 1
1 0O 1 1 0 1
1 111 0 1 0 0 102

Entre menor sea la base del sistema numérico es mas sencillo realiza
operaciones aritméticas, ya que el niumero de digitos validos también ss
reduce en la misma proporcion. Como se muestra en el ejemplo 1.16, ene
sistema binario solamente hay posibilidades de O o 1y esto simplifica
el trabajo.

En cualquier sistema, al multiplicar una cantidad por 1 se obtiene la misma
cantidad, por esa razén en el sistema binario al multiplicar 1 por el multi-
plicando resulta el mismo multiplicando y al multiplicar O por el multipL
cando resulta unafila de ceros. Al sumar las columnas se pueden observa
casos como el que ocurre en la tercera columna de derecha a izquierda
donde 1+ 0+1 =2, pero como el 2no es un digito valido en binario se debi
dividir entre la base, obteniéndose cociente = 1y resto = O por lo que a
resto se coloca debajo de la linea y el cociente se suma con los digitos di
la siguiente columna, de forma que en la cuarta columna se deben suma
| +1 +0+ 0+ | =3 donde el primer 1es el cociente de la linea anterioi
Como el 3 no es un digito valido en binario, se divide entre la base y sa
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obtiene cociente = 1y resto = 1 En lo que sigue se procede de la misma
manera hasta terminar de sumar todas las columnas. El punto que separa
a la parte entera de la fraccionaria se coloca también de manera semejan-
te a como se realiza en el sistema decimal: se cuentan los decimales tan-
to del multiplicando como del multiplicador.

Como el procedimiento para multiplicar en cualquier sistema es el mismo

que el que se utiliza en el sistema decimal, lo Gnico que se debe tener
presente es la base en que se esta trabajando.

Ejemplo 1.17.

5 9 A C 1 214 A 5 3 7 5

X B 8 919 X 4 B

3 9 3 D A A 4 6 5 3 2 7

3 382 C 9 2 7 2 86 2 1

4 6 9 7 6 C 8 8 A6 04 0 2
4 A2AD.AD C 414 32813A09

3 0 3 4B 0A

C 5 9D A 215 F 3 A C 7 a

X 6 B .4 5Hi15 X 0O 5 D

4 1 D4 8 5 A 3 9 E 8 F B

347 9 9 A 8 B ADJ38 8 5
9 12 4 0 6 7 4 1 2B 1F

4 E 3 E 7 0 C 5 2 F 8C 2 4 G

5 8 8A 59 2 A D A5

* 5.4 Division

5e sabe que la division involucra operaciones de resta y multiplicacion,

per lo que es mas complicada que las tres operaciones aritméticas ante-

- .;es. En este caso lo que se recomienda es usar lo que se conoce como

irrision desarrollada, la cual permite realizar primero la multiplicacion y

Cespués la resta, ya que de otra forma el tratar de llevar a cabo tanto la

— ::plicacion como la resta en un sistema numérico con el que no se esta
---alzado podria ser muy complicado.

www.FreeLibros.me
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Ejemplo 1.18. Divisiéon en el sistema decimal:

7 6 9o 4 3 2 5 0 1 8 2o
A

Dividendo \

I » o,

En una division en el sistema decimal el dividendo puede tener o no pun-
to decimal, pero el divisor no debe tenerlo o bien lo debe tener al final. En
este ejemplo se debe recorrer el punto decimal dos posiciones, para man-
dar el punto decimal al extremo derecho del divisor. Si se recorre el punto
decimal cierto namero de posiciones en el divisor, también se debe recorrer
esas mismas posiciones en el dividendo. En todos los casos en que sea
necesario esto se debe de hacer antes de llevar a cabo la division, indepen-
dientemente del sistema numeérico de que se trate.

5 6 2 4 .2 [(io) <----- Cociente
7 6 9.(io) | 4 3 2 5 0 1 8 .20
38 4 5
04 8 0O
4 6 14
0 18 6 1
15 3 8
0O 3 2 3 8
3 0 7 6
16 2 2
15 3 8
00 814 0
7 6 9
Resto - > 0 7 1

Después de recorrer el punto decimal al lado derecho del digito menos
significativo del divisor, y de recorrer ese mismo numero de posiciones el
punto decimal en el dividendo, se procede allevar a cabo la division.

Como el divisor tiene tres digitos y en este caso no cabe ninguna vez en
tres digitos del dividendo ya que 769(io) > 432(io), se toman cuatro digitos
del dividendo y se encuentra que cociente = 5, después se multiplica este
cociente por el divisor, 5x 769(io) = 3845(io), y dicho resultado se resta de
los cuatro digitos del dividendo para obtener 4325(i0Q - 3845(io) = 0480(iQ,
luego se baja el siguiente digito, se encuentra el cociente, se multiplica
dicho cociente por el divisor y se resta del dividendo y asi sucesivamente
hasta terminar. Es importante mencionar que si después de bajar un digi-
to mas del dividendo, el divisor no cabe ninguna vez en dicha cantidad,
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entonces se pondra 0 como cociente y se bajara otro digito. También, una
vez que se han bajado todos los digitos del dividendo y se desean mas
decimales, se deberan agregar mas ceros a la cantidad que resulta de la
resta. Todo esto ya se sabe, porque se esta familiarizado con el sistema
decimal y es valido en todos los sistemas.

Ejemplo 1.19. Division en el sistema hexadecimal. Dividir IAF578.2B(i6)
entre A.7E2(i6), obtener una cifra después del punto hexadecimal y hacer
la comprobacion correspondiente de la division:

2 9 1B D .D6

A7 E21 | IAF5782B 0i§
1 4F C 4
0O 5F 9 3 8
5E 6 F 2
01 24 6 2
A7 E 2
7C 8 0B
736 B 6
09 1 55 0
88 6 7 A
8 ED 6 O
8 8 6 7 A
6 6 E 6

En este ejemplo se puede observar que el dividendo no tiene parte frac-
cionaria, ya que al recorrer el punto hexadecimal incluso fue necesario
agregar un O, de forma que para obtener un digito mas después del punto
hexadecimal fue necesario agregar un 0 al resto. Para comprobar la division
es necesario multiplicar el divisor por el cociente y sumar el resto al resul-
tado, como se muestra a continuacion:

2 9 1B D .Di6)
N A 7 E 216
5 2 37 BA Notar que el punto que separa la
2 3 F 8 6 1 6 parte entera de la parte
1 1F C 3 0B fraccionaria se coloca d.espués
de que se suma el residuo al
1 9B16A 2 resultado de multiplicar el
1A F57 7 C 4 1 A(i9 cociente por el divisor.
+ 6 6 EG
1 AFS57 8 2BO0O0.O
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24 l. Sistemas numéricos

Ejemplo 1.20. Divisién en otros sistemas.

El procedimiento para llevar a cabo las divisiones en cualquier sistema no
cambia, ya que se trata de sistemas posicionales y lo Unico que debe te-
nerse en cuenta es la base en la que se esta trabajando.

B 7 D w)
9D 4 5 A 0cC 8 7 wmy
5 9 A
0 4 8 2 8
4 0 7 B
O 7 B E 7
7 8 2 1
0 3 C 6
3 7 B
0 4 C
4 A9 A B
7 6 13. ., 3098 5 6 7 20
6 05 0
6 9 3 5 6
6 3 1 0O 6
06 25 0 7
57 6 B 3
06 A 1 4 2
6 3 1 0 6
07 03 8 0
6 A 7 1
0 18 6
> 1«6 Suma de dos cantidades en complemento a 2

Las operaciones que la computadora realiza internamente se llevan ac
en una forma muy particular. En principio el sistema numeérico utilizado

ALFAOMEGA .
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1.6 Suma de dos cantidades en complemento a 2 25

el binario y la operacion basica es la suma. En computacion las cantidades
se representan por un conjunto de bits (ceros y unos), usando un bit ex-
clusivo para distinguir las cantidades negativas de las positivas, el cual
recibe el nombre de “bit de signo”. La convencion mas comun para el
signo es 0 = positivo y 1= negativo.

Existen tres formas de representar cantidades: magnitud verdadera, com-
plemento a 1y complemento a 2; cada una de estas formas tiene su utili-
dad dentro de la computacion.

Magnitud verdadera

Enlarepresentacion en magnitud verdadera se muestran los bits en forma
real, y una caracteristica de este tipo de representacion es que se puede
saber facilmente a cuanto equivale ese conjunto de bits en el sistema
iecimal usando para ello la representacion exponencial como se presenta
en la siguiente expresion:

(1 x 28+ 1x 27+ 1x 25+ 1x 24+ 1x22+ 1x2°+ 1x 22+ 1x 2-3+ 1x 2-*)=-437.44(i0

__________ Magnitud

__________ Bit de signo

Complemento a 1

CDmo en el sistema binario solamente existen como digitos validos el Oy
e' 1, se dice que el complemento de Oes 1y el complemento de 1es O. El
:implemento de un ndmero en binario se obtiene complementando cada
- no de los bits, sin considerar el signo, como se muestra a continuacion:

1010111001001 . 0O 1% Magnitud verdadera
0101000110110 .1 0(2) Complemento a 1

100010011 .10 0(2) Magnitud verdadera
011101100.01 1(2) Complemento a 1

C:=20 se puede observar, para obtener el complemento a 1de una cantidad
ezrzresada en binario es suficiente cambiar todos los ceros por unos y los
tu :3por ceros, pero en ningln momento se cambia el bit de signo, que
e 1 este caso es el bit de la extrema izquierda.

Ic*nplemento a 2

.implemento a 2 se obtiene sumando 1 al bit menos significativo del
elemento a 1, como se muestra en el siguiente caso:
ALFAOMEGA
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1 01010001101 10.1 02 complementoa\

1 01010001101 10.1 1(2) Complemento a 2

0 011101100.01 1(2) Complemento a1

0 0111011200.10 02 complementoa?z

Una multiplicacion es una sucesion de sumas y una division es una sucesion
de restas. Como se mencion6 anteriormente, la computadora no realiza
restas, ni multiplicaciones, ni divisiones, sino Unicamente sumas. Cuando
las dos cantidades a sumar son positivas se suman tal cual, pero cuando al-
guna de ellas es negativa (lo que equivale a restar una cantidad de otra)
entonces la cantidad negativa se complementa a 2y después se suma a la
otra cantidad, de forma que una resta se convierte en una suma.

Supodngase que se definen las variables A, By C del tipo entero por lo que
ocupa 1byte de memoria cada una de ellas. SiA =225,B = 76yen alguna
linea de un programa se tiene que C = A + B, entonces lo que la computa-
dora hace es lo siguiente: primero convierte los valores de Ay B a binario,
y luego realiza la suma de la siguiente forma

+ 2 2 560 = 0 1110000 12
+7 6(io) =0 010011002
+ 30 I@0) 1 0010 110 12

Magnitud

El resultado obtenido es 1 00101101(2) = —45(io) que es muy diferente al
+301(io) esperado. Lo que ocurrié aqui es que se presentdo un “desbor-
damiento” al querer guardar en la variable C definida de 8 bits, una canti-
dad mayor. Este error es comun que ocurra durante el proceso de la
programacion, ya que se definen las variables de cierto tipo y con cierta
capacidad y algunas veces se desea guardar en ellas una cantidad que
sobrepasa esa capacidad. La finalidad de citar este caso es mostrar que se
deben de considerar todos los elementos que se presentan en el momento
en gue la computadora realiza una operacion aritmética.

Para resolver el problema de desbordamiento es conveniente definir las
variables con una capacidad mayor, por ejemplo suponer que las variables
A, By C son enteras, pero ahora con una capacidad de 16 bits, que es lo
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16 Suma de dos cantidades en complemento a 2

que realmente ocurre en un programa cuando se definen variables con
capacidad menor a la requerida.

+ 2250= 0 000000001110000 172
+ 76i0)= 0 000000000.100110 0@

+ 301y O 000000010010110 102

Signo Magnitud

Se observa ahora que +301(io) = 0 0000000100101101(2 es el resultado
correcto, con lo cual se evita el desbordamiento.

Es importante mencionar que el desbordamiento solamente ocurre cuan-
do las dos cantidades que se estan sumando son del mismo signo, ya que
son los Unicos casos en que el resultado puede requerir mayor espacio.
Cuando las cantidades a sumar son de signo contrario no se presenta el
desbordamiento, pues el valor absoluto del resultado siempre serd menor
al valor absoluto de alguna de las cantidades que se suman.

Ejemplo 1.21. Sumar A =-225 con B =+76.

27

Cuando una cantidad es negativa, se debera encontrar el complemento a
2 de esa cantidad y después realizar la suma, como se muestra a continua-

cion.

2 2 500 =1 1110000 1(2 Magnitud verdadera

1 0001111 0(2 Complemento a 1
1

1 000 1 1 1 1 12 Complementoa?2

Notese que para obtener el complemento a 1 se cambian todos los bits por
su complemento, pero el bit de signo no se cambia. Para encontrar el com-
plemento a 2 se le suma 1 al bit menos significativo del complemento a 1.

Ahora si se procede a sumar el complemento a 2 de la cantidad negativa
y la otra cantidad positiva.

2 2500 = 1 O 00O 11 11 12

+ 7 6(lo) = O 0O 1 0 0 1 120 02

- 1 4 9(io) 1 0O 110 10 1 12
Signo Magnitud

ALFAOMEGA

www.FreeLibros.me



l. Sistemas numéricos

El resultado obtenido es negativo, como se esperaba, pero la magnitud
obtenida no es la correcta, ya que 101101011(i0=-107{i0 es diferente de
-149(io). En forma general se puede decir que si el resultado de la suma es
negativo, se deberd complementar a 2 el resultado.

1 01101011 (2) Resultado negativo

1 1001010 02 Complementoal
1

- 14 9Go) =1 1001010 12 Complementoa?2

Ejemplo 1.22. Sumar A =+225 con B =-76.

Complementando a 2 la cantidad negativa se tiene:

- 7 6(o) =1 0100110 0@ Magnitudverdadera

1 10110011 (2 Complementoal
1

= 1 1011010 02 Complementoa?2

Sumando el complemento encontrado a la cantidad positiva se obtiene:

+ 2 2 5(0)= 0O 1110000 12
7 6(io) = 1 10 110 10 09

+ 14 9o 10 10 0 10 10 12

Acarreo Signo Magnitud

En esta suma se puede observar que el resultado es positivo, por lo tanto
es el resultado correcto, ya que solamente se complementan a 2 los resul-
tados negativos. También se obtiene un acarreo, el cual se debe despreciar

en todos los casos.
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1.6 SOMA DE DOS CANTIDADES EN COMPLEMENTO A 2 29

Ejemplo 1.23. Sumar A =-225 con £ = -76.

Cuando una cantidad es negativa, se debe determinar el complemento a
2 de esa cantidad. En este caso las dos cantidades a sumar son negativas,
por lo tanto se tiene que obtener el complemento a 2 de ambas antes de
realizar la suma. Pero también se debe tomar en cuenta que la suma pro-
duce un desbordamiento, de tal forma que en el complemento ya se debe
trabajar con los bits correctos. Complementando a 2 ambas cantidades y

considerando el desbordamiento:

2 2 5(io) = 1 0O 0O0OOOO0O“001 110000 12 Magnitudverdadera

1 11 1111110001111 02 Complementoal

= 1 11 1111110001111 12 ComplementoaZ2

- 7 6(o) = 1 0 00O0OOOOOOI11IO0O0OT11I1o0 0@ Magnitudverdadera

1 111111111011 001 12 Complementoal

-1 11111111101 1010 0(2 Complemento a2

Sumando:

. 22 5(io) = 1 111111110001111 12
7 6(io) = 1 1111 1111011010 02

- 30 I(io) 11 111111101,101001 12
Acarreo Signo Magnitud

Si se convierte a decimal el resultado obtenido es posible observar que no
es el esperado de -301(io). Sin embargo, se sabe que cuando el resultado
de la suma es negativo se debera complementar a 2. En este caso también

se tiene acarreo, el cual se desprecia.

1 111111101101 001 1(2) Resultado negativo

1 0O 0O0O0OODODO1O0O01O0110 0(2) Complemento a1l
1

-3 01-= 1 0 0O0O0O0ODODODODI1IO0O0O1TO01110 1(2) Complemento a 2

ALFAOMEGA
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Computacion y
sistemas numéricos

El sistema numérico binario es el len-
guaje natural de la computadora ya
gue con él lleva a cabo operaciones
aritméticas, procesa todo tipo de in-
formacion, controla los periféricos y
se comunica con otras computado-
ras; el sistema binario es el lenguaje
maquina. Sin embargo, el sistema bi-
nario es poco claro para las personas
gue no estan en el medio de la com-
putacién, por las grandes cadenas de
unos y ceros que se deben usar para
representar informacion. Por esta ra-
zon se crearon medios que permiten
una traduccion del lenguaje maquina
a formas que entienden las personas
comunes; asi surgié el cédigo ASCII,
gue no es otra cosa que una tabla de
equivalencias entre el sistema binario
y los caracteres que se usan para re-
presentar palabras. En el c6digo AS-
Cll cada letra, digito o simbolo se
representa por una cadena de ocho
bits, de tal manera que es relativa-
mente facil para la computadora tra-
ducir a sistema binario una frase que
se escribe en espafol, inglés o cual-
quier otro idioma.

ALFAOMEGA
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Conclusiones de las sumas en complemento a 2

De la misma manera en que se sumaron dos cantidades enteras en com-
plemento a 2, también es posible sumar dos cantidades con una parte
entera y otra fraccionaria, siempre y cuando se tenga en cuenta que el
desbordamiento sélo puede darse en la parte entera (ya que las operacio-
nes se llevan a cabo de derecha aizquierda) y que para evitar éste se debe
trabajar con el namero de bits suficiente. Para obtener el complemento a
1 se cambia cada bit por su complemento, independientemente de si se
encuentra en la parte entera o en la parte fraccionaria. Para encontrar el
complemento a 2 se suma un 1 en el bit menos significativo (el que esté
mas a la derecha) independientemente de si pertenece ala parte entera o
bien a la parte fraccionaria, y solo se complementan a 2 las cantidades
negativas y los resultados negativos de las sumas.

1.7 Aplicacion de los sistemas numericos

Cuando se va a un cajero automaético a retirar una cantidad de dinero, se
llevan a cabo varios pasos: se inserta la tarjeta para que la computadora
que tiene el cajero automatico lea los datos de la cuenta, después se te-
clea la clave personal, que por lo general es un conjunto de nameros, se
indica por medio de teclas la opcion arealizar (retiro, saldo, depdsito, etc.).
Para efectuar un retiro, ademas de la informacion basica necesaria, se debe
proporcionar a la computadora el monto a retirar. Finalmente, después
de que la computadora hace entrega de la cantidad solicitada pregunta si
se desea realizar otra operacion.

Todo lo anterior es proporcionar informacion a la computadora, para que
en funcion de ella realice el retiro de una cantidad de dinero de una cuen-
ta que se tiene en una institucién bancaria determinada. De esta forma se
esta sustituyendo a una persona que atiende la caja por un cajero automa-
tico. Sin embargo, lainformacion se proporciona de manera entendible para
uno pero no para la computadora, ya que el anico lenguaje que la maquina
conoce es el “binario”. Por ejemplo, si el monto del retiro es de $500.00
(quinientos pesos) los digitos 5y O no los entiende, de tal manera que
es necesario convertir a binario dicha cantidad para llevar a cabo la
operacion.

Hay otro inconveniente, la Unica operacion que realiza la computadora es
la suma de manera que es necesario restar el 500 en binario del saldo que
tiene la cuenta, que también esta en binario, aunque uno lo ve en decimal
porque la computadora hace la conversion. Como se sabe, para efectuar
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17 Aplicaciéon de los sistemas numéricos

una resta por medio de una suma en binario, se complementa a 2 la can-
tidad negativa y después se realiza la suma.

De esta manera, lo aprendido en este capitulo muestra cual es el lenguaje
de la computadora, porque Unicamente con la combinacion de ceros y unos
es posible representar informacion que ésta maneja y entiende.

Sin embargo, no solamente se abordo el sistema numérico binario, sino
ademas el decimal, octal, hexadecimal y otros sistemas que ni siquiera
existen como los que tienen base 13,15 o 23 por mencionar algunos, pero
que si existieran se comportarian de la misma manera que los sistemas
numeéricos conocidos, ya que conservan las caracteristicas propias de todo
sistema numeérico posicional.

En el campo de la computacion, los sistemas numéricos mas importantes
son el binario, octal y hexadecimal. El binario porque es el lenguaje natural
de la computadora, y los sistemas octal y hexadecimal porque permiten
compactar la informacion del lenguaje maquina de una forma muy sencilla,
ya que la equivalencia entre sus caracteres es directa, sin llevar a cabo ope-
racion aritmética alguna. Por ejemplo, se sabe que sin hacer operaciones:

9C4A(i6 = 1001 1100 0100 1010 (2

Asi en lugar de tener cadenas muy grandes de caracteres en donde sola-
mente estan los digitos Oy 1, dicha informacion se puede reducir a cade-
nas mas pequefas que representan lo mismo, y cuando se desea traducir
la informacién nuevamente a binario se logra con gran facilidad, cosa
gue no ocurre con el lenguaje decimal, ya que para realizar la conversion
de decimal a binario es necesario llevar a cabo operaciones aritméticas
que absorben buena parte del tiempo de la computadora, con la corres-
pondiente lentitud de la misma.

Existen versiones de computadoras en las cuales la comunicacién no es
por medio de un lenguaje de alto nivel como Basic, Pascal, C o Java, sino
que directamente se le dan las instrucciones en lenguajes que utilizan los
sistemas numeéricos octal y hexadecimal, ya que por un lado son faciles de
interpretar por la computadora y por otro también son relativamente sen-
cillos de visualizar y entender por el ser humano, puesto que estos sistemas
numeéricos utilizan letras y ndmeros, y no se requieren cadenas extensas
de ceros y unos, de tal manera que el sistema numérico octal y hexadeci-
mal son importantes porque son lenguajes intermedios entre la compu-
tadora y el ser humano, con cadenas de informacion mucho mas
compactas.
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Sin embargo, las tablas'de equivalen-
cias como el cédigo ASCII no tienen el
potencial de un sistema numérico y
por lo tanto surgen sistemas numéri-
cos equivalentes al sistema binario,
como los sistemas octal y hexadeci-
mal, que permiten compactar grandes
cadenas de ceros y unos con la finali-
dad de ser mas-ciaros y ocupar me-
nos espacio en la representacion de
informacién. Ademas la conversion
entre los sistemas octal, binario y he-
xadecimal es muy sencilla no so-
lamente para la computadora, sino
también para las personas, ya que la
equivalencia entre los caracteres es
directa y no es necesario llevar a cabo
operacion matematica alguna para
convertir cantidades octal-binario-he-
xadecimal sin per-der las propiedades
de un sistema numérico posicional,
en donde el valor de un cardcter de-
pende de la posicibn que ocupa, sin
olvidar que con los sistemas numé-
ricos es posible llevar a cabo opera-
ciones aritméticas basicas, que al
combinarse le otorgan un poder ma-
yor a los sistemas numéricos.

alfaomega



l. Sistemas numéricos

1.8 Resumen

Los sistemas numéricos son métodos para la representacion de cantidades.
Existen sistemas numéricos aditivos como el sistema de numeracion ro-
mano, en donde un mismo digito vale lo mismo independientemente de la
posicion que ocupa. Ejemplo: en la cantidad representada en sistema Ro-
mano MDLXXIII = 1573, el valor de cada X es 10 puesto que fio se toma en
cuenta la posicion en que estan colocadas las X. Existen también sistemas
posicionales como el decimal, binario, octal y hexadecimal, en donde el
valor de cada caracter depende no solo del propio caracter, sino ademas
de la posicion que ocupa en la cantidad representada. Por ejemplo en la
cantidad 4353(io), el valor del digito 3 no es el mismo si se encuentra en el
extremo que en el interior de la cifra representada (en este caso el tres que
esta en el extremo derecho vale 3y el que esta entre el cuatro y el cinco
tiene un valor de 300).

Los sistemas numeéricos posicionales tienen una base y el niUmero de ca-
racteres de un sistema posicional depende de esa base. En binario la base
es 2y los caracteres validos en ese sistema son Oy 1, en el octal su ba-
se es 8y los caracteres que se utilizan para representar cantidades son O,
1 2 3 4,5 6y 7. Algunos sistemas como el hexadecimal requieren de 16
simbolos para representar cantidades, diez de estos simbolos son los digi-
tos que se utilizan en el sistema decimal y adicionalmente utiliza las pri-
meras seis letras del alfabeto, A, B, C, D, E y F, para completar los 16
caracteres requeridos.

Es posible convertir cantidades de un sistema numeérico a otro. Para con-
vertir una cantidad de un sistema numérico cualquiera X a otro sistema
numerico cualquiera W, primeramente se convierte del sistema X al siste-
ma decimal y posteriormente se convierte de decimal al sistema W.

Para convertir del sistema X al sistema decimal se utiliza la representacion
exponencial, se llevan a cabo las operaciones y el resultado ya estara ex-
presado en decimal. Ejemplo: una cantidad que tiene cierto niumero de
digitos en la parte entera (ei, €z, €3,..., eny cierto namero de digitos en la
parte fraccionaria (fi, 12, [3.... fm) expresada en un sistema numérico cuya
base es B, es posible convertirla a decimal usando la representacion expo-
nencial

(en e32ei fif2f3...fm)(B) =ei x B° + e2x B1+ e3x B2+ enx B"-1+ fi x B-1+ f2x B-2+...+ fmx B-™

en donde los exponentes deB, 0,1, 2,...,(n-1), corresponden ala posicién
de los digitos de la parte entera contados de derecha a izquierda a par-
tir del punto decimal y los exponentes -1, -2,.., m representan la posicion
de la parte fraccionaria contados de izquierda a derecha a partir del punto
que separa la parte fraccionaria de la parte entera.

www.FreeLibros.me



18 Resumen

Para convertir del sistema decimal al sistema numeérico W, la parte entera
se divide entre la base a la que se quiere convertir, conservando el resto
de la division, y la parte fraccionaria se multiplica por W, conservando la
parte entera de la multiplicacion.

Las operaciones aritméticas suma, resta, multiplicacion y division se rea-
lizan de la misma manera en todos los sistemas numéricos. Esto implica
que el procedimiento para llevar a cabo operaciones aritméticas en el
sistema decimal es el mismo para todos los sistemas posicionales como
el sistema binario, octal y hexadecimal y solamente se debe tener en
cuenta la base en la que se esta realizando la operaciéon. A continua-
cion se tienen sumas de los mismos digitos que son validos en decimal y
en octal, sin embargo el resultado no es igual porque al dividir el resulta-
do de la suma (12) entre la base de los sistemas el resto cambia.

7 (10 7(8)
+ 5(io) 10 12 + 58 8 12
12(io) 2 14(8) 4

De igual manera en la multiplicacion, la diferencia es que el resultado de
multiplicar los dos digitos 5x7 =35 en el sistema decimal se divide entre
10y en el sistema octal entre 8 como se muestra a continuacion:

7(io) 7(8)
x 5(io) 10 35 X 5(8) 8 35
35(10) 5 43(8) 3

La computadora no realiza operaciones en diferentes sistemas numeéricos
sino solamente en binario, tampoco realiza restas, multiplicaciones ni di-
visiones, sino solamente sumas. Considerando que una multiplicaciéon es
una sucesion de sumas, cuando se desea multiplicar M x N realmente lo
que hace es sumar N veces la cantidad M o bien, cuando se desea dividir
M/N, ala cantidad M se le restan N veces la cantidad N, pero como se dijo
anteriormente que la computadora solamente realiza sumas, antes de
sumar se debe complementar a 2 la cantidad que se desea restar y poste-
riormente sumar la cantidad complementada a dos. Esto implica que las
cantidades negativas siempre se deberdn complementar a dos antes de
llevar a cabo la suma y si el resultado de la suma es negativo también
debera complementarse a dos dicho resultado, para obtener el resultado
definitivo.
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1.9

1.1.

12

1.3.

14.

15.

Problemas

Realizar las siguientes conversiones usando tablas de equivalen-
cias binario-octal, binario-hexadecimal.

a) 1001000111010100100010.0101( a octal.

b) 4EC7.B5(i6) a binario. %
c) 475320.47(8) a hexadecimal.

d) I32FE685.9C(i6) a octal.

Resolver los incisos del problema 1.1, usando el método general
(del sistema X a decimal y del sistema decimal al sistema W).

Convertir usando el método general.

a) 730568.23(9) a base 14.

b) 6G5A.23(20) a binario.

c) 4A7E8.52(18) a base 15.
d) 93AF5.36(17) abase 13.
e) 558C5.3G(is) a base 24.

Realizar las siguientes conversiones usando el método general.

a) F6CD850.C5(i7) a base 18.

b) 6A9346C.34(19) a base 22.

c) 1452301342001.3(7) a base 16.

d) 10001100110101010110.011(2 abase 12.
e) H45K731.C4 {2) a base 17.

Sumar.

a) 11001110.011 19

b) 3 A5 6 7B . 1 213
+ 9 CO0 17 2 . 3 418
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+

Restar.

a)

42061231.32 50
5014232.0 30
7H4GO9A .E 6
CFE7J7C .8 DX

6 3452 17.8 4 19
4728436.2 89

5 DFO08C.A 31
9DBGI1E 9.5 C(i7
8A74263B.4 969
CA3DC58.9C 7 (14)
5A G 8 CD 3.2 79

G 7HA 4 F .C EG9

1 5DA 843.2 319
BA 2544 .2 B34

F 43301 9.7 AQ)
CEH48A K .2 G@
1000110.0 0 12
110 011.10 12
5307 G 4 9 .5i

4 C1FCA 1.7 C 47

www.FreeLibros.me

19

Problemas

ALFAOMEGA



36

ALFAOMEGA

Sistemas numéricos

1.8. Restar.
a) A 7501B3.E
9 1 D35CB 8 C(i9
b) 53470 12.1 29
3725408 6 709
c) 34HDOA46 .E 239
HS5 3 F1G6 A 9
d) D 8 K 7 8 4.0 H2
A CM 2 H E N 524
1.9. Multiplicar.
a) 7 A 8 9 C 5 B(i4)
D 9 7 6(14)
b) 6 7014 3. 29
5 3.2 48
c) 4 8 3 2 1 « 2(n)
0 6 8 8 7(n)
d) 9 A C 1 « 217
5 B F 8(17)
1.10. Multiplicar.
a) E 39C 20 D(i5)
C « 4 A 719
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4531 243 &)
2 5.6 A7

D7C 3F . 5 Gfis
H5E . Azi9

2 FJ 305 C@)
2 3 H . 8@

ar.

3E 98155 CA 45276 . 2G5

0.72 BGi) 1A 3.028 37

53.7 19 238 10.6 5 39

7C09.A() B45ACT7.9 4G

lir.

2 A .76 5B7468A. 9L

210. 3 102201.2 13

C6 9 7749 AD3IC584C 339

6 H 90 5H 6 C40C .EW

www.FreeLibros.me

37

alfaomega



1.13.

1.14.

1.15.

1.16.

Sistemas numéricos

Realizar la suma en complemento a 2, en cada uno de los siguientes
incisos. Considerar que las cantidades que se estan sumando se
definen como enteras y que ocupan 2 bytes de memoria. Agregar
bytes en caso de ser necesario, para evitar el desbordamiento.

a) + 6 5 5 0 §io by 6 5 5 0, 8i0
+ 1 0 3o + 1V ' 3(io)

c) - 6 55 0 8o c) + 6 5 5 0 8§i0
1 0 3o _ 1 0 3o

Considerar que las cantidades que se suman se definen como
enteras y que ocupan un byte en memoria principal cada una de
ellas. Realizar la suma en complemento a 2. Agregar bytes en caso
de ser necesario, para evitar el desbordamiento.

a) + 19 5o b) _ 19 5io)
+ 7 6(io) + 7 6(io)
c) + 19 5io) d _ 19 5(io
7 6(10 _ 7 6(io)

Considerar que la parte entera en cada una de las cantidades que
se suman ocupan 8 bits y que la parte fraccionaria ocupa 4 bits.
Realizar la suma en complemento a 2. Agregar bytes en caso de
ser necesario, para evitar el desbordamiento.

a + 5 4.2 3o by 5 4.2 3i0
+ 2 8.5 6o + 2 8.5 6o
)+ 5 4.2 3o d _ 5 4.2 3(0
2 8.5 6o 2 8.5 60

Contestar en cada una de las preguntas SI o NO, argumentando
Su respuesta.

a) ¢Eldigito mas pequefio para representar cantidades numeéricas
en todo sistema numeérico posicional es el 0?
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1.17.

1.18.

1.19.

1.20.

1.21.

1.22.

19 Problemas

b) ¢El digito mas grande en sistema base 22 podria ser la letra
L?

c) ¢Solamente se pueden usar letras y digitos para represen-
tar cantidades en un sistema numeérico?

d) ¢Si un sistema numeérico utiliza los digitos del O al 9y ade-
mas requiere mas letras de las que tiene el alfabeto no
podria existir dicho sistema?

e) ¢Asi como se tienen tablas de equivalencia entre los siste-
mas binario-octal y binario-hexadecimal, se puede tener un
tabla de equivalencia para llevar a cabo conversiones bi-
nario-decimal?

f) ¢Es posible obtener una tabla de conversiones de binario
a base 4y que funcione perfectamente bien?

g) ¢Es posible probar una resta, por medio de una suma en
cualquier sistema numeérico, como se hace en el sistema
decimal?

h) ¢Es posible probar una multiplicacion en cualquier sistema
numérico, como se hace en el sistema decimal?

i) ¢Lacantidad mayor que puede caber en n digitos esta dada
por la expresion 2n- 1?

j) ¢Cuando se suman dos cantidades con el mismo signo en
complemento a 2, siempre se presenta un desbordamiento?

k) ¢El complemento a 2 consiste en sumarle un 1 al bit menos
significativo de la parte entera?

Disefiar un algoritmo que permita llevar a cabo conversiones
de un sistema a otro.

Disefiar un algoritmo que permita sumar dos cantidades en
cualquier sistema numeérico.

Disefiar un algoritmo para restar dos cantidades en cualquier
sistema.

Disefiar un algoritmo para multiplicar dos cantidades en cual-
quier sistema.

Diseflar un algoritmo que permita dividir dos cantidades en
cualquier sistema.

Desarrollar un sistema que permita llevar a cabo conversiones

de un sistema a otroy realizar operaciones aritméticas béasicas
en diferentes sistemas.
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Metodos
de conteo
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2.1 Introduccion

2.2 Principios fundamentales del conteo
2.3 Permutaciones

2.4 Combinaciones

2.5 Aplicaciones en la computacion
2.6 Resumen

2.7 Problemas
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41 41 El contar es uno de los descubrimientos
=—=41=4x3X :

(n-r)i (4-4)! O de la humanidad, por lo tanto no puede
ser mas complicado que lo que los
hombres son capaces de compre}nder
Richard Feynman

oA ax3x
I=4x3X

4x3x2! 12 6
21x2! 21x21 * 21"

Objetivos
Aprender a calcular el nimero de permutaciones de un conjunto de n elementos en
arreglos de tamafio r, con o sin repeticion.

Aprender a calcular el numero de combinaciones de un conjunto de n elementos, en
arreglos de tamafo .

Distinguir los conceptos de permutaciones y combinaciones.
Aplicar los métodos de conteo en la solucién de problemas de computacidn.
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Andlisis
combinatorio
“Los problemas generales agrupados
bajo el nombre de ‘Analisis combinato-
rio’ no parecen haber sido considerados

antes de los ultimos siglos de la antigte-
dad clasica, Gnicamente la férmula

aparece en el siglo lll de nuestra era.
El matematico indio Bhaskara (siglo
XIl) conocia la férmula general para

. Un estudio mas sistemf{tico se ha-
Pj
lia en un manuscrito de Levi ben Ger-
son, a principios del siglo Xlll: obtiene
la formula de recurrencia que permite
calcular el namero Vrp de variaciones
de n objetos tomados p a p, y en par-
ticular el niumero de permutaciones
de n objetos, enunciando también re-
glas equivalentes a las relaciones.

n n
K p =

n
P p! n - p p

Pero este manuscrito no parece haber

sido conocido por sus contempora-

neos, y los resultados fueron hallados

poco a poco por los matematicos de

los siglos siguientes.”

Nicolas Bourbaki

ALFAOMEGA

" M étodos de conteo

2.1 Introduccién

Es posible contar el dinero que se tiene en los bolsillos, el niumero de ha-
bitantes de un pais que tienen entre 20 y 30 afos, el niUmero de compu-
tadoras con determinadas caracteristicas que produce una compafia, el
numero de palabras del diccionario que inician con la letra “u”, el niUmero
de placas para control vehicular que se pueden producir si inician con tres
letras y terminan con dos digitos, en fin, es posible contar practicamente
todo, siempre y cuando se use el método de conteo adecuado y la forma
apropiada para distinguir sin equivocacion los elementos del conjunto que
se quieren contar.

En el area de la computacion es necesario usar los métodos de conteo para
determinar el niumero de ciclos que tiene un programa, el numero de com-
paraciones que realiza un programa para ordenar un conjunto de datos, el
numero de palabras diferentes que tiene un lenguaje con determinada
gramatica, el numero de intercambios que se llevan a cabo en un programa
para resolver un sistema de ecuaciones. En funcién del conteo que se rea-
liza en computacién, un software determinado (por ejemplo los métodos
para ordenar informacion) se puede clasificar como bueno si el namero de
comparaciones que ejecuta es significativamente menor que las que lleva
a cabo otro software al ordenar el mismo conjunto de datos, o bien se dice
que un programa es menos eficiente que otro si el nUmero de comparacio-
nes que realiza para procesar la misma informacion es mayor.

En conclusion, los métodos de conteo en computacion permiten optimizar
los recursos de la computadora y disminuir el tiempo de ejecucion de un
proceso, lo que produce una mejora en el tiempo de respuesta. Con un buen
manejo de estos métodos es posible determinar cudl es el programa mas
eficiente, sin necesidad de ejecutarlo.

2.2 Principios fundamentales del conteo

En los métodos de conteo se encuentran implicitas dos operaciones arit-
meéticas fundamentales, la multiplicacion y la suma, y esto da origen a lo
gue se conoce como el principio fundamental del producto y el principio
fundamental de la adicién. En base a estos principios, es posible desarro-
llar los métodos de conteo para establecer el nUmero de permutaciones o
combinaciones que se pueden obtener entre los elementos de un conjunto
de datos.

2.2.1 Principio fundamental del producto

Este principio establece que si una operacion se puede hacer de n formas
y cada una de éstas puede llevarse a cabo de m maneras distintas en
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una segunda operacién, se dice que juntas las operaciones pueden reali-
zarse de n x m formas distintas.

Ejemplo 2.1. Un algoritmo tiene 3 procedimientos (A, B, C) y cada pro-
cedimiento tiene 4 ciclos (1, 2, 3, 4). (Cuantos ciclos tiene el algoritmo?

Aplicando el principio fundamental del producto se tiene que
total de ciclos =3x4 =12
El conjunto E de resultados posibles es:

E = {Al, A2, A3, A4, BI, B2, B3, B4, CIl, C2, C3, C4}

Ejemplo 2.2. Enunabiblioteca hay tres libros distintos de computacién,
uno de Bases de Datos (BD) otro de Teoria de la Computacion (TC) y un
tercero de Sistemas Operativos (SO), y hay un grupo de 12 alumnos
que pueden hacer uso de ellos. Si se desea saber los posibles arreglos que
se pueden formar entre libros y alumnos, el resultado se puede obtener
multiplicando el niUmero de libros por el nimero de alumnos:

Resultados posibles =3x12 = 36

Estos resultados se muestran en la siguiente tabla:

Alumnos

Libros 1 2 3 4 5 6 7 8 9 10 1 12

BD BD1 BD2 BD3 BD4 BD5 BD6 BD7 BDS8 BD9 BD10 BD11 BD12
TC TC1 TC2 TC3 TC4 TC5 TC6 TC7 TC8 TC9 TC10 TC11 TC12
SO SOl S02 S03 S04 S05 S06 S07 S08 S09 SOlIo son S012

También se puede representar esta informacion por medio de un arbol:

alfaomega
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1 BD1
2 BD2
BD 3 BD3
... BD...
12 BD12
1 TC1 \ o>
2 TC2
> 3 TC3
.. TC...
12 TC12
1 501
2 502
3 503
.. SO...
12 S012

Esto significa que el libro de Bases de Datos lo pueden utilizar los alumnos
1,2,3,..., 12y lo mismo sucede con el de Teoria de Computacion y el de
Sistemas Operativos.

Ejemplo 2.3. Se desea conocer el numero de placas que se pueden for-
mar si éstas tienen dos digitos (D) y tres letras mayusculas (L), como se
muestra en la siguiente figura:

DDLLL

Lo primero que hay que considerar es que existen 10 digitos (0, 1, 2, 3, 4,
5 6, 7, 8 9) y que el nUmero de letras mayusculas es 27 (A, B, C, ... ,2). A
partir de esto se puede formar el siguiente niUmero de placas diferentes:
placas = 10 x 10 x 27 x 27 x 27 = 1968300
si se pueden repetir letras y nameros, y
placas = 10x 9x 27 x 26 x 25 = 1579500
si no hay repeticion.

ALFAOMEGA
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2.2.2 Principio fundamental de la adicion

Este principio establece que si un evento se puede llevar a cabo enno m
lugares distintos, ademas de no ser posible que se lleve a cabo el mismo
evento en dos lugares distintos al mismo tiempo, entonces el evento se
Duede realizar de m + n maneras diferentes.

Ejemplo 2.4. Una persona puede pagar el servicio de agua potable en
cualquiera de las 7 oficinas municipales o bien en cualquiera de los 30
bancos de la ciudad. ¢(En cuantos lugares diferentes se puede pagar el
servicio de agua potable?

lugares en donde se puede pagar=n+m=7+30 = 37

Ejemplo 2.5. El dia domingo de 12:00 a 14:00, una persona puede ver
uno de los 4 partidos de futbol que pasan en diferentes canales de televi-
sion, o bien ver alguna de las 6 peliculas que transmiten a esa misma hora
en otros seis canales diferentes o ver alguno de los 2 conciertos que coin-
ciden también en ese horario. ¢(Cuantos eventos diferentes puede ver en
la television esa persona de 12:00 a 14:007?

eventos diferentes =4+ 6+ 2= 12

_-pendiendo del problema, algunas veces es necesario combinar la adicién
* el producto como se muestra a continuacion.

Ejemplo 2.6. Supdngase que se desea etiquetar las gavetas de los
alumnos de la Universidad, y que la etiqueta puede estar marcada con un
solo digito, una sola letra o la combinacion de una sola letra con un solo
digito (sin importar si primero se pone la letra y después el digito o al
contrario). Bajo estas condiciones, el numero de etiquetas distintas que
se pueden formar son:

etiquetas = digitos + letras + letras x digitos + digitos x letras =
10+ 27+ 27 x 10+ 10 x 27 = 577
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Combinatoria

La combinatoria es una rama de ia ma-
tematica que estudia colecciones fini-
tas de objetos que satisfacen algunos
criterios especificados, y que en parti-
cular se ocupa del recuento de los
objetos de dichas colecciones (combi-
natoria enumerativa), del problema de
determinar si cierto objeto "6ptimo"
existe (combinatoria extrema!) y de es-
tablecer la estructura algebraica que
estos objetos pueden tener (combina-
toria algebraica).

Por el tipo de problemas que se plan-
tea, la combinatoria se aplica en el al-
gebra, en la teoria de la probabilidad,
en lateoria ergddica y en la geometria,
asi como en la ciencia de la computa-
cion y lafisica estadistica.

Los matematicos Gian Cario Rota, Paul
Erdos y George Pdlya se han destaca-
do por sus investigaciones fundamen-
tales en esta area de la matematica.

Un ejemplo de pregunta combinatoria
es la siguiente: ¢cuantas ordenacio-
nes pueden hacerse en un mazo de
52 cartas? Ese numero es 52!, esto
es, el producto de todos los nimeros
naturales desde el 1 al 52, lo cual es
alrededor de 8.07 x 1067. Este numero
es.realmente grande: es mayor que el
cuadrado del nimero de Avogadro,
6,02 x 1023 (el nUmero de &tomos, mo-
léculas, etc., que hay en un maol), y es
del mismo orden magnitud, 1067, que
la cantidad de &tomos en la Via
LActea.

ALFAOMEGA
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Permutaciones

Las permutaciones son el numero de formas distintas en que uno o varios
objetos pueden colocarse, intercambiando sus lugares y siguiendo ciertas
reglas especificas para guardar un orden. También se puede considerar
como todo arreglo en el que es importante la posicion que ocupa cada uno
de los elementos que integran dicho arreglo. Ui

Ejemplo 2.7. Supdngase que la academia de sistemas y
computacion esta integrada unicamente por 3 maestros (Igna-
cio, Miriam y Jorge), y que con ellos es necesario integrar un
comité que estara conformado por un presidente, un secretario
y un vocal. Supongase que primero se selecciona a la persona
que ocupara el puesto de presidente, después a la que tendra
la funcidn de secretario y finalmente a la que fungirda como
vocal. ¢Cuantos tipos de arreglos se pueden formar?

Permutaciones (P) =3x2x1| =6

Si n es el nUmero de elementos del conjunto (en este caso
n = 3), entonces el nUmero de permutaciones que se pueden
formar cuando los arreglos son de tamafio n es n!

P=n(n-1) (n-2) ... 1=n!

Esto implica que el presidente se puede seleccionar de 3 ma-
neras ya que es el primer puesto que se asigna, el secretario
se puede seleccionar de 2 formas, ya que una persona fue se-
leccionada para ocupar el puesto de presidente, y el vocal
solamente se podra seleccionar de una forma considerando
que las otras dos personas fueron asignadas como presidente
y secretario respectivamente. La siguiente tabla muestra los
diferentes comités o permutaciones que es posible formar.

Perm utaciones

Puestos 1 2 3 4 5 6

Presidente Ignacio Ignacio  Miriam Miriam Jorge Jorge
Secretario Miriam Jorge Ignacio Jorge Miriam Ignacio
Vocal Jorge Miriam Jorge Ignacio Ignacio Miriam

Hay que recordar que el factorial de n, denotado como n!, se define
como:

o=1 1 =1
nl=n(n-1)(n-2)---(2)I paran>|
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siendo n un entero no negativo.
En el caso en que n = 6 se tiene que:

61=6x5x4x3x2x1 =720

Ejemplo 2.8. A diferencia del ejemplo 2.7, supdéngase ahora que la
academia no esta formada por tres maestros sino por 8, y que de ese con-
junto se desea integrar el comité que ocupara los puestos de presidente,
secretario y vocal, suponiendo que primero se selecciona a quien ocupara
el puesto de presidente, después el de secretario y al final el de vocal.
¢Cuantos arreglos diferentes se pueden formar?

La respuesta es
P=8x7x6 =336

Como se ve, el presidente se puede seleccionar de 8 formas distintas, el
secretario de 7y el vocal de 6.

Si n es el nUmero de elementos del conjunto (n = 8 en este caso) y r es el
numero de elementos que forman el comité (en este caso r = 3). la expre-
sion anterior se puede representar en funcion de n y r de la siguiente
manera:

n!
(n-r)!

Sustituyendo n = 8y r = 3, se tiene que:

1 I I
p= 81 8 8x7x6x5! 8% 7x6 = 336
(8-3)! 5l 5l

reneral, el nUmero de permutaciones de n objetos diferentes, tomando
£ £vez, se indica de la siguiente manera:

Pin. 0= (nr—]!r)!

Ejemplo 2.9. De un conjunto de 5 computadoras (A, B, C, D, E) se se-
leccionan 3 para mandarse respectivamente a los departamentos de Ven-
tas, Compras y Mantenimiento. Si la primera que se selecciona es para
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Ventas, la segunda para Compras y la tercera para Mantenimiento, ¢de
cuantas formas se pueden formar los paquetes?

La respuesta es la siguiente:

5 X 4 X 3 = 6£H
Ventas Compras Mantenimiento

f )
La computadora de Ventas se puede seleccionar de 5formas diferentes, la
de Compras de 4 ya que se seleccion6 una para Ventas y la de Man-
tenimiento de 3 porque ya se selecciondé una para Ventas y otra para

Compras.

Este problema también se puede resolver de la siguiente manera:

P(5,3)=7 =N x3x2!=60
(5-3)! 2!

Si se desea saber el numero de formas en que se pueden ubicar las 5
computadoras, pero ahora en 5 departamentos diferentes (Direccion, Per-
sonal, Ventas, Compras y Mantenimiento), el nUmero de permutaciones se
puede encontrar de la siguiente manera:

5 X 4 X 3 X 2 X 1 =120
Direccion Personal Ventas Compras Mantenimiento
o bien

Ps 9)=_ 5 =5x4x3x2xl

(5-5)! ol

A partir del ejemplo 2.9 se ve que cuando r =n el ndmero de permutacione

es n!:

B( N\ n _ nn n _
n, r= == — = — = n! O0<r<n
(n-r)!l' (n-n)! 0! 1

Si se permiten repeticiones, entonces el numero de permutaciones de

objetos en bloques de tamaro r esta dado por:

PN, N=nNnXNXxn mwexn=nr

rveces
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Ejemplo 2.10. ¢Cuél es el nUmero de permutaciones de las letras de la
palabra “sal”?

a) Sin repeticibnyr =n.
b) Con repeticibny r=n.
c) Sinrepeticiony r= 2

d) Con repeticiony r= 2.

La respuesta en cada caso es la siguiente:
a) 3! =6:
{sal, sla, asi, ais, Isa, las}
b) P(3, 3) = 33= 27:

{sss, ssa, sas, ass, saa, asa, aas, aaa, ssl, sis, Iss, sil, Isl, lis,
m, lia, lal, all, laa, ala, aal, sal, sla, las, Isa, ais, asi}

3! 3x2x1
cj P, 2) = = -=6
\} (3-2)! 1!

{sa, si, al, as, la, Is}
d) P(3, 2 =nr=32=9:

{aa, as, al, ss, sa, si, 1 la, Is}

Algunas veces el tamafio del bloque es mayor que el niumero de objetos

(r >n), y en este caso el numero de permutaciones es _
1

P(n, r)=nr

Un ejemplo muy claro es lo que ocurre con el sistema numérico octal,
en donde cada digito en octal equivale a una cadena de ceros y unos en
binario.

Octal Binario
0 000
001
010
011
100
101
110
111

~NOoO O WN PR
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En este caso n = 2 ya que sélo son los digitos Oy 1los que se deben de
permutar, y la longitud de la cadena es r = 3 por lo que se obtiene

P(2, 3) = 23=8

Ejemplo 2.11 m En el sistema trinario son validos los digitos 0,1 2 de

tal forma que:
\

a) El ndmero de permutaciones en trinario en grupos de 2 sin que
se repitan los digitos es:

{12, 13, 21, 23, 31, 32}

b) Elndmero de permutaciones en trinario en grupos de 2 con repe-
ticion es:

32=9

(11,12, 13,21,22, 23,31,32, 33}

Algunas veces no todos los objetos son distintos, sino que parte de ellos
se repiten. En este caso el numero de permutaciones de n objetos de
los cuales tason de un tipo, t2son de otro tipo distinto y tkson del k-ésimo
tipo, esta dado por

P(n, K) = ————- 5l
til t2  tkl

en donde ti + 12+...+ tk=n.

Ejemplo 2.12. Obtener las permutaciones de la palabra BEBE.

Primero hay que observar que n = 4, ya que es el numero de letras de la
palabra BEBE, y que los tipos involucrados son

Tipos de letras Letra
11=2 B
2=2 E

ALFAOMEGA
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Por tanto se tiene que

n =4x3x2! =12
v 21x2! 21x 2! 2!

Por medio de un arbol se obtiene que:

La lista de.las permutaciones es

permutaciones = {BEBE, BEEB, BBEE, EBEB, EBBE, EEBB}

Ejemplo 2.13. Obtener las permutaciones de las letras de la palabra
COTORRO bajo las siguientes condiciones:

a) Eliminando tipos de repetidos.

b) Considerando que todas son diferentes, aun cuando se trate de
la misma letra.

La solucidén es la siguiente:

a) Las letras distintas en la palabra COTORRO son COTR, por lo
tanto n = 4; sir = n se tiene que

ALFAOMEGA
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b) Considerando que los tipos de letras son

Tipos de letras Letra
t1=1 C
t2=3 O
t3=1 T
t4=2 R
se tiene que
n! 7! 7x6Xx5x4x31
p= X6X5x4x31 _ 420
) t2 —tk  [Ix3!xIIx2! 31x2!

2.4 Combinaciones

Combinacion es todo arreglo de elementos que se seleccionan de un con-
junto, en donde no interesa la posicién que ocupa cada uno de los elemen-
tos en el arreglo, esto es, no importa si un elemento determinado es el
primero, el de en medio o el que esta al final del arreglo.

El nimero de combinaciones de n objetos distintos, tomados r a la vez, se
encuentra dado por la expresion:

n!

r‘(n-r)!

ALFAOMEGA ,
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Ejemplo 2.14. Supdbngase que la academia de sistemas y computaciéon
esta integrada Unicamente por 3 maestros (Ignacio, Miriamy Jorge), y que
con ellos es necesario formar un comité que estaré integrado por un pre-
sidente, un secretario y un vocal. Supdngase también que no importa cual
de los elementos ocupara cualquiera de los puestos.;Cuantos tipos de
arreglos se pueden formar?

En este caso r = n=3ya que se esta tomando el total de los elementos
para formar el arreglo, por lo tanto:

f3l_ 31 _ 3 _3
A3j  31(3-3)! ~ 3Ix0! ~ 3i_

lo cual indica que el niUmero de combinaciones es 1:

(Ignacio, Jorge, Miriam) = (Ignacio, Miriam, Jorge) =
(Miriam, Jorge, Ignhacio)

ya que no es importante el orden o el puesto que ocupen los maestros.

Ejemplo 2.15. A diferencia del ejemplo 2.14, ahora supéngase que la
academia esta integrada por 8 maestros, y que de ese conjunto se desea
seleccionar a 3 de ellos que integraran el comité que ocupara los puestos
de presidente, secretario y vocal. Suponiendo que no es importante quién
ocupe cualquiera de los puestos, ¢cuantos arreglos diferentes se pueden
formar?

El ndmero de arreglos es:

vz, 3'(8—-3) 3Ix5!

Suponiendo que el conjunto de maestros es A={Ignacio, Miriam, Jorge,
Raymundo, Esperanza, Manuel, Rogelio, Ezequiel), las 56 combinaciones
son todas las tripletas que se pueden formar con ellos, en donde el orden
en que aparece el nombre de un maestro no es importante sino solamen-
te que esté contenido en ella. Esto implica que por ejemplo las tripletas
(Miriam, Ezequiel, Raymundo) y (Raymundo, Miriam, Ezequiel) realmente
son iguales.

. ALFAOI
www.FreeLibros.me



1. M étodos de conteo

Ejemplo 2.16. Una compafia de desarrollo de software desea contratar
a 8 personas de un grupo de 14 joévenes profesionistas que acaban de
egresar de la universidad como licenciados en informatica. ¢(De cuantas
maneras se puede seleccionar a los 8 profesionistas si se aplican las si-
guientes condiciones?

a)
b)

No importa el orden en que se les selecciona.

Si se les selecciona pensando en que el primero ocupara la Di-
reccion de desarrollo de software, el segundo la Jefatura de di-
sefio de software, el tercero el puesto de Programador A, el
cuarto el de Programador B, y asi sucesivamente hasta que
el octavo ocupara el puesto de Programador F, todo esto consi-
derando que la responsabilidad del puesto y el salario van de
manera decreciente.

Si se selecciona a los 14 profesionistas para ocupar 14 puestos
de diferente responsabilidad, sin que sea importante el orden de
seleccion.

La solucién de cada caso es la siguiente:

YMEGA

a)

Como el orden no importa, se trata de un problema de combina-
ciones:

14 14i
= 3003
v8/ 8!/(14-38)!

En este caso se observa claramente que el orden de seleccién es
importante ya que el primero sera el que ocupe el puesto de ma-
yor responsabilidad y con mejor salario, asi como el octavo sera
el puesto de menor salario y menor responsabilidad. Por lo tan-
to el numero de permutaciones es:

P(14, 8) = " A - 121080960

Este es un problema de combinaciones en donde r = ny por lo
tanto el niumero de formas en que se pueden seleccionar para
ocupar los diferentes puestos sin importar el orden es:

14! 1
141 (14—14)!
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24 Combinaciones

Ejemplo 2.17. Se tienen 10 computadoras y 6 impresoras. Determinar
el nUmero de paquetes que es posible formar, si se desea que éstos con-
tengan 4 computadoras y 3 impresoras.

Las formas en que se pueden seleccionar 4 computadoras de un grupo de
10son:

Las maneras en que es posible seleccionar 3 impresoras de un grupo de
6 es:

= — =20
1.3J  3!(6-3)!

Por la regla del producto se obtiene que el nimero de paquetes diferentes
que se pueden formar, conteniendo 4 computadoras y 3 impresoras es:

paquetes = 210 x 20 = 4200

Ejemplo 2.18. Elexamen de regularizacion de la materia de Fisica esta
integrado por 5unidades diferentes, y cada una de éstas tiene 7 preguntas
también diferentes.

a) Si se desea gque se contesten solamente 4 preguntas de cada
unidad, sin importar el orden, ;de cuantas maneras distintas se
puede contestar el examen?

b) Si deben de contestar 6 preguntas de la primera unidad, 4 de la
segunda y tercera unidades y 3 de las unidades cuatro y cinco,
sin importar el orden en que se contesten, ¢de cuantas formas
distintas es posible contestar el examen?

c) En total son 35 preguntas, considerando las cinco unidades. Si
solamente se deben de contestar 20 preguntas sin importar el
orden ni la unidad, ¢de cuantas maneras diferentes se puede
contestar el examen?

d) ¢De cuantas maneras se puede contestar el examen si se requie-
re que se contesten todas las unidades sin importar el orden?
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56 " M étodos de conteo

La solucidon en cada caso es la siguiente:

a) El numero de formas en que puede contestar cada unidad que
contiene 7 preguntas y debe contestar solamente 4 es:

7!
=35 _
41 (7 —4)! . %l

Por lo tanto el nimero de maneras diferentes en que se puede
contestar el examen considerando las 5 unidades es

35x35 x 35x 35x35 = 355= 52521875

b) El nUmero de maneras distintas en que se pueden contestar las
unidades es:

Para la unidad 1

T,
6!(7 —6)!

Para cada una de las unidades 2y 3

7!
=35

Para cada una de las unidades 4y 5
/7\ 71
v3, 373!

El namero de formas diferentes en que se puede contestar un
examen es

7x35x35x 35 x 35=10504375

c) Formas diferentes en que se puede contestar el examen:

~35x 35!
= 3247943160
\20y 20! (35—20)

d) Si se requiere contestar todas las preguntas de las cinco
unidades:

A3 35! 1
v35y 35!(35-35)!

ALFAOMEGA
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2.5 Aplicaciones en la computacién

2.5 Aplicaciones en la computacion

En el campo de la computacién es frecuente que se desee contar el nUme-
ro de veces que se ejecuta una instrucciéon, el nimero de palabras que se
puede obtener con determinada gramatica, el numero de bits que se re-
quieren para representar una cantidad, etcétera.

A continuacion se presentan algunos ejemplos de la aplicacion de los
meétodos de conteo en el campo de la computacion.

2.5.1 Binomio elevado a la potencia n

Considérese el problema de elevar un binomio a una cierta potencia, por
ejemplo (x +y)2

(X+y)2=(X+Yy)(X +Yy) =X2+ Xy + Xy + y2= X2+ 2Xy +y2

De esta manera se obtiene la conocida regla que establece que un binomio
elevado al cuadrado es igual al cuadrado del primero mas el doble produc-
to del primero por el segundo, mas el cuadrado del segundo.

Los coeficientes de este trinomio resultante se pueden obtener también
por medio de la expresion matematica para calcular el namero de combi-
naciones de n objetos, en bloques de r, como se muestra a continuacion:

fn) 2 rn " ‘ 1 toom 2 N
(x+y)2= )X + xy+' N _le2=|zlx§+ Xy + o

In  w-1, wn-2]j 2-1, 28
207+ 7 xy+  y2=(1)x2+ (2)xy + (1)y2= x2+ 2xy +y 2

VY A

A los coeficientes
n N( n
My n-1 n-2% vn-ny

¢e cada uno de los factores en que se descompone un binomio elevado a
ma potencia n se les llama coeficientes binomiales de Newton, y para
obtenerlos so6lo hay que aplicar la formula

n!
r‘(n-r)!

Id cual elimina la necesidad de hacer una larga multiplicacion o de apren-
derse cualquier regla nemotécnica.
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1. M étodos de conteo

Por otro lado, para obtener los exponentes de cada uno de los,términos del
desarrollo, primero hay que observar que el niUmero de términos que re-
sulta de elevar un binomio a una potencianes n+1, por ejemplo en el caso
de n = 2 se vio que el namero de factores es 3, y luego hay que escribir los
N+ 1productos entre xy y teniendo presente que la suma de sus exponen-
tes debe de ser n:

*m
on f n n N
in" Xny°+ Xn~y + XN2y2+. .+ Xn
N-1ly 11-2, ,NAN,

Obsérvese que en todos los términos estan presentes los productos de xy
y elevados a potencias cuya suma es n (xry°, xnly\ xnz/2,... Xxryn.

Como se ve, este procedimiento evita hacer cualquier multiplicacion y es
ademas una regla muy sencilla.

En el caso de n = 3 se tiene que

i i r n N
XJ‘VJ+

X@o+ v X/\V+'n
SH 13_2a (é'3\]

= X3+ 3x24/ + 3xy2+y3
Como es de esperar, este resultado coincide con la regla de que un binomio
elevado al cubo es el cubo del primero, mas el triple del cuadrado del pri-
mero por el segundo, mas el triple del primero por el cuadrado del segun-
do, mas el cubo del segundo.
Para n = 4 resulta que:

X+v)4= X4/° + XNy -F
(X+y) " yorl, | X7y

- x4 33+ x°y4=
ap XEHZE 4 g XAYST Y

= X4+ AXNY + 6XYi+ AXyaty

De aqui se ve que la regla para elevar un binomio a la cuarta potencia es:
el primero elevado ala cuarta potencia, mas cuatro veces el producto del
cubo del primero por el segundo, mas seis veces el cuadrado del primero
por el cuadrado del segundo, mas cuatro veces el producto del primero por
el cubo del segundo, mas el segundo elevado ala cuarta potencia.
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Ejemplo 2.19. Obtener los factores del binomio (-3x + 2y22

29

a) Usando la regla del producto notable para un binomio elevado al

cuadrado se tiene que:

(-3x + 2y22= (-3x)2+ 2(-3x)(2y2 + (2yD2= 9x2- 12xy2+ 4y4

b) Usando el teorema binomial:

] 2 ] 1 2 mn
(-3x + 2y92= X2/° + X2y + X222
u 2 - QH%
[ 12 1 ' 2|
r2 X2/° + XV + X°y2
2, i

= (N(-3x)22y20+ (2)(-3x)A2y 1+ (1)(-3x)°(2y 92

= Ox2- 12xy2+ 4y4

Para elevar un binomio al cuadrado es mas sencillo usar la regla ya cono-
cida, sin embargo a medida que la potencia del binomio aumenta es mas
zomplicado obtener el resultado haciendo la multiplicacién de binomios
gue usando el teorema binomial. Como ejemplo de esto, considérese el
siguiente caso:

3x-yA4=  x4°+ x"y1+| 4 Nx"V+ 433 "4 AX"y4
- b— X +
y V4_|y ,4'2, V4'3, :y ,4'4,

= (N(Bx)4-y290+ (4)(3x)J-y 1+ (6)(3x)4-y 2+ (4)(3x)X-y3+ (I)(3%)°(-y 4
= 81x4- 108x3/2+ 54x%/4- 12xy6+ y8

La utilidad del teorema binomial en computacion radica en que cuando
se requiere crear un algoritmo que permita elevar un binomio a cierta
potencia, sin el teorema esta tarea seria muy complicada y quizas no fun-
cionaria para una potencia n arbitraria. Sin embargo, mediante el teorema
binomial es relativamente sencillo saber el resultado, sin necesidad de
desarrollar un algoritmo complicado.
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francés cuyas contribuciones a las cien-
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2.5.2 Triangulo de Pascal

Otra aplicacion en computaciéon es el desarrollo de un programa para ob-
tener el triangulo de Pascal, el cual tiene la siguiente forma:

1 1 t
1 2 1
1 3 3 1
1 4 6 4 1
1 5 10 10 5 1

Hay que observar que en el triangulo de Pascal cada numero mayor que
uno es igual a la suma de los nameros que estan alaizquierday ala dere-
cha del mismo en la linea inmediata anterior, por ejemplo, 4 =1+ 3 =3 + |
o bien 10=4+6=6+ 4.

i\
Usando el coeficiente binomial de Newton " es posible obtener el tridn-
guio de Pascal de la siguiente forma: vry
VOy
vV (Vv
uJ UN/
n2" f2' r2'
U, w lo,
|3l ,
3> i 3] 31
UJ , 2, vO,
4\ f4' f4'
1A\ NN

Obsérvese gue los coeficientes del triangulo de Pascal no son otra cosa que
los coeficientes del teorema binomial.
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2.5.3 Sort de la burbuja (bubble sort)

li siguiente algoritmo permite ordenar un conjunto de N datos por el mé-
:Ddo de la burbuja.

1=1
C=N
Mientras | > 0 hacer
Inicio
1=0
c=C-1
X=1
Mientras X < C hacer
Inicio
Si A[X] > A [X + 1] entonces
Inicio
T = A[X]
A[X] = A[X+1]
AX+1=T
1=1+1
Fin
X=X+1
Fin
Fin

En este algoritmo se tiene que:

Conjunto de datos a ordenar.
Numero de datos del conjunto.
Subindice.

I: Intercambios.

X z 2

Q

Comparaciones en cada pasada.

-

Variable para guardar un dato temporalmente mientras se hace
el intercambio.

El minimo de comparaciones que realiza el sort de la burbuja es (N—) ya
gue el método termina cuando detecta que el arreglo o conjunto de datos
esta ordenado. El numero de comparaciones en el peor de los casos (ya

gque depende de la colocacién de los datos) es © (I\é— ) gstaexpresjon ma-

tematica se obtiene al considerar que en cada pasada se llevan a cabo (C -1)
comparaciones. En la primera pasada se tiene que (C- 1) =(N - 1), pero en
cada pasada subsiguiente se disminuye una.comparacion de forma que

resulta que el numero de comparaciones en el peor de los casos es (N 1)

lo cual se puede demostrar por medio de induccién matemaética.
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2.6 Resumen

En los métodos de conteo con frecuencia se presenta el problema de dis-
tinguir entre permutaciones y combinaciones. La diferencia principal es
que en el caso de las permutaciones el orden de los elementos de los arre-
glos es importante, ya que dos arreglos con los mismos elementos pero
colocados en posiciones distintas son permutaciones diférentes, sin em-
bargo esos mismos dos arreglos son una sola combinacién, ya que el orden
en el caso de las combinaciones no interesa, sino solamente los elementos
que conforman el arreglo. Otro aspecto que se debe tomar en consideracion
en el caso de las permutaciones es si los elementos de los arreglos se re-
piten o no, mientras que el caso de las combinaciones siempre se conside-
ran sin repeticion. Por ultimo, también hay que considerar si el tamafio de
los arreglos es menor o igual a n. En el siguiente ejemplo se ilustran estas
diferencias.

Ejemplo 2.20. Considérese el conjunto A = {v, w, X, y, z}. Determinar el

numero de:
a) Permutaciones para arreglos de tamafio r = n con repeticion.
b) Permutaciones para arreglos de tamafo r = n sin repeticion.
c) Combinaciones para arreglos de tamafno r = n.
d) Permutaciones para arreglos de tamafio r = 2 con repeticion.
e) Permutaciones para arreglos de tamafio r = 2 sin repeticion.
f) Combinaciones para arreglos de tamafo r = 2

Las respuestas son las siguientes:

a)
b)

c)

55= 3125
ol =120
=1

En este caso (v, w, X, Y, z) va en cualquier orden,

A.OMEGA

d)

w VW VX vy vz

WV WW WX WY Wz 92=25
XV XW XX Xy Xz

YV yw  yx  yy yz

zv zw  zZX zy 7z

www.FreeLibros.me



VW VX VY

WV WX Wy

XV XW Xy

yv.  yw yX

zv zZw  zxX zy

f) VW VX VY
WX Wy

Xy

2.6 Resumen

VzZ

Wz > 20
(5-2)!

Xz

Yz

VzZ

Wz

XZ 5l

yz 20(5—2) 10

Sn la tabla siguiente se muestran las diferentes expresiones matematicas
jue se utilizan, de acuerdo con las caracteristicas del conteo.

Caracteristicas del conteo

Permutaciones para arreglos de ta-
mano r donde r = n con repeticion.

Permutaciones para arreglos de ta-
mafo r = n sin repeticion.

Permutaciones para arreglos de
tamarno r = n sin repeticion, en forma
circular.

Permutaciones para arreglos de
tamafio r < n sin repeticion.

Permutaciones de n objetos de los
cuales ti son de un tipo, t2son de otro
tipo distinto y tkson del k-ésimo tipo,
donde t1+t2+... +tk=n.

Combinaciones para arreglos de
tamano r=n.

Combinaciones para arreglos de
tamano r<n.

Expresion matemaéatica

P(n, r)=nr

P(n, r) = (n-r)!
P(n, k) = n!
tdt2 >t
n! n! _
u, r'n—)! n!(n-n)!
n!
u,  rn—
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1. M étodos de conteo

Los métodos de conteo son Utiles en todas las ramas de las ciencias, y en
particular en las ciencias de la computacion ya que la cantidad de informa-

cion que procesa la computadora es extremadamente grande y la exigencia

en la velocidad de procesamiento es fundamental. La velocidad de proce-

samiento depende tanto del hardware como del software, es por ello que

cada dia salen equipos cadavez mas rapidos y también por lo que en forma

paralela se busca optimizar el software, proceso en el cual los méetodos de
conteo tienen una participacion destacada para mejorar cada vez mas los
algoritmos.

2.7

2.1.

2.2.

2.3.

Problemas

La comparnia Hewlett Packard (HP) produce computadoras con:

e 3colores diferentes (negro, gris, plateado).
e 2tipos de pantalla (plana y convencional).
e 2tipos de procesador.

» 3 capacidades de memoria principal.

e 4 capacidades de disco duro.

a) ¢Cuantas computadoras diferentes puede producir la com-
pafia?

b) ¢Cuantas computadoras distintas de color “gris” es posible
fabricar?

c) ¢Cuéantas computadoras de color negro y pantalla plana se
pueden fabricar?

Una compaiiia produce refrescos de 4 sabores diferentes (naranja,
fresa, toronjay pifia). Si para cada uno de ellos se tienen 3 presen-
taciones distintas (lata, botella de cristal, botella de plastico),
ademas de que las presentaciones en botella de vidrio y plastico
pueden tener 3 capacidades diferentes (250 mi, 500 mi y un litro)
y las de lata solamente de 250 mi, ¢cuantos tipos diferentes en
total produce la compainia?

En un lenguaje de programacion los identificadores pueden co-
menzar con una letra (L), seguida o no de hasta 5 caracteres que
pueden ser letras o digitos (D). Considerando que existen 27 letras
diferentes y 10 digitos:

a) ¢Cuantos identificadores diferentes se pueden formar?

b) ¢Cuantos identificadores distintos de longitud maxima seis se
pueden formar, si los identificadores comienzan por una letra,
seguida de un numero o letra con repeticion?
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2.7 Problemas

2.4. Los estudiantes de una Universidad deberan tomar en este

2.5.

2.6.

2.7.

préximo semestre 6 materias diferentes (Matematicas, Fisica,
Administracion, Fundamentos de programacion, Matematicas
para computacion y Etica). Si las materias de Matematicas y
Fisica se ofrecen con 3 maestros distintos, las de Administra-
cién y Etica con dos maestros diferentes y las dos materias
restantes solamente las imparte un maestro diferente, ¢;de
cuantas maneras se puede elaborar un horario para el préximo
semestre?

Un examen consta de 20 preguntas, 9 de éstas son de opcion
multiple y cada una tiene 4 opciones diferentes de las cuales
solamente una es correcta. Las restantes 11 preguntas son de
“Falso” o “Verdadero”.

a) ¢(De cuantas maneras distintas se puede contestar el
examen?

b) ¢De cuantas maneras diferentes se puede contestar el exa-
men, de forma que todas las respuestas sean incorrectas?

c) ¢De cuantas maneras se puede contestar el examen, de
forma que todas las respuestas sean correctas?

El examen de admision de la carrera de Licenciatura en Infor-
matica consta de 80 preguntas de opcién multiple.

a) Sicada una de las 80 preguntas tiene 5opciones distintas,
¢de cuantas maneras puede contestar un alumno que pre-
senta el examen de admisién?

b) Si 40 de los reactivos tienen 4 opciones distintas y las
otras 40 preguntas son de “Falso” o “Verdadero”, ¢de
cuantas maneras diferentes puede contestar el alumno
gue presenta el examen de admision?

Se aplica un examen de opcion multiple que consta de 10
preguntas. Cada pregunta tiene 5 opciones diferentes, pero
solamente una de esas opciones es correcta.

a) ¢De cuantas maneras diferentes es posible contestar el
examen?

b) ¢De cuantas maneras diferentes se puede contestar el
examen y que todas las respuestas estén equivocadas?

c) ¢De cuantas maneras se puede contestar el examen y que
todas las respuestas sean correctas?
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2.8.

2.9.

2.10.

2.11.

M étodos de conteo

d) ¢De cuantas maneras es posible contestar el examen V que la
calificacion sea de 70%?

El examen de matematicas para computaciéon consta de 20 pre-
guntas, y cada pregunta consta de 5 opciones diferentes pero
solamente una de ellas es correcta.
i f
a) ¢De cuantas maneras diferentes es posible contestar el exa-
men?

b) ¢De cuantas formas distintas se puede contestar el examen
para sacar una calificacion de 100%?

c) ¢De cuantas maneras diferentes se puede contestar el examen
y sacar 0% de calificacion?

d) ¢De cuantas maneras es posible contestar el examen y que la
calificacion sea minimo de 70%?

En el sistema numérico “Trinario” solamente se admiten como
digitos validos 0O, 1y 2 para formar cantidades.

a) ¢Cuantas cantidades de cuatro cifras se pueden formar en el
sistema trinario?

b) ¢Cuantas cantidades de dos cifras se pueden formar?

c) Elaborar un arbol que muestre las 9 cantidades de dos cifras
que se pueden formar en el sistema trinario.

En el sistema hexadecimal se utilizan los digitos conocidos (0, 1,
2, ...., 9y las primeras letras del alfabeto (A, B, C, D, Ey F) para
representar cantidades.

a) ¢Cuantas cantidades diferentes de cuatro cifras se pueden
formar en el sistema hexadecimal?

b) ¢Cuéantas cantidades distintas de siete cifras se pueden repre-
sentar, si se desea que todas esas cifras comiencen con la letra
F y terminen con la letra D?

Considérese el conjunto de las vocales (A, E, I, 0,U).

a) ¢De cuantas maneras se pueden acomodar?
b) ¢Cuéantas de esas permutaciones comienzan con la letra “E”?

c) ¢Cuéntas permutaciones diferentes de 4 letras se pueden
formar?

d) ¢Cuéntas permutaciones diferentes de 3 letras se pueden
formar?
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2.12.

2.13.

2.14.

2.15.

2.16.

2.7 Problemas

Se tienen seis letras (A, B, C, D, E, F).

a) ¢De cuantas maneras diferentes se pueden ordenar?

b) Si se desea que las letras By F siempre estén juntas, ¢de
cuantas maneras se pueden acomodar?

Se tiene una gran mesa circular y 10 computadoras diferentes
(A, B, C, ..., J.

a) ¢De cuantas maneras distintas se pueden colocar las 10
computadoras alrededor de la mesa?

b) Sise desea que 3de ellas siempre estén juntas ¢de cuantas
maneras se pueden colocar las computadoras alrededor de
la mesa circular?

¢De cuantas formas diferentes es posible colocar 8 compu-
tadoras en una gran mesa de forma cuadrada, como se indica
en la figura?

Se van a plantar en circulo 10 arboles.

a) ¢De cuantas formas diferentes se pueden plantar?

b) Si de esos 10 arboles uno es cedro, 4 eucaliptos y 5 pinos,
y se desea que queden seguidos de acuerdo a la clase de
arbol, ¢de cuantas maneras diferentes se pueden acomodar
formando el circulo?

Se conectaran 18 computadoras, para formar una red
circular.

a) ¢De cuantas formas distintas se pueden conectar?

b) Si 8de ellas son HP, ;de cuantas maneras distintas se pue-
den conectar las 18 computadoras, si se desea que las
computadoras HP estén una seguida de otra?
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#

2.17. Se invité alos ganadores de medalla de “Oro”, “Plata" y “Bronce”
de “Salto de garrocha", “Lanzamiento de jabalina”, "Lanzamien-
to de bala” y “Salto de altura” a un evento para entregarles su
medalla respectiva.

2.18.

2.19.

2.20.

a)

b)

¢De cuantas maneras se pueden sentar en una fila de 12 buta-
cas si No se ponen restricciones? 1w

¢De cuantas maneras se pueden sentar si se acomodan por
prueba (juntos los de salto de altura, juntos los de salto con
garrocha, etc., sin importar qué prueba se coloca primero)?

¢De cuantas maneras se pueden sentar si se acomodan por
metal (juntos los de medalla de oro, juntos los de medalla de
plata, etc., sin importar si los blogues estan al principio, en
medio o al final)?

¢De cuantas maneras se pueden sentar si se acomodan prime-
ro los de medalla de oro, después los de plata y finalmente los
de bronce sin importar la prueba?

¢De cuantas maneras se pueden sentar si primero se colocan
los de salto de garrocha, después los de lanzamiento de jaba-
lina, en la siguiente posicion los de lanzamiento de bala y fi-
nalmente los de salto de altura.

Un entrenador de fatbol soccer tiene una plantilla de 22 juga-

dores.

a)

b)

a)
b)

¢De cuantas maneras diferentes puede conformar su equipo
de 11 titulares, considerando que todos pueden jugar en cual-
guier posicion?

¢De cuantas maneras diferentes puede estructurar el equipo
de 11 titulares, si la plantilla tiene 3 porteros, 6 defensas,
8 medios y 5 delanteros? ¢Considerando que el equipo de titu-
lares debe tener un portero, 4 defensas, 3 medios y 3 delan-
teros?

Encontrar las permutaciones de la palabra TENDERETE.

Con repeticion.
Sin repeticion.

¢De cuantas maneras se pueden ordenar las letras de la palabra

MININOS?

a)
b)

Sin repeticion.
Con repeticién
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2.7 Problemas

2.21. El Departamento de Sistemas y Computacion del Instituto
Tecnoldgico de Morelia tiene 4 catedraticos con grado de Doc-
tor, 19 con grado de Maestria y 5 con Licenciatura. Se desea
formar comités para que participen en los examenes de titu-
lacion. Los comités deben estar integrados por 4 elementos
(Presidente, Secretario, Vocal y Vocal suplente).

a) ¢Cuantos comités se pueden formar si no se pone restriccion
alguna?

b) ¢Cuantos comités se pueden formar si se desea que dichos
comités estén integrados por un Doctor, dos Maestros en
Ciencias y un profesionista con grado de Licenciatura?

c) ¢Sitodos deben de tener por lo menos grado de maestria?

d) ¢Siuno de los Doctores es Juan Manuel Garciay debe estar
en todos los comités y los tres elementos restantes se se-
leccionan sin restriccion?

2.22. Una agencia automotriz tiene 5 automoviles rojos, 4 grises y
3 azules.

a) ¢(Cuéantas formas diferentes de seleccionar 6 automoviles
se puede obtener si se desea que haya 2 automoéviles de
cada color?

b) ¢De cuantas maneras se puede seleccionar un lote de
6 automoviles si se desea que en ese lote estén incluidos
3 automoviles rojos, 2 grises y un azul?

2.23. Policia y transito del estado de Michoacan desea comprar
40 patrullas para actualizar su parque vehicular. Comprara
esos 40 automoviles a una compafia automotriz que tiene en
existencia 58 automoviles, de los cuales 12 tienen algun de-
fecto de fabricacion.

a) ¢De cuantas maneras se pueden seleccionar los 40 auto-
moviles de forma que en dicha seleccidon estén incluidos
9 automoéviles defectuosos?

b) ¢(De cuantas maneras se pueden seleccionar los 40 auto-
moviles de forma que en dicha seleccién estén incluidos
por lo menos 6 defectuosos?

2.24. En una clase de matematicas para computacion se formaran
equipos de 5 personas de un grupo de 32 alumnos, de los
cuales 18 son hombres y 14 mujeres. De cuantas maneras se
pueden formar los comités considerando que:
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2.25.

2.26.

2.27.

2.28.

M étodos de conteo

a) No existe restriccion alguna.

b) Deben tener mas hombres que mujeres.

c) Deben tener 2 mujeres por lo menos.

d) Deben tener mas mujeres que hombres.

e) Deben estar integrados solamente por mujeres. i

Se desea distribuir un grupo de 40 alumnos de Ingenieria en Sis-
temas Computacionales en cinco talleres diferentes: Redes, Pagi-
nas web, Sistemas operativos, Bases de datos y Programacion
ensamblador, de tal manera que cada uno de los talleres tenga
8 alumnos. ¢De cuantas maneras distintas podran distribuir a los
alumnos en los diferentes talleres?

Se plantaran en linea 12 arboles, de los cuales 4 son pinos, 3robles
y 5fresnos.

a) ¢De cuantas formas diferentes se pueden plantar si no se pone
ninguna restriccion?

b) ¢De cuantas maneras se pueden plantar, si se requiere que los
arboles de una misma clase queden juntos?

Desarrollar los binomios de cada uno de los siguientes incisos,
usando para ello el teorema binomial.

a) (2x2-y)5

b) "la +-b
U 4

Desarrollar los binomios de cada uno de los siguientes incisos,
usando para ello el teorema binomial.

a) (-4x3- 2y)3
b) (x2+ 3y24
\ 2

0 1 2
3a+5b

d —a2+-bv
e) ¢Cual es la regla en palabras para elevar al cubo un binomio?

f) ¢Cudl es la regla en palabras para elevar a la cuarta potencia
un binomio?
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2.29. Considérese el siguiente programa:

a=0
xX=4
Mientras a<5 hacer
Inicio
a=at3
b=13
y=2
Mientras b >= 4 hacer
Inicio
X=3*X-y
b=b-2
y=y-4
Fin
Fin
Imprimir a,b,Xx,y

2.7

Problemas

a) ¢Cuéantas veces se ejecuta la instruccion x=3*x-y.

b) ¢Cudles son los resultados de a, b, X, y que se imprimen al

final.

2.30. Considérese el siguiente programa.

a=I|
X=4
Mientras x >= a hacer
Inicio
b=5
y=8
Mientras y > b hacer
Inicio
c=0
w=7
Mientras ¢ < w hacer
Inicio
Imprimir (‘Hola‘, a*b*w)
w=w-2
Fin
b=b+l
Fin
x=x-1
Fin

¢Cuantas veces se ejecuta la instruccion: Imprimir (‘Hola \

a*b*w)?
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Teoria de conjuntos

A =B l I
AuB

AnB
Eccion A

A" =

A-B -
A'ABHC
AlUB UG

=TT

u=o0

0'=u

An U=A

Objetivos

Légica matematica

pvq
pagqg

P A g
pvqvi'3p'aqar
I(pagai)=pvqgvr’

‘p vagsq vp
ip ageq ap
V(g vi)=(pvqgi vr
ipa(qg a)s (pat) ar
pa(@ vn=(paq)v(pan
pv(g an3 (pvag)a(pvr

nvpAqgqspvg
w

pPA1l

Se entiende por conjunto la agrupacion
en un todo de objetos bien diferenciados

de nuestra intuicion o de nuestra mente.
t \ &9E

Georg Cantor

Proporcionar las bases de teoria de conjuntos para una mejor comprension
de los capitulos: l6gica matematica, algebra booleana, relaciones, grafos, arboles

e introduccion a los lenguajes formales.
Aprender a representar conjuntos finitos e infinitos, subconjuntos y operaciones entre
conjuntos por medio de expresiones matematicas o bien por medio de diagramas de

Venn.

Identificar la similitud entre teoria de conjuntos, légica matematica y algebra booleana
con la finalidad de aprovechar los conocimientos de conjuntos en esas areas afines.
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Georg Cantor
(1846-1918)

Fue un matematico aleman creador de
la teoria de conjuntos que demostro,
entre otras cosas, que los nUmeros reales
son “mas numerosos" que los nameros
naturales. AUn mas, la teoria de Cantor
supone la existencia de una “infinidad de
infinitos".

Al principio la teoria de los numeros
transfinitos de Cantor fue considerada
como no intuitiva y encontré resistencia
de parte de los matematicos contempora-
neos como Leopold Kronecker y Henri
Poincaré, y mas tarde de Hermann Weyl
y L.E.J. Brouwer, mientras que Ludwig
Wittgenstein planted objeciones filosofi-
cas. Por su parte algunos teélogos cristia-
nos vieron el trabajo de Cantor como un
desafio a la singularidad de la infinitud
absoluta de la naturaleza de Dios.

Las objeciones fueron feroces: Poinca-
ré se refiere a las ideas de Cantor como
una "grave enfermedad" que infecta a la
disciplina de las matematicas, y la oposi-
cion publica de Kronecker y los ataques
personales incluyen la descripcion de
Cantor como un “charlatan cientifico”, un
“renegado” y “corruptor de la juventud”.
En alguna época los episodios recurrentes
de depresion de Cantor desde 1884 hasta
el final de su vida se achacaron a la acti-
tud hostil de muchos de sus contempora-
neos, sin embargo estos episodios pueden
ser vistos ahora como probables manifes-

taciones de un tras-
torno bipolar.

La dura critica ha
ido acomparfada de
elogios. David Hil-
bert defendié a Can-
tor con su ya famosa
declaracion: “Nadie
podra expulsamos
del Paraiso que Can-
tor ha creado."

ALFAOMEGA

1. Conjuntos

3.1 Introducciéon

Georg Cantor definié el concepto de conjunto como una coleccion de obje-
tos reales o abstractos e introdujo el conjunto potencia y las operaciones
entre conjuntos. En 1872 traté de publicar sus resultados en los que afir-
maba que asi como cambia la cardinalidad de los conjuntos finitos, ya sea
porque se disminuye o incrementa el niUmero de elementos de dichos con-
juntos, de la misma forma también cambia la cardinalidad de los conjuntos
infinitos de manera que para cada conjunto infinito conocido existe otro
también infinito con una cardinalidad mayor.

Ahora se acepta el concepto de conjunto infinito y por lo tanto el de la
cardinalidad infinita, pero en el siglo XIX muchos matematicos de la época
lo consideraron absurdo e incluso Kronecker (contemporaneo y compafiero
de Cantor) afirmé que Cantor pretendia enloquecer a las matematicas con
esas afirmaciones absurdas y se opuso a que fueran publicados los resul-
tados en donde explicaba la nocion de conjunto infinito. Esto trajo como
consecuencia que se mirara con desconfianza la teoria de conjuntos, aunque
posteriormente fueron publicados y aceptados los estudios de Cantor y asi
quedo restaurada la imagen negativa que los matematicos de esa época le
habian creado a esta teoria.

A pesar de las criticas iniciales que recibi0, la teoria de conjuntos es la base
de varias ramas de las matematicas, entre las que destacan la probabilidad
y lalégica matematica. En probabilidad permite ilustrar conceptos abstrac-
tos que seria imposible explicar sin el apoyo de conjuntos, y en légica
matematica la teoria de conjuntos proporciona las herramientas necesarias
como axiomas, postulados, leyes y reglas de inferencia para probar rela-
ciones y teoremas complejos por medio del método deductivo. Pero aun
mas, la teoria de conjuntos es la base de las ciencias de la computaciéon
ya que sirve de fundamento del algebra booleana, de los lenguajes, de los
automatas, de las relaciones, de las bases de datos, de los grafos, de las re-
des y de los arboles, entre otros temas.

3.2 Concepto de conjunto

Un conjunto es una coleccion bien definida de objetos llamados elementos
o miembros del conjunto.

En esta definicion la frase bien definida es esencial para determinar si un
grupo de personas o una coleccion de objetos es 0 no un conjunto, ya que
para que una coleccion de objetos se considere como un conjunto
no debe haber ambigledad ni subjetividad.
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32 Concepto de conjunto

Ejemplo 3.1. Considérense los siguientes enunciados:

a) La coleccion de pizarrones azules.
b) El grupo de alemanes entre 20 y 30 afios.

c) El grupo de los mejores maestros de la especialidad de sistemas
computacionales.

d) El grupo de alumnas mas guapas de informética.

Los incisos ay b se pueden tomar como conjuntos, ya que estan bien
definidos puesto que por un lado el color azul es universal para todos y
por tanto es facil determinar si un pizarrén pertenece o no al conjunto,
y por el otro también es sencillo ubicar a una persona en el conjunto de
alemanes entre 20 y 30 afios, conociendo obviamente su nacionalidad y
edad.

En el inciso c la frase "mejores maestros” no permite establecer si un de-
terminado maestro pertenece o no al conjunto de los mejores maestros de
la especialidad de sistemas computacionales, ya que el término “mejor
maestro” es subjetivo. Por lo tanto, el enunciado del inciso ¢ no se puede
considerar como conjunto.

Con el inciso d ocurre lo mismo, ya que la frase “alumnas mas guapas” es
ambigua puesto que existen distintos gustos para catalogar a una chica
Como guapa o no.

Los conjuntos se indican por medio de una letra mayudscula y los elemen-
tos de un conjunto por medio de letras mindsculas, nidmeros o combinaciéon
de ambos. Los elementos se colocan entre llaves, { }, separados por
comas.

Ejemplo 3.2. EIl conjunto B tiene como elementos a las letras de la pa-

labra “mandarina” y éste se representa como:

B={m,a,n d arin, a}
=jm, a, n, d, r, i}
={n, r, a i, m, d}

Como seve, en un conjunto se pueden eliminar los elementosrepetidos

ademas deque el orden en que se listen dichos elementos noes
tante.
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1. Conjuntos

Se dice que un elemento x pertenece a un conjunto C si se verifica que el
elemento se encuentra dentro del conjunto, y para expresar la'pertenencia

se tiene la siguiente notacion:

xgC significa que x es elemento del conjunto C.
xi C significa que x no es elemento del conjunto C.

Ejemplo 3.3. Sea el conjunto
A={1,3,57 9

Por lo tanto se tiene que 3 e A pero 6 £ A.

Algunas veces es imposible o inconveniente listar los elementos de un
conjunto entre llaves, entonces en lugar de esto se utiliza lo que se cono-

ce como notacién abstracta:

A ={x I P(X)}

que se lee como A es el conjunto de las x, tal gue cumple con la condicién

(o condiciones) P(x).

Ejemplo 3.4. Sea el conjunto B que tiene como elementos a todas las
palabras del idioma espafiol que comienzan con la letra “e". En este caso
no es imposible hacer el listado de todos los elementos del conjunto, sin
embargo si es inconveniente ya que el ndmero de elementos es conside-
rable.

En lugar del listado, el conjunto se puede expresar de la siguiente ma-
nera:

B = {x | x es una palabra del idioma espafiol que comienza con “e”}
Por otro lado, sea el conjunto C que tiene como elementos a todos los
numeros reales comprendidos entre 2y 3. En este caso es imposible listar
los elementos del conjunto ya que hay una cantidad infinita de ellos; en

lugar de esto el conjunto se puede indicar de la siguiente manera:

C={x I x es un namero real entre 2y 3}
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32 Concepto de conjunto 77

Aungue es valido especificar las caracteristicas de los elementos de un
conjunto con palabras, como se hizo anteriormente, existen conjuntos im-
portantes que se pueden usar para compactar la informacién. Algunos de
los conjuntos que mas se utilizan en matematicas son los siguientes:

N = Conjunto de los numeros naturales
={1,2, 3,...}

Z+= Conjunto de los numeros enteros no negativos
={0,1,2, 3,..}

Z = Conjunto de los numeros enteros
={..-2,-1,0, 1,2, 3,...}

Q

Conjunto de los niameros racionales
{f 1 a be Z jb™0}

R = Conjunto de los numeros reales

C = Conjunto de los numeros complejos
={x+vyi I X,ygR;i2=-1}

U = Conjunto universo
0 = Conjunto vacio
Vsando esta informacién, etconjunto
C ={x | x es un numero real entre 2y 3}
:=mbién se puede expresar como:
C={xIxeR;2<x<3

Zn este caso hay que observar que son dos las condiciones que tiene que
rmiplir X para pertenecer al conjunto C:

1) xgR Que x sea un numero real.

2 2<x<3 Que x esté entre 2y 3.

- ¢Smas de esto, se acostumbra separar con un punto y coma(;) cada una
:f las condiciones que se deben de satisfacer paraque un elemento x
+rtenezca a un conjunto dado.

. ALFAOMEGA
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1. Conjuntos

3.3 Subconjuntos

Si todos los elementos de A también son elementos de B, se dice que A es
subconjunto de B o0 que A esta contenido en B, y esto se denota como

AcB
Si A no es subconjunto de B se escribe:
AczB

Por otro lado, se dice que dos conjuntos A y B son iguales si tienen los
mismos elementos, es decir, si se cumple que

AcB y BCcA
Sean

A = {Rojo, Amarillo, Azul}
B = {Azul, Rojo, Amarillo}

entonces

Ejemplo 3.5. Considérense los siguientes conjuntos:

A={x Ixg Z 10<x < 100} —
B=1{2, 3 5 11, 12, 15, 21, 30, 45, 82}
C ={12, 15, 45}

Entonces se tiene que:

CcB ActB
CcA A <C
BczA B<C

Aplicando la definicion de subconjunto se obtiene que
1) Todo conjunto A es un subconjunto de si mismo:

ACA
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3.4 Diagramas de Venn

Ve

aB A 311502

2) El conjunto vacio (0) es subconjunto de todos los conjuntos y
en particular de él mismo:

OcA
OcU
OcoO

3) Todos los conjuntos son subconjuntos del conjunto universo (U):

AcU
OcU
Ucu

Por otro lado, si A es un conjunto entonces al conjunto de todos los sub-
conjuntos de A se le llama conjunto potencia de A y se indica como P(A).

Ejemplo 3.6. Sea el conjunto
A={a b, ¢}
Entonces el conjunto potencia de A es:

P(A) = {0, {a}, {b}, {c}, {a,b}, {a,c}, {b,c}, {a,b,ch

¢l namero de subconjuntos del conjunto A esta dado por

IPA] = 2n

ionde n es el numero de elementos del conjunto A.
En el caso del ejemplo 3.6 se tiene que

IPA)] = 23=8 ARAGON

3.4 Diagramas de Venn

Los diagramas de Venn son representaciones graficas para mostrar la
relacion entre los elementos de los conjuntos. Por lo general cada conjun-
zo se representa por medio de un circulo, 6valo o rectangulo, y la forma en
Tje se entrelazan las figuras que representan a los conjuntos muestra la
relacion que existe entre los elementos de los respectivos conjuntos.
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John Venn
(1834-1923)

F u e un matematico y filésofo britanico
que cred los diagramas que llevan su
nombre y que son usados en teoria de
conjuntos, probabilidad, légica, estadisti-
cay ciencias de la computacion.
Estudiante y mas tarde profesor en la
Universidad de Cambridge, Venn dio a
conocer sus diagramas en 1880 con la
publicacién de su trabajo De la repre-
sentacion mecanica y diagramatica de
proposiciones y razonamientos en el Phi-
losophical Magazine and Journal oi
Science. Aunque la primera forma de
representacion geométrica de silogismos
l6gicos se debe a Gottfried Leibniz y
luego fue ampliada
por George Boole y
Augustus De Mor-
gan, el método de
Venn supero6 en cla-
ridad y sencillez a
los sistemas de re-
presentacion ante-
riores, hasta el
punto de convertir-
se con el tiempo en
un nuevo estandar.

S 2
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1. Conjuntos

El siguiente esquema es un ejemplo de diagrama de Venn.

Algunas afirmaciones de este diagrama de Venn son:

AcU CcU UczA
BcC BcU UizC
AczC BczA UczB

CaB CctA

3.5 Operaciones y leyes de conjuntos

Asi como es posible llevar a cabo operaciones entre nameros, también se
pueden realizar operaciones con conjuntos y éstas se aplican en practica-
mente todos los temas de las ciencias de la computacion.

Por otro lado, las operaciones con conjuntos se pueden ilustrar por medie
de un diagrama de Venn con el fin de observar mas claramente la relacion
entre los conjuntos.

3.51 Union (Au B)

La unién del conjunto A y el conjunto B es el conjunto que contiene a todcs
los elementos del conjunto A y del conjunto B:

AuB={x|xe Aoxe B}
www.FreeLibros.me



3.5 Operaciones y leyes de conjuntos

El siguiente diagrama ilustra la definicion:

Ejemplo 3.7. Sean los conjuntos:

A={1,2, 36 7 8

B={x |xe Z+ x < 12; x es par}
Aplicando la definiciéon de union de conjuntos se tiene que:

AuB={l, 2 3 4,6 7 8 10, 12

Considérense los siguientes diagramas de Venn:

A partir de éstos se puede determinar que la ley conmutativa y la ley de
idempotencia se cumplen para el caso de la union, y que la unién del con-
;unto universo con otro conjunto es el conjunto universo:

AuB=BuUuA Ley conmutativa
A uA=A Ley de idempotencia (A = B)
AuU=U
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82 1. Conjuntos

3.5.2 Interseccion (A n B)

La interseccion del conjunto A y el conjunto B es el conjunto que contiene
a todos los elementos que son comunes a los conjuntos A y B:

AnB={x|xe A; xe B} >

El siguiente diagrama ilustra la definicion:

A B

Ejemplo 3.8. Sean los conjuntos:

A={1,2, 36,7 8
B={x [x e Z+; x < 12; x es par}

Aplicando la definicion de interseccion de conjuntos se tiene que:

ANnB ={2 6, 8

A partir de la definicion deinterseccion esposible observar que:

a) Si A y B son conjuntosdisjuntos (es decir,conjuntos que no tienen
elementos comunes) entonces A n B=0.

b) SiA=BentoncesAnB =AnA =A.
C) AnU=A
d) AnoO =0.

Esto se muestra en los siguientes diagramas:

u u u

)0

An b=0 An A=A An U=A
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35 Operaciones y leyes de conjuntos

3.5.3 Ley distributiva

Dados tres conjuntos arbitrarios A, By C, se puede ver que se cumple la
siguiente ley distributiva en la que intervienen la union y la interseccion
fie conjuntos:

AnBuC=(AnB)u (AnC)

los siguientes diagramas de Venn ilustran la validez de esta ley:

U
BUC APi(BUC)
u U
B c
W p \ i
k J a
A HB AOC

(AnB)u(Anc)

Por otro lado, la validez de la expresion

AuBnC=AuBn(AuC
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84 1. Conjuntos

se muestra mediante los siguientes diagramas:

U U
u u u
B C B C
AUB AU C (AUB) n (AU ©)

3.5.4 Complemento (A)

El complemento de un conjunto A, que se denota como A', es el conjunto
gue contiene atodos los elementos del conjunto universo que no pertene-
cen al conjunto A:

A'= | x| xeU;xi A)

El siguiente diagrama de Venn ilustra la definiciéon de A':
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3.5 Operaciones y leyes de conjuntos

Ejemplo 3.9. Sean los conjuntos
U={x]xeZ} A={1,35 8
Entonces aplicando la definicion de A' se tiene que:

A'={x|xe Z; xé {1, 3 5 8}}
= {x|xe Z;x9fcl;x*3;x9E5;x*8}

Partiendo de las definiciones correspondientes, se puede mostrar lavalidez
le las siguientes propiedades del complemento:

a) (A)' =A
b)AuA'=U

c) AnA' =0
d U'=0

e) 0'=U

Posteriormente se vera cOmo todas estas propiedades que son validas en
la teoria de conjuntos también lo son en l6gica matematica y en algebra
Dooleana, en donde se considera el conjunto universo como 1y el conjunto

vacio como O.

Ley de Morgan

Il matematico inglés Augustus De Morgan demostré que:

1) La negacidén de la interseccion de dos 0 mas conjuntos es equi-
valente a la union de los conjuntos negados separadamente.

2) La negacion de la union de dos o mas conjuntos es igual a la in-
terseccion de los conjuntos negados por separado.

Ejemplo 3.10. Sean los conjuntos:

U={1 2 3,4, 5 6, 7, 8 9, 10}
A ={1,3, 6, 7, 9,10}
B={1,2 3 7 9 10}
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Aplicando las definiciones correspondientes se tiene que:

AuB={1,2 36 7 9 10
(AuB) =145, 8

Por otro lado también se tiene que:

A'={2, 4,5, 8
B/=1{4, 5, 6, 8
A'nB’'={4, 5 8

Usando diagramas de Venn se tiene que:

u u u

) 2
7 9JO/

(AUB) = {4, 58} A' = {2, 4, 5, 8} B'= {4, 5, 6, 8

Por lo tanto se puede afirmar que
(AuB)=(A"nB)

Hay que tomar en cuenta que la ley de Morgan también se puede aplicar a
la interseccion de forma que

(An B)=(A"u B)

Finalmente es importante mencionar que.las operaciones de union e inter-
seccion de conjuntos asi como la ley de Morgan, se pueden extender a mas
de dos conjuntos. Por ejemplo, para los conjuntos arbitrarios A, By C se
tiene que:

AUB U C AOBOC
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3.5 Operaciones y leyes de conjuntos

. unbién se cumple que:

(AuBuC)'=A'nB'n C
(AnBnC)' =A'uB'u C

3.5.6 Diferencia (A-B)

La diferencia entre dos conjuntos arbitrarios A y B es el conjunto que con-
dene a todos los elementos del conjunto A que no se encuentran en B:

A-B={X|xe A; xg B}

H_ conjunto diferencia también se conoce como complemento de B con
respecto a A. La siguiente figura muestra el diagrama de Venn de la defi-
nicion:

A B

Ejemplo 3.11. Sean los conjuntos:

A ={1,2, 3,4, 7, 9 10}
B={3, 4,567 8

Entonces se tiene que:

A-B ={1, 2 9, 10}
B-A={56 8

3.5.7 Diferencia simétrica (A © B)

La diferencia simétrica entre los conjuntos A y B, que se denota como
A 9 B, es el conjunto que contiene atodos los elementos que se encuentran
ri el conjunto A pero no estan en el conjunto By también a los elementos
iel conjunto B que no estan en A. Dicho de otra manera, el conjunto
A © B contiene a todos los elementos que se encuentran en Au B pero
rué no estan en A n B:

AOB={X|](xe Ayxg B)yo(xe Byxi A)}
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88 IIl. Conjuntos

El diagrama de Venn de la definicion de diferencia simétrica es el siguiente:

A B

A® B

Ejemplo 3.12. Sean los conjuntos:

A={1,2,3 4, 79 10
B={3 4, 5, 6,7, 8

Entonces aplicando las definiciones correspondientes se obtiene que:

B- A={5 6 8
A-B={1, 2 9 10
A ©B={1,2 5,6 8 9 10}

Como se muestra en los siguientes ejemplos, para determinar de manera
mas clara los elementos de un conjunto es importante utilizar el diagrama
de Venn cuando sea necesario.

Ejemplo 3.13. Sean los conjuntos:

U={x|x 6 Z}

A={125 7 10, 12

B={x [xe Z; 3<x <15; x es primo}
C={3,5 9 10, 12, 13, 14}

D=1{2, 4, 8 10, 11}

Obtener:
a) (AnB)
b) CuD)®B
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Solucién

a) Tomando en cuenta la definicion de namero primo se tiene que
B={5, 7, 11, 13} de forma que

Ao B={5 7}
Aplicando la definicion de complemento de un conjunto resul-

ta que (AnB)' son todos los numeros enteros a excepcion de los
que pertenecen aA n B:

(AnB)={X|xe Z, x£ {5 7}
Esto se ilustra en el siguiente diagrama de Venn:

yA

b) Aplicando las definiciones correspondientes se tiene que:

D'={x|xe Z xg {2 4, 8 10, 11}
CuD' = 1xe Z;xg {2, 4, 8 11}
B'={x|xe Z xg {5 7, 11, 13}}
(CuD)Y©B'=1{2,4057 8 13}

El diagrama de Venn de cada operacion es el siguiente:

ALFAOMEGA
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90 1. Conjuntos

C) A partir de las definiciones correspondientesresultaque:

C'={x|Ixe Z;xg {3,5 9, 10, 12, 13, 14}}
DOoA={1,4057 8,11,12}
C-DOA)={X]Ix ¢Z xe {1, 3, 4, 5, 7, 890,11, 12,13, 14}

El diagrama de Venn de cada paso es el siguiente:

z z

C'=(x Ixg z: X6{3, 59, 10, 12, 13, 14} D@A ={1,4, 5, 7, 8 11, 12}

3 C ADOA
N\
| 7
io V \ii Jij/
13 —_
14

C'-(D ©A)={x |xg Z xsé{l, 3,4,5 7, 8,9, 10, 11, 12, 13, 14}
d) En este caso se tiene que:

AUB' = x Ix g z; X £{11, 13}
(AuB)-C={X |[X£Z xg{3, 59 10, 11, 12, 13, 14}
[(AuB)-ClOD={2 3 4,58 9 12, 13, 14}
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3.5 Operaciones y leyes de conjuntos

Los diagramas de Venn correspondientes son los siguientes:

A v B = {x |x e Z; x i {11, 13}}
(AuB;)-C ={x]|xeZ; xg
{3, 5,9 10, 11, 12, 13, 14}
(AuB)-C D
rr x
b2 1 e N
/9 5/
\ 8 12~/
10 11

[(AuB)-ClOD ={2 3 4,58, 9 12, 13, 14}

www.FreeLibros.me
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Ejemplo 3.14. EIl diagrama de Venn que cumple con las condiciones:

Cc(A-B) Dc(E-F)
(AuB)c(F-E) Gc(EnF)

AnB”O EnF*O0

(EuF)cU

es el siguiente:

3.6 Simplificacion de expresiones usando leyes

de conjuntos

A partir de las definiciones planteadas es posible establecer varias leyes
de conjuntos que son Utiles para simplificar u obtener expresiones equiva-

lentes en donde intervienen operaciones propias de conjuntos. En la tabls
3.1 se presentan las leyes de conjuntos mas importantes.
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3.6 Simplificacion de expresiones usando leyes de conjuntos 93

Tabla 3.1 Leyes de conjuntos
1.- Doble negacioén 6.- Ley de Morgan

a) A" =A ay(AuBuC)y=A'nB'nC"
b)) AnBnC)=A'uB'uC’
2.- Ley conmutativa
7.- Equivalencia
a)AuB =BuA

b)AnB =BnA a)AuA'nB =AuB
3.- Ley asociativa 8.- Contradiccion
a)AuBuC=(AuB)ucC a)AnA'=0

b)An(BnC=(AnB)nC
9.- Propiedades del complemento
4.- Ley distributiva

a)Au A'=U
a)An BuC=(AnB)u (AnC) b)U' =0
b)AuBnC)=(AuB)n (Au C) c)O'=U
5.- Ley de idempotencia 10.- Ley de identidad
a)AuA=A ajAuU=U
b)An A=A b)yAnU=A
ccUuu=uU CAUuO=A
duUunu=U dANO=0
e)Ou00=0 e)AuAnB=An (Uu B)=A

) On0=0

Ejemplo 3.15. Usando las leyes de conjuntos, demostrar que

A'NB'nCUA'"nBNnNCUuUAnNnB' nCuAnBnCuANnBNC' =
AuBnC

Solucidon

A'NB'NnCUA'nNnBNnCuAnB'nCuUAnNnBNCUuUANBNC/=
CuAnB

(A'nC)n(B'uB)u(AnC)n(B'uB)uAnBnC'=CuAnB
Ley distributiva 4a.
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1. Conjuntos

(A'nC)NnUUu(AnC)nUuAnBnC,=CuAnB
Propiedades del complemento 9a.

A'nCuAnC uUAnBnC'=CuAnB
Ley de identidad 10b.

Cn(A'UA)uAnBnC'=CuAnB
Ley distributiva 4a.

CnUuUAnNnBnC'=CuAnB
Propiedades del complemento 9a.

CuAnBnC'=CuAnB
Ley de identidad 10b.

CuC'nAnB =CuAnB
Ley conmutativa 2b.

CuAnB=CuAnB
Equivalencia 7a.

Como se ve, en la demostracién del ejemplo anterior se dejo fijo el lado
derecho de la expresion y se simplifico el lado izquierdo hasta el punto en
gue se obtuvo la expresién de la derecha. Asimismo, debajo de cada plan-
teamiento esté la regla que se aplico.

Por ejemplo: en las primeras tres lineas de la simplificaciéon se aplica la
“ley distributiva 4a” que consiste en factorizar algo que es comun y dejar
dentro del paréntesis lo no comun, con la finalidad de que la informacion
que quede dentro del paréntesis se pueda simplificar aplicando una nueva
regla de conjuntos. Posteriormente se aplica la “propiedad del complemen-
to 9a” que establece que AuA' =Uy después la “ley de identidad 10b”
A n U = A. A continuacion se muestra este procedimiento.

AnB'nCuA'nBnC =(A'nC)n(B'uB)

Lo comun es lo que esta subrayado y aplicando la ley distributi-
va 4a que establece que:

An(BuC) =(AnB)u(AnC)
Se obtiene que:

(AnCn (B uB)=(A'nC)nU

www.FreeLibros.me



3.6 Simplificacién de expresiones usando leyes de conjuntos

Considerando que la propiedad del complemento 9a establece
que AuA' =U, entonces se puede decir que B' u B=U de forma
que:

AAnNC)nU=A"'nC

Ya que la “ley de identidad 10b” establece que A n U =A, de
aqui se desprende que (A'nC)nU =A'n Cy por tanto:

AnB'nCuAnBnC =(AnC)n(B'uB)

Lo comun esté subrayado y aplicando la ley distributiva 4a re-
sulta que:

(AnC)n B'uB)=(An C)n U
Aplicando la propiedad del complemento 9a se obtiene:
(AnC)nU =AnC
Aplicando la ley de identidad 10b.

AnNnC=AnCcC

Enlas lineas cuatro, cinco y seis se aplican nuevamente la ley distributiva
ti.la propiedad del complemento 9ay la ley de identidad 10b respectiva-
mente, como se muestra a continuacion:

A'nNnCuAnC =Cn(A'UA)
Segun ley distributiva 4a.
Cn(A'uA)=Cnu
Despueés de aplicar la propiedad del complemento 9a.
CnuUu=C
Despueés de aplicar la ley de identidad 10b.

tz. las lineas séptima y octava se aplicaron la ley conmutativa 2b y final-
Urnte la ley de equivalencia 7a, como se muestra a continuacion:

CUAnBNnC'=CuC'nAnB

Después de aplicar laley conmutativa 2b. (El conjunto que cam-
bia de posicion esta subrayado.)

CuC'nAnB =CuAnB
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96 1. Conjuntos

Después de aplicar la ley de equivalencia que establece que
A UA'nB=AuB. (Para poder aplicar la regla se considera
queA=C,A'=C'yB=AnB)

El procedimiento generalizado es factorizar informaciéon comun para apli-

carle una nueva regla a la informacion no comun que se encuentra dentro
del paréntesis y de esa manera ir eliminando algunos conjuntos.

Ejemplo 3.16. Demostrar que
A'nBu(AnBnC)/uCn(B,uA) =0

Solucidon

A'nBu(AnBnC)'uCn(B'uA)
A'nBuA'uB'uC'uCn(B'uA)
Ley de Morgan 6b.

=U
=U

A'nBuAuB'uC'uCnB'uCnA =U
Ley distributiva 4a.

A'n(BuU)uB'n(UuC)uC'uCnA =U
Ley distributiva 4a.

A'nUuB'nUuC'uCnA =U
Ley de identidad 10a.

A'uB'uC'uCnA =U
Ley de identidad 10b.

A'uB'uC'uA =U
Equivalencia 7a.

A'UAuB'uC' =10
Ley conmutativa 2a.

UuB'uC'=U
Propiedad del complemento 9a.

UuC'=U
Ley de identidad 10a.

u=u
Ley de identidad 10a.

ALFAOMEGA www.FreeLibros.me



7 Relaciéon entre teoria de conjuntos, l6gica matematica y algebra booleana

3.7

matematica y algebra booleana

Relacion entre teoria de conjuntos, logica

la l6gica matematica y el dlgebra booleana son herramientas fundamen-
:ales de la computacion que se apoyan en las leyes de la teoria de conjun-
. :s para explicar teoremas matematicos o bien para simplificar expresiones
zooleanas. En latabla 3.2 se presenta una comparacion entre las leyes de
la teoria de conjuntos, algunas equivalencias l6gicas usadas en ldgica
natematica para la demostracion de teoremas y algunas leyes del algebra
booleana que se utilizan en la simplificacion de funciones booleanas.

97

Tabla 3.2 Equivalencias entre teoria de conjuntos, l6gica matematica y algebra booleana

Propiedad
Equivalencia
Unidén
Interseccidén
3omplementacion
Doble negacidn
Diferencia

leyes de Morgan
ley conmutativa
ley asociativa
ley distributiva

ley de
.lempotencia

Equivalencia
Contradicciéon

Propiedades del
complemento

ley de identidad

Teoria de conjuntos
A=B
AuB
AnB
AI
6" -I_/\.
A-B
AuBuC)'=A'"nB'nC
(AnBnC)'=A'uB'u C
AuB =B uUA
AnB=BnA
AuBuC=AuBucC
AnBnC=(AnBnC
An BuC=AnBu((AnQ
AuBnC=AuBn(Au Q
Au A=A

An A=A
Uuu=u
Unu=U
OuUO0O =0
On0O=0
AUuUA'nB =AuB
AnA'=0
AuA'=U
U=0
0'=u
AuU=U
An U=A
Au 0 =A
An 0 =0

AUANB =An(UuB) =A

Logica matematica
poqgq; p=q
pvq
PAqQ
p
p" =p
pAQ’
(Pvgvr)=p'aqar
(pagar)=pvqgvr
pvg=qvp
PAg=qgap
pv@vrn=(pPvagvr
pa(@ar=(pagqg)ar
Pa(gvrn=(pPaqv(par
pv(gar=(pvaga(pvr
pvp =p
PAp =p
1vi1 =1
IAlsl
Ov 0=0
Oa O"MO
pvp;Aq =pvq
pAp'sO
pvp'=I
I'=0
O'sl
pvi1i=1
Pa l1=p
pv O=p
pa 0O=0
pPvpAQ=pA(lvqg) =p
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Algebra booleana
A=B
A+B
AB
AI
A"=A
AB'
(A+B+C)=A"B' C
(ABC) =A' +B' +C
A+B=B+A
AB =BA
A+B+C=(A+B)+C
A(BC) = (AB)C
AB +C)=AB + AC
A+(BC)=(A+B)A+C
A+A=A
AA =A
1+1=1

12) = 1
0+0=0

00 =0
A+A'B =A+B
AA'=0
A+A' =1
I'=0

0=1
A+1=1
Al = A
A+0=A
A) = 0
A+AB=-Al-+B)-A
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En la tabla 3.2 hay que observar dos cosas: la primera es que las leyes de
la I6gica matematica y el algebra booleana son formalmente las mismas
que las de la teoria de conjuntos, y la segunda es que las operaciones
equivalentes se denotan de manera diferente en cada una.

En el caso de la unién, en la teoria de conjuntos se usa el simbolo u mien-
tras que la operacion equivalente se denota como v en l6gica matematica
y como + en algebra booleana. En relacion con la interseccion, en la teoria
de conjuntos se usa el simbolo n mientras que para la operacién equiva-
lente en logica matematica se usa el simbolo a y en algebra booleana
simplemente se indica como una multiplicacion.

Otra diferencia de notacién que hay que tener presente es que en teoria
de conjuntos el conjunto universo se denota como U y el conjunto vacio
como 0 , mientras que en légica matematica y algebra booleana los concep-
tos equivalentes se denotan como 1y 0 respectivamente.

Por ultimo hay que agregar que el contenido de la tabla 3.2 se usara amplia-
mente en la exposicion de la l6gica matematica y el algebra booleana.

3.8 Conjuntos finitos

En algunos de los ejemplos anteriores se usaron conjuntos infinitos, como
el conjunto de los enteros no negativos (Z+ y el conjunto de los numeros
reales (R), o bien conjuntos que resultaron infinitos porque no es posible
saber el niumero exacto de sus elementos, como A ={x |[x e Z; x> 9}. En
este tipo de conjuntos se conocen las caracteristicas de los elementos, pero
no se sabe cuantos de ellos pertenecen al conjunto. Sin embargo algunas
veces se desea saber cuantos elementos pertenecen a un conjunto, y no
necesariamente cOmo son éstos. En este caso se utilizan conjuntos finitos
0 bien conjuntos en donde se sabe con exactitud el nidmero de elemen-
tos contenidos.

Sean A y B dos conjuntos finitos, entonces:
IAu Bl = IAl + IBI - IAnBI
donde IAIl es la cardinalidad de A y IBI es la cardinalidad de B.

Utilizando diagramas de Venn la expresiéon de IAuB 1 corresponde a la
suma del “area” del conjunto A mas el “area” del conjunto B, pero como
el “area” de A n B se sumé6 dos veces es necesario restarla una vez.

A B
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Ejemplo 3.17. De 34 programas revisados en programacion “C++", 23
marcaron error en la compilacion, 12 tuvieron fallas en l6gicay 5en légica
y compilacion. ¢Cuantos programas tuvieron al menos un tipo de error?

Aqui se tiene que

IAu Bl = 1Al + IBI- IAnBl =23 +12- 5=30
En este caso es mas claro si el problema se resuelve usando un diagrama
de Venn, poniendo la informacién de dentro hacia afuera. Esto significa
poner primero lAnB1 =5en el diagrama, después IAl =18 + 5y IBI =

7+ 5y asi sucesivamente hasta IUl =18 + 5+ 7+ 4 = 34, como se muestra
en la siguiente figura:

34

A partir del diagrama se puede observar que 4 de los programas no tuvie-
ron error.

En el caso de tres conjuntos finitos A, B, y C, la expresion
AuBucCl = 1Al + 1Bl + ICI - IAnBI - IBnCl - IAnCIlI +1AnBnClI

también se puede determinar sumando “areas” como se indica a conti-
nuacion:

AOBOC
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Ejemplo 3.18. En la biblioteca existen 103 libros de ciencias de la
computacion gue tratan en cierta medida los siguientes temas:

Del total,

Compiladores.
Estructura de datos.

Redes. : > Nejt
T

50 libros tienen informacion sobre compiladores, 54 sobre estruc-

turas de datos, 51 sobre redes, 30 sobre compiladores y estructuras de
datos, 32 sobre compiladores y redes, 35 sobre estructuras de datos y redes,
19 sobre los tres temas.

¢Cuantos libros contienen material exactamente sobre uno de los
tres temas?

¢Cuantos no tienen material de redes?
¢Cuantos no tienen material sobre ninguno de los temas?

¢Cuantos libros contienen material de compiladores y redes pero
no de estructura de datos?

Solucioén

Considérese que:

A = Compiladores.
B = Estructuras de datos.

C = Redes.
Por tanto:
IA 1 =50 IAnBI =30 IAnNBnCl =19
IBl =54 IANCI=32
ICI =51 IBNnCIl =35

Colocando la informacion en el diagrama de Venn se tiene que

ALFAOMEGA
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3.9 Anplicacion de la teoria de conjuntos

Del diagrama se puede leer que:

101

a) Elndmero de libros que contiene material exclusivamente de uno

de los temas es 7+ 8 + 3= 18.

b) Los libros que no tienen material de redes son 26 + 7 + 11 +

8 = 52.

c) Los libros que no tienen material de ninguno de los tres temas

son 26.

d) Los libros que tienen informacion de redes y compiladores pero

no de estructura de datos son 13.

Generalizacion de conjuntos finitos

Cuando se opera con mas de tres conjuntos es complicado determinar la
formula que representa la union entre todos los conjuntos, sumando y
restando las diferentes secciones involucradas de un diagrama de Venn,
porque incluso es dificil determinar las diferentes secciones en el diagra-
ma. En este caso se usa el principio de inclusion exclusion que establece
gue se deben sumar las areas que involucran un niumero non de conjuntos
7 se restan las que relacionan un namero par. EI nUmero de elementos que
se suman o restan en la formula esta dado por (2n- 1), donde n es el nu-
mero de conjuntos que participan. Por ejemplo, para cuatro conjuntos se

iene que

AuBuCubDIl =1A + 1B +1A + 10 - IANnBI- IANCI -
AnNDI - IBNnCIl - IBNnDI - I1CnDI +1ANBNCIl +1ANBNDI
- lANCNDI +1BNnCnNnDI - lANBNCnNDI

Hay que observar que las cantidades que se suman o restan son (24—1) = 15,
7/ que las partes que relacionan nimeros nones de conjuntos se sumany
las que involucran numeros pares se restan.

3.9 Aplicacion de la teoria de conjuntos

Ya se vio la estrecha relaciéon que existe entre la teoria de conjuntos, el
ilgebra booleana y la légica matematica, pero ademas de esto practica-
mente todos los campos de la computacion se respaldan en la teoria de
xnjuntos. Por ejemplo:

e Unarelacion es un conjunto y en bases de datos es posible llevar a cabo
operaciones entre relaciones, de la misma manera en que se hacen en
teoria de conjuntos, de forma que los conceptos de unioén, interseccion,
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complementaciéon, asi como otras reglas l6gicas que resultan de mezcla
estas tres operaciones basicas de conjuntos dan origen a lo que se ca
noce como algebra relacional, misma que a su vez proporciona los ele
mentos necesarios con los que se manejan las bases de dato:
relacionales y que permiten obtener la informacién en forma organiza
da y concreta.

e Los lenguajes de programacion se definen como un conjunto de conjun
tos, y dentro de ellos se puede mencionar el conjunto de simbolos ¢
alfabeto) con los cuales se forman las palabras de un lenguaje, el con
junto de simbolos no terminales que permiten multiplicar y mezcla
organizadamente los simbolos del alfabeto, el conjunto de composicio
nes o reglas que se deben usar para la estructuracion de las palabra:
validas en el lenguaje y el conjunto de simbolos terminales que marcai
el limite de esas palabras validas de un lenguaje. Por lo tanto, si ui
lenguaje es un conjunto de conjuntos, es claro que obedece también i
las leyes y reglas de la teoria de conjuntos.

e Las redes de teléfonos, eléctricas, carreteras, de agua potable o ¢
computadoras son relaciones y por lo tanto son conjuntos a los cuales
se les pueden aplicar también las operaciones union, interseccion, com
plementacion, composicion y ley de Morgan, de la misma manera qui
se hace en teoria de conjuntos, por lo tanto también es una aplicacioi
practica de la teoria de conjuntos. Esta representacion grafica de lcs
conjuntos se conoce en computacion como teoria de grafos y sera obje
to de estudio posteriormente en este libro.

Por lo tanto se puede concluir que para la computacion, la teoria de con
juntos es fundamental.

3.10 Resumen

Un conjunto es una coleccion bien definida de objetos llamados elemento-
o miembros del conjunto. Los conjuntos se indican por medio de una let
mayuscula y los elementos del conjunto se indican por medio de letras 112
nasculas, numeros, simbolos o bien combinaciones de éstos, y los elemeij
tos se colocan entre llaves y se separan por comas. Algunas veces Nno e
posible hacer la lista de los elementos de un conjunto porque se trd
ta de un conjunto infinito, y en lugar de esto el conjunto se indica por meca
de la notacion abstracta que tiene la siguiente forma

A = {x |P(x)} I

y que se lee “A es el conjunto de las x tal que x cumple con la condicicJ
condiciones P(x)”, de forma que cada una de las condiciones planteadas -A
P(x) se debe cumplir para que un elemento x pertenezca al conjunto A. |
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3.10 Resumen 103

Si un elemento x pertenece o0 No a un conjunto B se indica de la siguiente
manera:

xg B x es elemento del conjunto B.
x £ B X no es elemento del conjunto B.

Si todos los elementos de A también son elementos de B, se dice que A es
subconjunto de B o que A esta contenido en By esto se indica como:

AcB

Sitodos los elementos de A no estan contenidos en B entonces se dice que
A no es subconjunto de B, y esto se indica como:

AcB

Sl conjunto vacio (0 ) es un subconjunto de todos los conjuntos, y todos los
conjuntos son subconjuntos del conjunto universo (U):

Oc A AcU
OcU OcU
OcO UcuU

Si A es un conjunto, entonces al conjunto de todos los subconjuntos de A
se le llama conjunto potencia de A y se indica como P(A). El nUmero de
subconjuntos del conjunto A esta dado por:

IPAI = 2n

los diagramas de Venn son representaciones gréaficas para mostrar la
relacion entre los elementos de los conjuntos, y en estos diagramas cada
zonjunto se representa por medio de un circulo, 6valo o rectangulo. Es
recomendable utilizar los diagramas de Venn siempre que sea posible, ya
rae permiten ilustrar y visualizar con mayor claridad los elementos que
pertenecen a un conjunto.

las operaciones gue se pueden realizar entre conjuntos son unién, inter-
jeccion y complementacion. De estas operaciones basicas se derivan
propiedades y leyes como la ley conmutativa, asociativa, distributiva, de
_iempotencia, de identidad y de Morgan. Estas propiedades y leyes son
ipiicables también en l6gica matematica y en algebra booleana, asi como
en otras areas de la computacion haciendo Unicamente pequefias modifi-
raciones en su presentacion.

la cardinalidad de un conjunto es el nUmero de elementos que pertenecen
I ese conjunto y se indica colocando el nombre del conjunto entre dos

ALFAOMEGA
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pequefas lineas rectas, por ejemplo |[d = 8 significa que los elementos
del conjunto C son 8. Por otro lado, existen conjuntos finitos y conjun-
tos infinitos: los finitos son aquellos en donde es posible determinar con
exactitud el niumero de elementos que pertenecen a él, mientras que
en los conjuntos infinitos no es posible saber cuantos elementos forman

parte de él.
&

w
Los conceptos de la teoria de conjuntos son el fundamento de areas de
las matematicas como la l6gica matematicay la probabilidad, pero sobre
todo son basicos en computacién ya que son esenciales en algebra
booleana, relaciones, funciones, arboles, redes, lenguajes y automatas.

3.11 Problemas

3.1. ¢Cuales son los elementos de los siguientes conjuntos?

a) A ={x |x es una letra de la palabra hola}

by B={x |x es un digito del niUmero 103836}

c) C={x|xg Z+x-4<3

d) D= {x |x es un digito valido en el sistema hexadecimal)
e) E={x |xe Z; x es divisible entre 3; -4 < x < 17}

3.2. ¢Cuales son los elementos de los siguientes conjuntos?

a) A={x |xg Z+ x es primo; x es par}
b) B={X |x¢g Z+;5>x- 2}

c) C={x Jes una letra de la palabra “América” diferente
de vocal}

d) D={x |x ¢ Z+; x es multiplo de 7; x < 100; x es impar}
e) E={x |xg¢ Z; 0<x3< 100}

3.3. Escriba el conjunto en la forma {x |P(x)}, donde P(x) es una o varias
propiedades comunes de los elementos del conjunto.

a) A = {suma, resta, multiplicacion, division}
b) B={3, 6,9, 12, 15, 18}

c) C={1,2 357 11, 13, 17}

d) D = {américa, africa, europa, asia, oceania}
e) E={1, 2,4, 8, 16,32,64}

3.4. Escribir el conjunto en laforma (x |P(x)}, donde P(x) es una o varias
propiedades comunes de los elementos del conjunto.
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3.6.

3.7.

3.8.

3.9.
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a) A ={do, re, mi, fa, sol, la, si}
b) B={1, 4, 9, 16,25, 36}

c) C={1, 4,7, 10, 13, 16,19}
d D={c, o, nj u,t}

e) E={6, 12, 18, 24, 30}

¢Cuantos elementos pertenecen al conjunto  potenciaP(A)?
y ¢cuales son sus elementos? si A = {manzana, pera,fresa,
sandiaj}.

¢Cuantos elementos pertenecen al conjunto  potenciaP(A)?

y ¢cudles son sus elementos? si A = {X |x esuna letra vocal
del alfabeto}.

Sean A, B, C, D, E y F conjuntos no vacios. Para cada inciso,
hacer un diagrama de Venn gue cumpla con las condiciones
que se plantean:

a) Ac(CnbD) EcD CnD*O
BCcE %Ecz(CnD)

by FCA F<(An B) Cn D*O0
Ec(D-C) (CuD)c(ANnB) AnB*O0

Sean A, B, C, D, E y F conjuntos no vacios. Para cada inciso,
hacer un diagrama de Vemi que cumpla con las condiciones
que se plantean:

a) A czB Cc(A-B) A-B*O
DcC Fcr(AuB) FcE
(AcB)cE

b) AnB”"O EcC (FuG)cbD
Dc(AnB) Cc(A-B) A-B*O0

Considérese el siguiente diagrama de Venn.

ALFAOMEGA
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Poner en el paréntesis de cada uno de los incisos una “V” si la
aseveracion es verdadera o bien una “F” si es falsa.

a) Fc(C-D)
b) EcD
¢c) Ec(CnD)
d (AnB)=0
e) (D-C)c(B-A)
f) (CnD)cU
g b={1,2 3 5 6,7,8, 13, 14}
h) BcA
i) U-(Cn D)={4 15, 16}
j) E-(CnD)={6}
kf (CoD)={1,2 3509 10, 11, 12, 14
) D-U=0
m) (B- A) ={5, 8}
) 3¢ (Au B)
II<z(C-D)
(Fue)ccC
Cu D) ={4, 15, 16}
Cn E) 0
F)c
E) £ (D-C)

=)

R

)
)
)
)

T O

S L

(
(
(E
(B

N2
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3.10. Considérese el siguiente diagrama de Venn.

Poner en el paréntesis de cada uno de los incisos una “V” si
la aseveracion es verdadera o bien una “F” si es falsa.

a) Fc(B-A)

b) Anc*0O

c) E- D={9

d EnD=0

e) (CuEkE)cB

f) (D-E)c(AnB)

g C- G={3 10

h)y G- F=0

i) (F-C)cB

i) A-B={3 10, 12, 14}

kl DnE ={l,7, 9

) (DnE)c(AuB)

m) 16 g (DuUE)

n) (AuB)' ={5 13, 15

i) B-A ={2,4, 8, 11}
(AnB)u(A-B) =A

P) 2e IT

g [U-(AuB)] =Gu {13, 15
rf DOE={1, 9}

s) A-(AnB) =Cu{l12, 14}

©)

)
)
)
)

P R e U e e s U U N
Nt N N N N N N N N N N N N N N N N N N N
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3.11.

I. Sean los conjuntos:

U :{a, b, C, d; e, f; g’ h’ I’J}

A—f g ij},B=(@cdfhi; C={cde,f g, h}; D={aTb¢c}.
i. o *
Calcular:

a) (AuB)n(CubD)

by [[AnD)uBj-C

c) (AnCnD)'uB

d (D®B)n A’

e) [([A-B)yn (D©B)]- (C©oD)

Il. Sean los conjuntos:

U={x |[x¢ R}
A={x|xeR; x2- 1=0}
B=1{-1, 2,4}
Calcular:
a) (AuB)’
b) (AnB)'
c) (B-A’)
d) (A-B)©B
el B®B-A))nA

3.12
I. Sean los conjuntos:

U={x]xe Z 0<x< 100}

A = (X |xe Z+ x es par; x < 10}
B={1,24526,7)

C={x |x g Z+; x es divisible entre 3; x < 16}

Calcular:

a (AnB)'-C
b) (AuC)nB"

ALFAOMEGA
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c) (C-B)'nA"
d) (BOA) - (C - A)
e) ((C-B)©C')-A

Il. Sean los conjuntos:

U={x |x e Z;, 2<x< 5000}

A ={x|xe Z; xes par; 0<x < 30}
B={7 8,9 13, 21, 28}

C={x |x € Z; x es primo; 0<x < 20}
D={4, 6,8, 10, 12, 14, 16}

Calcular:

a) [(A® B)-(CnB)J"’

b) [(A'- C) © BT n DY

c) [ B-(A'nC)iocC

d) [(DeC,)n(A-B")JuA/
e) [(COBJ-(A'-D)]-B

3.13. Sean los conjuntos:

U={x]|xe Z

A={x|xe Z xes primo; 5<x < 30}
B={9, 11, 12, 13, 15, 16, 17, 21, 23}
C=(6,7 8,9 15, 17, 20, 21, 22, 23, 25}
D={x |xe Z; x es impar; 10 < x < 20}

Calcular:

a) [BO(C'nA)-D
b) [B- C)- D]u (A©B)
¢) [(C'uB)©D]-A"
d) [BO©(A'n C)3- D
e) [AnD)- (COA) - B

3.14. Sean los conjuntos:

U={x [xgZ}
A={1,2, 4,7}

ALFAOMEGA
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B={x |xe Z; x es impar; 0<Xx < 20; x es divisible entre 3}
C={2,3,4, 5, 8, 10}
D={x [xe Z xesprimo; 1<x < 30}

Calcular:

3.15.

3.16.

3.17.

a) [[A©B)-(Cu D)

b) [B'n C)—A']l © (D © B
c) (([D'-BInA)-C")®A"
d[(A'-B)Y)© (CnD)]-C
e)[(CuD)- (A'OB)nB

Usando leyes de conjuntos demostrar que las igualdades de cada
uno de los incisos siguientes son verdaderas.

a) AnB'nC'uAnB'nC'uA'nBnCuA'nBnC'uAnB
NCuAnBnC'=BuC'

by AnB'nCuAnB'nC'uAnB'nCuAnBnCuAnB
nNC=AuB'nC
c) ((WuB)YyuC)yn(CuB))=BuC

Usando leyes de conjuntos demostrar que las igualdades de cada
uno de los incisos siguientes son verdaderas.

a) AnB'nCuA'nBnCuA'nBnC'uAnB'nCuAnB
NCuAnBnC'=BuC

b) (A7uB)u(Cu A))u(B/uC))=AnBuB'ncC

c) AnB'nC'UA'nB'nCuA'nBnCuA'nBnC'uAnB’
NCuUAnBnNnC =A'uC

d AnBnC'nD'UA'nBnCnDuA'"'nBnCnD'uUAnB
NC'nD'UAnNnBNCnDUANBNnCND'uUAnB'nC'n

D'UANB'NnCnD =BnNnCuUAnCnDuBnD'uAncC'
nD'

Resolver los problemas de los siguientes incisos usando conjuntos
finitos:

La compania “Desarrollo de sistemas S.A.” necesita contratar
18 personas que programen en Access y 12 personas que progra-
men en Java. De estos programadores se considera que 10 perso-
nas saben programar tanto en Access como en Java. ¢Cuantos
programadores debera contratar la compafia?
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Il. De una muestra de 42 estudiantes de la carrera de informéati-
ca se obtuvo el siguiente numero de reprobados por mate-
ria:

e 28 Matemaéticas para computacion.
e 26 Fundamentos de programacion.
e 17 Administracion.

e 16 Matemaéticas para computacion y fundamentos de —
programacion.

—e 12 Fundamentos de programacion y administracion.
8 Matematicas para computaciéon y administracion.

e 4 Matematicas para computacion, fundamentos de pro-
gramacion y administracion.

a) ¢Cuantos estudiantes no reprobaron ninguna materia de
las antes mencionadas?

b) ¢Cuantos estudiantes reprobaron solamente fundamentos
de programacién?

c) ¢Cuantos estudiantes reprobaron solamente alguna de las
tres materias?

d) ¢(Cuantos reprobaron matematicas para computacion y
fundamentos para programacion, pero no administra-
cion?

3.18. Resolver los problemas de los siguientes incisos usando con-
juntos finitos:

I. De un grupo de 40 alumnos del Tecnologico de Morelia, algu-
Nnos estan estudiando para presentar examen como se indica
a continuacion:

e 26 Teoria de la computacion.

e 18 Redes de computadoras.

e 20 Inteligencia artificial.

e 13 Teoria de la computacion y redes de computadoras.
- 8 Redes de computadoras e inteligencia artificial.

e 10 Teoria de la computacion e inteligencia artificial.

e 4 estudian las tres asignaturas.

a) ¢Cuantos de ellos no estudian para ninguna de las tres
asignaturas? n

ALFAOMEGA
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Conjuntos

b) ¢Cuantos de ellos estudian Unicamente para inteligencia arti-
ficial?

c) ¢Cuantos estan estudiando teoria de la computacion y redes
pero no inteligencia artificial?

Se aplicé una encuesta entre los 714 jovenes que estudian la ca-
rrera de ingenieria en sistemas computacionales de una universi-
dad, para conocer las preferencias de especialidad de su carrera.
Los resultados obtenidos son:

e 206 prefieren ingenieria del software.
e 291 prefieren sistemas distribuidos.
e 215 prefieren inteligencia artificial.

e 59 prefieren ingenieria del software y sistemas distribui-
dos.

e 68 prefieren ingenieria del software e inteligencia artifi-
cial.

e 80 prefieren sistemas distribuidos e inteligencia artificial.

e 28 se inclinan por las tres especialidades al mismo
tiempo.

a) ¢Cuantos prefieren Unicamente sistemas distribuidos como
especialidad? (

b) ¢Cuantos se inclinan por ingenieria del software e inteligencia
artificial, pero no por ingenieria del software? Mj.

c) ¢Cuantos no pusieron preferencia de especialidad3’) 7

Sean A, B, C, D, E, conjuntos finitos.

a) ¢Cuantos elementos se suman o se restan en la formula
lAuBu CuDu EI?

b) ¢Cudles son los elementos de laférmula lAuBUCuDUEI?
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3.20. Sean A, B, C, D, E, F conjuntos finitos.

a) ¢Cuantos elementos se suman o se restan en la formula
IAu Bu CuDuEu FI?

b) ¢Cuales son los elementos de la formula
IAUBUCUDUEUFI?

ALFAOMEGA
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Logica
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M <
Tre
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4.7 Demostracién formal
4.8 Predicados y sus valores de verdad
4.9  Induccién matematica
4.10 Aplicacién de la l6gica matematica
4.11 Resumen
4.12 Problemas
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1, Adicién: La logica llena el mundo; los limites del
gl a) p ->[pvaq) mundo son también sus limites.

2. Simplificacion:

n p ay (P a P Ludwig Wittgenstein
0
______ Ivz0CHIVF AK>il0'lih
Qi a) [pa( ->0al
gl "1 a) [(p -.9) =q')

6. Transiu-Pfcidad de la hicondicionad:
ttwTjrs» o <

7. Transitwidad de la condicional:

ifc 1T i(p—=
8. ones logicas:

(@ )i a) Owag)~ P 1 (qvi
i—(p —=nl c) (p-*5)=1@g-»>r)->(p »
9. Dilemas constructivos:
yr->(qvs) a) l(p->q)a (r->s)]=>[(pvr)-»
par ->(qas) b) f(P -> Qa(r ->s)ij=[(par)

Objetivos

Entender el concepto de proposicion y la forma en que se pueden elaborar
proposiciones compuestas usando los conectores ldgicos.

Evaluar proposiciones l6gicas por medio de tablas de verdad.

Comprender los conceptos de tautologia, contradiccion, equivalencia l6gica y regla
de inferencia.

Aprender a representar enunciados en forma de teorema usando para ello simbologia
l6gica.

Demostrar teoremas por medio del método deductivo directo y contradiccion.
Distinguir entre argumentos validos y no validos.

Representar predicados con notacion l6gica, usando los cuantificadores existencial y
universal.

Demostrar proposiciones por medio de induccion matemaética.
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Breve cronologia
de la logica

La légica tuvo su origen en los estudios
que llevé a cabo Aristoteles (384-322
a.C.), quien introdujo los cuantificado-
res universal (V) y existencial (3) que
ahora se usan frecuentemente en l4gi-
ca de predicados. Posteriormente en la
época de oro de los griegos se traté de
usar la l6gica para llevar a cabo la de-
mostracion formal de las principales
leyes matematicas conocidas, y mucho
tiempo después fue Giusseppe Peano
el que le dio el nombre de “l6gica mate-
matica”.

Un desarrollo importante de la légica
matematica ocurri6 a mediados del si-
glo XIX, cuando Leibniz traté de poten-
ciar el razonamiento representando un
problema por medio de hipétesis para
llegar a una conclusion. También en
este siglo George Boole y Augusto De
Morgan disefiaron una nueva manera
de representar un problema usando
para ello los principios fundamentales
de la l6gica matemaética.

A finales del siglo XIX y principios del
XX el matematico Britdnico Alfred North
Whitehead y su discipulo Bertrand
Russell publicaron los resultados de
sus investigaciones que afirmaban que
todas las leyes matematicas se pue-
den traducir en proposiciones logicas
verdaderas, lo cual significa que el vo-
cabulario matematico es un subcon-
junto del vocabulario l6gico y por lo
tanto cualguier demostracion légica es
equivalente a cualquier demostracién
matematica.

Pero fue a mediados del siglo XX cuan-
do la légica matematica adquirié una
destacada importancia con la crea-
cion y desarrollo de la computadora, y
ahora en el siglo XXl la importancia es
mayor al tratar de dotar a las compu-
tadoras y robots de una inteligencia
artificial que les permita tomar decisio-
nes, al relacionar la informacién cono-
cida y aplicar reglas de inferencia para
llegar a una conclusion.

ALFAOMEGA

1V . Loégica matematica

4.1 Introduccidon

La logica estudia la forma del razonamiento, es una disciplina que por
medio de reglas y técnicas determina si un teorema es falso o verdadero,
ademas de que es ampliamente aplicada en filosofia, matematicas, compu-
tacion vy fisica. \

En filosofia la l6gica se utiliza para establecer si un razonamiento es valido
o0 no. Tomando en cuenta que una frase puede tener diferentes interpreta-
ciones, en este caso la légica permite saber el significado correcto.

En matematicas la l6gica es una herramienta atil para demostrar teoremas
e inferir resultados, asi como para resolver problemas.

En la computaciéon la logica se aplica en la elaboracion y revision de pro-
gramas, en el estudio de lenguajes formales y la relacion existente entre
ellos, asi como en la obtencion de resultados en forma recursiva.

Con el apoyo de la logica, en el area de la inteligencia artificial se logra que
una maquina tome decisiones precisas.

En la fisica, la légica se necesita tanto para establecer el procedimiento
para llevar a cabo un experimento como para interpretar los resultados
obtenidos.

En general la l6gica se aplica en el trabajo cotidiano, por ejemplo para ir
de compras al supermercado se tiene que realizar cierto procedimiento
I6gico que permita realizar dichatarea, si se desea pintar una pared también
se requiere de la aplicacion de la logica.

La l6égica es muy importante ya que incluso permite resolver problemas a
los que nunca se ha enfrentado el ser humano, utilizando solamente la
inteligencia y algunos conocimientos acumulados se pueden crear nuevos
inventos, hacer innovaciones alos ya existentes o simplemente utilizar los
mismos de tal manera que se obtengan mejores resultados. Al desarrollar
la I6gica matematica se ejercita el pensamiento abstracto, es posible ge-
neralizar la informacion usando el razonamiento tanto inductivo comc
deductivo y se pueden llevar a cabo calculos mateméaticos complejos.

Una parte importante de este capitulo es la demostracién formal de teore-
mas, partiendo del hecho de que éstos son la representacion de enunciados
usando notacién logica. Es importante mencionar que en las demostraci
nes no hay un procedimiento Unico para llegar al resultado, éste puede s
mas largo o mas corto dependiendo de las reglas de inferencia, equivale-
cias légicas y tautologias que se utilicen. De hecho puede haber tant
formas de acceder a la solucion como personas diferentes tratando
obtenerla. Esto permite que el estudiante tenga confianza en la aplicaci
www.FreelLibros.me



4.2 Proposiciones

de reglas y formulas, de tal manera que cuando llegue a poner en practica
lal6gica matematica para resolver un problema sea capaz de encontrar su
propia solucion.

4.2 Proposiciones

Una proposiciéon o enunciado es una oracién, frase o expresion matemati-
caque puede ser falsa o verdadera, pero no ambas alavez. La proposicion
es un elemento fundamental de la lI6gica matematica.

A continuacioén se presenta una lista de proposiciones validas y no validas,
y se explica el porqué algunos enunciados no son proposiciones. Cada
proposicion se indica por medio de una letra minuscula, y luego de los dos
puntos se expresa la proposicién propiamente dicha.

Ejemplo 4.1. Proposiciones validas y no validas.

117

p: Estados Unidos es el pais territorialmente mas extenso del con-

tinente americano.

g: -19+ 50 = 31

r- x> (y- 13)7.

s. Carlos Salinas de Gortari fue presidente de Espafia,

t: Morelia serd campeodn en la presente temporada de futbol,
u: ¢Como estas?

v: Formatea el disco antes de usarlo.

las proposiciones p, q y s, tienen un valor de falso o verdadero, por lo
~-nt.0 son proposiciones validas. El inciso r también es una proposicion
~alida, aunque el valor de falso o verdadero depende del valor asignado a
Is variables X, y en determinado momento. La proposicion t esta perfec-
:amente expresada, aunque para decir si es falsa o verdadera se tendria
rué esperar a que terminara la temporada de futbol, de forma que antes,
Lrora o después la proposicién pueda ser falsa o verdadera. Los enuncia-
los uy v no son validos, ya que no pueden tomar un valor de falso o ver-
ladero.

1,21 Proposiciones compuestas

IXisten conectores u operadores l6gicos que permiten formar proposicio-
les “compuestas”. Se dice que una proposicién es compuesta cuando esta
agrada por dos o mas proposiciones simples conectadas por medio de
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IV. LOGICA MATEMATICA

operadores ldgicos. A continuacién se describen los operadores 9 conec-

tores logicos basicos.

Operador and (y)

Se utiliza para conectar dos proposiciones que se deben, cumplir para

que se pueda obtener un resultado verdadero. Su simbolo es a;

Ejemplo 4.2. Considérese el siguiente enunciado: “El automovil arran-
ca si y soélo si el tanque tiene gasolina y la bateria tiene corriente.”

Sean:

p: El automovil arranca,
q: El tanque tiene gasolina,
rr La bateria tiene corriente.

De esta manera la representacion del enunciado anterior, usando simbolo-
gia logica, es

p=qgar

y su tabla de verdad es la siguiente:

q r P=qar
1 1 1
1 0] 0]
0] 1 0
0] 0] 0]

Aqui se tiene que:

1 = verdadero
0 = falso

En la tabla anterior el valor de q = 1 significa que el tanque tiene gasolina,
r = 1 significa que la bateria tiene corriente y p=q A r =1 significa que el
automovil puede encender. Se puede notar que si q o r valen cero, esto
implica que el automovil no tiene gasolina o bien la bateria no tiene co-
rriente, y que por lo tanto no puede encender.

ALFAOMEGA
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4.2 Proposiciones 119

Al operador logico a se le conoce como la multiplicacion logica, porque

1A 1=1
l1a 0= 0
Oa 1= 0
0Oa 0= 0

Enlogica matematica en lugar del signo = se utilizan los signos =y <>para
indicar equivalencia logica, de forma que la proposicion del ejemplo ante-
rior puede indicarse comop =(qa ) o biencomop o (qa I).

Operador or (0)

Con este operador se obtiene un resultado verdadero cuando alguna de
las proposiciones es verdadera. Se indica por medio de los siguientes
simbolos: {v, +, u}.

Ejemplo 4.3. Se tiene el siguiente enunciado: “Una persona puede
entrar al cine si y solo si compra su boleto o le regalan un pase.”

Sean:

p: Una persona entra al cine,
q: Compra su boleto,
r: Le regalan un pase.

De esta manera la representacion del enunciado anterior con notacion
I6gica es la siguiente

p=(Qvr
y su tabla de verdad es
q r p=(@Qvm
1 1 1
1 0 1
0 1 1
0 0 0

A partir de la tabla se ve que la Unica forma en la que no puede ingresar
al cine (p = 0), es que no compre su boleto (g = 0) y que no le regalen un
pase (r = 0).
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Al operador légico v también se le conoce como la suma ldgica, ya que

vl =1
1vO =1
Ovl
OvO0=0

Se puede observar que 1v 1= 1se sale de lo esperado ya que 1+ 1= 2, sil
embargo cuando la suma aritmética es mayor que 1, en légica matematica
y algebra booleana el resultado se considera 1. Lo Unico que significa e
es que para que una proposicion formada por dos o mas proposiciones

se estan sumando sea verdadera, es suficiente con que uno de los sum
dos sea verdadero. En el ejemplo anterior se considera que (q = 1 cuan
una persona compra su boleto y ademas r = 1 si a esa misma persona a
guien le regala un pase, por lo tanto dicha persona puede entrar al o
aunque le sobre un boleto).

Operador not (no)

El operador logico not tiene como funcion negar la proposicion. Esto si
fica que si a alguna proposicion verdadera se le aplica el operador not.
obtendra su complemento o negacion. Este operador se indica por me
de los siguientes simbolos: {, -1

La tabla de verdad relacionada con el operador not es la siguiente

P P
1 )
0 1

La negacion o complemento de una funcion, es el valor contrario. Si p =
su complemento en binario es p' = 0.

Ejemplo 4.4. Sea p: “El automdvil es azul”; entonces su complemento
es p': “El automovil no es azul”.

Una doble negacidén de una proposicion es equivalente a afirmar la
posicion, esto es, p = p". Si una proposicién tiene un namero impar
negaciones es como si solo tuviera una, por ejemplop =p'. Porotrol
un numero par de negaciones equivale a una proposicion verdad

P = p.
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4.2 Proposiciones

Operador or exclusivo (xor)

Ademas de los operadores basicos (and, or y not) existe el operador Xxor,
cuyo funcionamiento es semejante al de or con la diferencia de que su
resultado es verdadero solamente si una de las proposiciones es cierta, ya
gue cuando ambas son verdad el resultado es falso. Este operador se in-
dica por medio del simbolo (©) y su tabla de verdad es la siguiente

q POq

[
0

O O - -, T
O L L o O

0

Como se ve a partir de la tabla, se obtiene un resultado verdadero solo
ruando una de las proposiciones es verdadera, pero no si ambas lo son:

pPO©q =p’AqvpAQq’

Finalmente, con ayuda de estos operadores basicos se pueden formar los
iperadores compuestos Nand (combinacion de Not y And), Nor (combina-
non de Not y Or) y Xnor (combinacion de Xor y Not), los cuales se trataran
ron mayor detenimiento en el capitulo de algebra booleana.

4.2.2 Proposicion condicional (->)

Tna proposicion condicional es aquella que esta formada por dos propo-
rciones simples (0 compuestas) p y g, y que se indica de la siguiente
nanera:

p—q

I=to se lee “si p entonces q”.

121

Ejemplo 4.5. Considérese que un candidato ala presidencia de México
dice: “Si salgo electo presidente de la Republica, entonces el crecimiento

anual del pais sera del 7%.”

Una declaracion como ésta se conoce como condicional, y para analizarla

sean las proposiciones:

p: Sali6 electo Presidente de la Repubilica,
g: El crecimiento anual fue del 7%.

www.FreeLibros.me
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De esta forma el enunciado anterior se puede expresar como

P-»qQ

y su tabla de verdad es la siguiente:

o O - -~ 0O
—.o—.Q

o

En esta tabla hay que observar que el Unico caso en el que (p -> ) es Oes
cuandop=1lyq=0.

La interpretacion de los resultados de la tabla es la siguiente:

1) p = 1 significa que “el candidato salié electo”, mientras que
q = 1significa que “el crecimiento anual del pais fue de 7%", por
lo tanto (p -» Q) = 1 indica que el candidato dijo la verdad en su
campana.

2) p=1ly q=0significa que el candidato mintié, ya que sali6é electo
y el crecimiento anual no fue del 7% como lo prometid, por lo
tanto la afirmacién del candidato es falsa: (1 -» 0) = 0.

3) p=0yqgs| significa que aunque no sali6 electo hubo un cre-
cimiento del 7% anual en el pais, crecimiento que posiblemente
fue ajeno al candidato presidencial y por lo tanto tampoco mintio,
de tal formaque 0 1)=1.

4) p=0yq = 0significa que el candidato no sali6 electo y que tam-
poco el crecimiento anual del pais fue del 7%, por lo tanto el
candidato no minti6 respecto a la afirmacion que hizo en su cam-
pafa, por lo que (0-» 0)= 1.

4.2.3 Proposicion bicondicional (<>

Sean p y q dos proposiciones, entonces se puede indicar la proposi
bicondicional de la siguiente forma:

P~ q

ALFAOMEGA
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Esto se lee como “p si solo si g” en donde la proposicion que representa
el enunciado (p  q) es verdadera si p es verdadera si y solo si g también
lo es. O bien la proposicién es verdadera si p es falsa y si sélo si g tam-
bién lo es.

Ejemplo 4.6. Considérese el enunciado “Es buen estudiante, siy solo
si, tiene promedio de diez.”

Para representar esto con notacion légica en forma de proposicion bicon-
dicional se definen las proposiciones

p: Es buen estudiante,
g: Tiene promedio de diez.

La tabla de verdad correspondiente es la siguiente:

P a9 P q
1 1 1
1 0 0
0o 1 0
0 O 1

Como se ve en la tabla, la proposicion bicondicional solamente es verda-
dera si tanto p como g son falsas o bien si ambas son verdaderas.

ando los diferentes operadores l6gicos expuestos, se pueden represen-
zai con notaciéon logica enunciados compuestos con mas de una propo-
sicion.

Ejemplo 4.7. Representar con notacion logica los siguientes enunciados:

a) “Sino estudio matematicas para computacién y no hago la tarea
de fundamentos de programacion, entonces reprobaré el semes-
tre o no podré ir de vacaciones a Cancun.”

El enunciado anterior es una proposicion condicional integrada por varias

proposiciones simples, y para representarlo con notacion logica lo primero

ALFA»
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#H
que se hace es determinar cuales son las proposiciones simples que la in-

tegran para asignarles un nombre. En este caso se tienen las siguientes:

p: Estudio matemaéaticas para computacion,

g: Hago la tarea de fundamentos de programacion,
r. Reprobaré el semestre.

s: Podré ir de vacaciones a Cancun.

Usando esto y los operadores correspondientes, el enunciado se expresa
como

(P'a g') ->(rv s)

El enunciado anterior no marca explicitamente en donde se deben de poner
paréntesis, sin embargo se puede inferir que si hay mas de una proposicion
antes de la palabra “entonces” o después de ella, éstas se deben de ence-
rrar entre paréntesis para no tener problemas con la jerarquia de operacion
de los conectores légicos.

b) “Si no pago el teléfono, entonces me cortaran el servicio telefo-
nico. Y si pago el teléfono, entonces me quedaré sin dinero o
pediré prestado. Y si me quedo sin dinero y pido prestado, enton-
ces no podré pagar la tarjeta de crédito, si sélo si soy una perso-
na desorganizada.”

En este caso se tienen las siguientes proposiciones simples:

Pago el teléfono.

Me cortaran el servicio telefénico.
Me quedaré sin dinero.

Pediré prestado.

Pagar la tarjeta de crédito.

= T 208D

: SOy una persona desorganizada.
Usando esto y los operadores, el enunciado dado se expresa como
P'-»Qalp->(rvs)al(ras)->t'low

Es conveniente encerrar entre paréntesis cada uno de los textos separados
por punto, ya que cada uno de estos textos representa una hipotesis (varias
hipo6tesis juntamente con su conclusién son parte de un teorema, como se
vera posteriormente). Se puede observar en el enunciado dado que después
de un punto y seguido aparece un conector légico “Y”. En general un pun-
to y seguido significa un operador légico “a” sin necesidad de ponerlo
explicitamente, por lo que en los siguientes ejercicios ya no se pondra el
operador logico sino solamente el punto.

ALFAOMEGA
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Es mas complicado representar correctamente las proposiciones por medio
de texto que por medio de notacion logica, ya que por lo general no se
usan los paréntesis para agrupar informacion lo cual genera ambiguedad.
Esto no sucede en matematicas, ya que los paréntesis permiten la evalua-
cion de la proposiciéon respetando la jerarquia de operacion de los diferen-
tes operadores légicos y la agrupacion de la informacién cuando es
necesario, ya sea para hacer mas clara la proposicion o bien para alterar
el orden de evaluacion. Sin embargo, nunca se debe abusar de los parén-
tesis ya que en lugar de hacer mas clara la proposicién la complican.

4.3 Tablas de verdad

Por medio de una tabla de verdad es posible mostrar los resultados obte-
nidos al aplicar cada uno de los operadores logicos, asi como el resultado
de la proposicion para todos y cada uno de los valores que pueden tener
'.as diferentes proposiciones simples que integran una proposicion com-
puesta. Con la tabla de verdad se puede observar con claridad el compor-
:amiento particular y generalizado de una proposicion y, con base en ello,
determinar sus propiedades y caracteristicas.

Una tabla de verdad esta formada por filas y columnas, y el nimero de
nias depende del namero de proposiciones diferentes que conforman una
proposicion compuesta. Asimismo, el niumero de columnas depende del
numero de proposiciones que integran la proposicion y del namero de
aperadores logicos contenidos en la misma.

En general se tiene la siguiente expresion:
Numero de filas = 2n

donde n es el nUmero de proposiciones diferentes que integran una pro-
posicion compuesta.

125

Tablas de verdad

Las tablas de valores de verdad son
una herramienta desarrollada por Char-
les Peirce en ladécada de 1880, siendo
sin embargo mas popular el formato
gue Ludwig Wittgenstein desarrollé en
su Tractatus logico-philosophicus, pu-
blicado en 1918 por Bertrand Russell.

Se emplean en légica para determinar
los posibles valores de verdad de una
expresion o proposicién.

Ejemplo 4.8. Construir latabla de verdad de la siguiente proposicion:

[(P-»q) v (q a Nl «>(r—0q)

En este caso se tiene que Numero de filas = 23= 8 porque son tres las pro-
posiciones diferentes (p, q, r) que integran la proposicion. Aunque también
esta ' en la proposicion compuesta anterior, se entiende que conociendo
el valor de q es posible conocer el de g, por lo tanto, se trata de la misma

proposicion.

www.FreeLibros.me
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Charles Sanders Peirce
(1839-1914)

N.acié en Cambridge, Massachussets,
Estados Unidos (10 de septiembre de
1839-19 de abril de 1914) y fue fil6sofo,
l6gico y cientifico. Es considerado el fun-
dador del pragmatismo y el padre de la
semidtica moderna.

Fue profesor de astronomia y mate-
méaticas en Harvard, y aunque se gradud
en quimica en la Universidad de Harvard,
nunca logro6 tener una posicion académi-
ca permanente a causa de su dificil per-
sonalidad (tal vez maniaco-depresiva) y
del escandalo que rodedé a su segundo
matrimonio después de divorciarse de su
primera mujer, Melusina Fay. Desarrollo
su carrera profesional como cientifico en
la United Status Coast Survey (1859-1891),
trabajando especialmente en astronomia,
en geodesia y en medidas pendulares.
Desde 1879 hasta 1884 fue profesor de

l6gica a tiempo par-
cial en la Universi-
dad Johns Hopkins.
Tras retirarse en
1888 se estableci6
con su segunda mu-
jer, Juliette Froissy,
en Milford, donde
muri6 de céancer
después de 26 afios
de escritura intensa
y prolifica.

Ludwig Josef Johann
Wittgenstein
(1889-1951)

Ef uno de los filésofos modernos funda-
mentales que en vida publicé solamente un
libro: el Tractatus logico-philosophicus,
que influy6 en gran medida a los positivis-
tas légicos del Circulo de Viena, movimien-
to del que nunca se considero parte. Tiempo
después, el Tractatus fue severamente cri-
ticado por el propio Wittgenstein en Los
cuadernos azul y
marrény ensus In-
vestigaciones  fi-
losoficas, ambas
obras postumas.
Fue discipulo de
Bertrand Russell
en el Trinity Colle-
ge de Cambridge,
donde maés tarde
también él llegd a
ser profesor.
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De acuerdo con lo anterior la tabla es la siguiente:

[(P-»Q) v

(p-»q) v (@ Anlo

Paragp gq (QAn  (ran r-*ad  (r->q)
000 1 i 0 1 1 1e1
001 1 i 1 1 0 0
0100 i 0 1 1 1
0110 i 0 1 1 1
100 1 O 0 0 1 0
1011 O 1 1 0 0
1100 1 0 1 1 1
1110 1 0 1 1 1

En la tabla de verdad es conveniente colocar los valores de las proposicio-
nes con cierto orden, ya que una tabla de verdad ordenada permite una
revision mas rapida. Se debe de tener presente que aunque no se alteran
los resultados si no se guarda un orden, al ordenar la tabla si se cambia la
colocacion de los mismos. El orden recomendado es primero colocar las
proposiciones ordenadas alfabéticamente y los valores de las mismas de
menor a mayor (000, 001, 010..... 111), y luego las proposiciones comple-
mento requeridas.

Por otro lado, al llevar a cabo la evaluacidén se debe de aplicar la siguiente
jerarquia de operacion:

Jerarquia Operador
B 0
2. /
3- A
4 a v
5 —»

De acuerdo con esta tabla, lo primero que se evalla en una proposicici
es lo que se encuentra entre paréntesis, después la negacidon, posterior
mente la interseccion y la union, y finalmente la condicional y la biconcL-
cional.

Cuando existe mas de un paréntesis se evalla primero el que se encuen
mas adentro y de izquierda a derecha, es decir, si se encuentran dos
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réntesis de forma que no esta uno dentro de otro, se evalta primero el que
se encuentra mas alaizquierda. Lo mismo ocurre con los operadores con-
dicional y bicondicional, que aunque tienen la misma jerarquia de operacion
se evalua primero el que se encuentre mas a la izquierda.

Ejemplo 4.9. Latabla de verdad de la proposicion p' (r'v qa p)

v ' -» p es la siguiente:

p'->

127

p'-> (Fvgap)

p g rpgqg?r dap (fvgap) (rvag) (r'vgAp) orvg' F
0O0O0O0O111 O 1 1 1 1 0
0011 10 o 0 1 0 0 1
010101 O 1 0 1 0 1
011100 0 0 1 0 0 1
1 00011 O 1 1 1 1 1
1 010 10 o 0 1 1 1 1
1100 01 1 1 0 1 0 1
111000 1 1 1 1 1 1
Aqui se tiene que
F=p'—=("vQgap) rvag—>p
Como se ve, primero se evalla la informacion dentro del paréntesis, pero
incluso dentro de €l se debe de respetar la jerarquia de operacion por lo
gue primero se evalla la a y después la v, luego como existe otra union
se debe llevar a cabo esta operacion. Posteriormente se aplica el operador
-» de la izquierda, ya que aunque su jerarquia es igual que la de la
derechay la <», su posicion mas ala izquierda le otorga prioridad. La eva-
luacion contintia con la M y finalmente la -» de la derecha.
4.3.1 Tautologia, contradiccién y contingencia
Tautologia es aquella proposicion (compuesta) que es cierta para todos
los valores de verdad de sus variables. Un ejemplo tipico es (p' v p), ya
rie el resultado es verdadero para todos los valores que puede tener p,
remo se muestra en la siguiente tabla de verdad:
p p' pPvp’
1 O 1
0O 1 1
ALFAOMEGA
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Otro ejemplo es (p -> q) (@' p'), cuya tabla de verdad es la siguiente:

p g p q P->q q ->P (P->q)~ (4" -»P)
O O 1 1 1 1 1
0] i 1 O 1 1 1
1 0 0 1 0 0] 1
1 1 O O 1 1 1 1 ;

Las tautologias son muy importantes en l6gica matematica, ya que al tenei
un resultado verdadero paratodos los valores de verdad, se consideran leyes
que se pueden utilizar para realizar demostraciones de teoremas o para in-
ferir resultados de proposiciones desconocidas. Existen varias tautologias
conocidas y a continuacion se listan las mas comunes que, por supuesto, es
posible verificar por medio de su tabla de verdad correspondiente:

Tabla 4.1 Tautologias comunes

1 Adicion:

a) p=>(pvq)
2. Simplificacion:

a) (paq)=p
3. Absurdo:

a) (p->0 =p

4. Modus ponens:

a [pa(p-»q)]=q¢
5. Modus tollens:

a) [(p->q)adq]=p
6. Transitividad de la bicondicional:

alp ada( N=@F 1
7. Transitividad de la condicional:

a) [P Qg)a(a >nN]=(p —>r)
8. Extensioén de la condicional:
a P—>»q)=[pvr)*(qv s)]
b) (p-»a)=[par :(qa s)
c)(p a)=I(g N —(p —r)]
9. Dilemas constructivos:
a) [(p "a (r >s)[==[(pvr)*(gv 9)
b) [(P-»@a (r-»s)]=[(par-»(qa )]
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.odas las tautologias de la lista anterior tienen la siguiente forma:
P=>Q
esto es, si P entonces Q.

Cuando se tiene una proposicién con letras mayusculas, como en el caso
interior, se entiende que esa letra mayuscula equivale a una proposicion
rompuesta y que como tal esta formada por varias proposiciones mas sim-
iles indicadas con letras minudsculas y conectadas por medio de operadores
.igicos.

?ara probar que las proposiciones anteriores son tautologias, se debe de
rambiar el simbolo => por -» y evaluar la proposicion en la forma normal.
20r ejemplo, la tabla de verdad de [(p ->0) a '] =p' es:

3 qa p'" g9 p->q P qad [P a)adq]->p
L0 0 1 1 i 1 1

0 i 1 0 i 0 1

1 0 1 0 0 1

1 1 0 O i 0 1

4.3.2 Contradiccion

Sedice que una proposicién es una contradiccion o “absurdo” si al evaluar
fsa proposicion el resultado es falso, para todos los valores de verdad. La
rontradiccion méas conocida es (P a P') como se muestra en la siguiente tabla
ie verdad.

P o' PaP'
0 1 0
1 0 0

Por ejemplo considérese
p: La puerta es verde.

Entonces la proposicion p a p' equivale a decir que “La puerta es verde y
la puerta no es verde”. Por lo tanto, ocurre una contradiccion.

La contradiccion P a P' se usa con frecuencia en la demostracion de teo-
remas, ya que si en ésta se obtiene que P es verdadera y p' también lo
es, resulta que P a P’ es verdadera, pero como se sabe que esto es una
rontradiccion entonces se puede concluir que el teorema es falso. Mas
adelante se vera con todo detalle la utilidad de la contradiccion.
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Inferencia l6gica

En relacién con la inferencia légica se
tienen la inferencia inductiva en la que
el proceso l6gico va de lo particular a
lo general, la inferencia deductiva que
se caracteriza por ir de jo general a lo
particular y por tener asociados los
modos de inferencia conocidos como
modus ponendo ponens y modus
tollendo tollens, y la inferencia trans-
ductiva que va de lo particular a lo
particular o de lo general a lo general.

/U .FArwtrr: &
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4.3.3 Contingencia

Una proposicion compuesta cuyos valores, en sus diferentes lineas de la
tabla de verdad, dan como resultado unos y ceros se llama contingencia,
inconsistencia o falacia. Practicamente cualquier proposicion que se inven-
te por lo general es una contingencia. Considérese el siguiente ejemplo:

p g p g avp @vp)*p" [@vp)->plag
0 0 1 1 1 1 0
0 [ 1 o 0 1 1
1 o 0 1 1 0 0
1 1 o 0 1 0 0

Tomando en cuenta el resultado final de esta tabla se dice que se trata de
una contingencia.

4.4 Inferencia logica

Los argumentos basados en tautologias representan métodos de razona-
miento universalmente correctos. Su validez depende solamente de
forma de las proposiciones que intervienen y no de los valores de verda:
de las variables que contienen. A esos argumentos y a la forma en que se
relacionan entre si se les llama reglas de inferencia, y éstas permiten re
lacionar dos o méas proposiciones para obtener una tercera que es vali'
en una demostracion.

Ejemplo 4.10. Considérese el siguiente argumento:

e Sies un gato, entonces come carne.
e Sjcome carne, entonces es felino.

Si es un gato, entonces es felino.
Sean las proposiciones:

p: Es un gato,
gq: Come carne,
r: Es felino.
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Utilizando éstas, el argumento anterior se puede representar con notacion
lI6gica de la siguiente manera:

P —q
q—r

p->r

Obsérvese que en esta regla de inferencia se parte de que las proposicio-
nes p->qyq-»rsonverdaderas, porque son hipotesis y parte del enun-
ciado, para obtener con ellas y la inferencia logica la proposicién p ->r que
también se considera valida. Con esto no se quiere decir que las tres pro-
posiciones son tautologias y que sus resultados en una tabla de verdad
son siempre verdaderos en todos sus casos, sino que dichas hipétesis y la
proposicion obtenida con la regla de inferencia deberan considerarse ver-
daderas, porque integrandolas forman un argumento valido y por supues-
to verdadero (posteriormente se vera cuales deben ser las caracteristicas
de los argumentos validos).

Ejemplo 4.11. Considérese el siguiente argumento: v

e Bajan los impuestos.

e Si bajan los impuestos, entonces el ingreso se eleva.

El ingreso se eleva
Sean las proposiciones:

p: Bajan los impuestos,
q: El ingreso se eleva.

Utilizando éstas, el argumento anterior se puede representar con notacion
I6gica de la siguiente manera:

P

P->q

“q

En. el ejemplo 4.10 se aplico una regla de inferencia conocida como “silo-
r -mo hipotético”, mientras que en el ejemplo 4.11 se utilizé la que se
rizoce como “Modus ponens”. Las proposiciones a las que se les aplica
tuia regla de inferencia pueden ser bastante complejas, sin embargo la
proposicion obtenida seréa valida siempre y cuando se respete la forma de
. regla de inferencia.
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132 V. Légica matematica

Ejemplo 4.12. Considérese el siguiente argumento:

(P s)va)-) (d a s
("as) >(s'vp)

m'e((P~s’)vg)™(s'vp)

Obsérvese coOmo en este caso se esta aplicando el silogismo hipotético
mostrado en el ejemplo 4.10. Aqui p es ((p sYvqQ),qges(qg'as)yres
(s'v p).

En la tabla 4.2 se listan las principales reglas de inferencia que se pueden
aplicar en una demostracion.

Tabla 4.2 Reglas de inferencia

10. Adicion 14. Conjuncién
P P
q
Pa(
11. Simplificacion 15. Modus ponens
P Aq P
P P-"q
il
12. Silogismo disyuntivo 16. Modus tollens
Pvq P q
P’ q'
q -P
13. Silogismo hipotético
p-"q
q->r

ALFAOMEGA )
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45 Equivalencia 1I6gica

lis reglas de inferencia permiten la creacion de nuevas proposiciones a
-partir de informacion conocida. Posiblemente la obtencion de la nueva
"Oposicion no sea dificil, pero si el determinar qué regla de inferencia se
lebera usar para obtener una proposicion que sea de utilidad.

4.5 Equivalencia logica

fe dice que dos proposiciones son légicamente equivalentes, o simple-
nente equivalentes, si coinciden sus resultados para los mismos valores
le verdad, y se indican como p = o bien como p <gq.

Ejemplo 4.13. Considérese la siguiente tabla.

p g pp g p-»q q—=P g P7 (P g)a(@-mp PO Q
0 0 1 1 i 1 1 1
0 1 1 0 i 0 1 0
1 0 0 1 0 1 0 0
1 1 0 O i 1 1 1

L O O

En esta tabla se puede observar que p -» g es légicamente equivalente a
su contra positiva q' -> p' ya que coinciden en todas sus lineas, por lo
tanto, se dice que (p Q) =(q' -> p')- También la interseccién de una pro-
posicion condicional con su reciproca es légicamente equivalente a la

proposicion bicondicional, de manera que [(p -» Q) a (g -» p)] = (p

IXisten varias proposiciones l6gicamente equivalentes, que son de gran
utilidad en la demostracion de teoremas; en la tabla 4.3 se presenta una
Ista de éstas.

Tabla 4.3 Proposiciones equivalentes

17. Doble negacion
a) p"*p
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134 1V . Légica matematica

18. Leyes conmutativas

a) (pvg)Mqgvp)
b) (pPaq)=(qa p)
c) (p<=a)=(q p)

19. Leyes asociativas

a) [(pvq) vr]=[pv(q vr)]
b) [([Pad)ail=[pa(qar)]

20. Leyes distributivas

a) [pv(@an]=[(pvaa(pvr)
b) [Pa(@vn]=[paq)v(par)]

21. Leyes de idempotencia

a) (pvp)™p
b) (Pap)=p

22. Leyes de Morgan

a (pvag)=(paq)
b) (PAqg)'s(p'vqg’)

23. Contrapositiva

a P->q)=(C"->p)

24. Variantes de la condicional

a (p"gq)-(p'va)
b) (p->a)=(Paq)
c) (pvq) =(p'-"q)
d (Paq)=(p->q)
e) [(p "Na(d "Nls[paaq->r]
f) [P 7a) a(P >Nl=[p "gar)]

25. Variantes de la bicondicional

a (P ag=[P->aa(@ ->p)]
b) (png)=[P'va)a (@ vp)]
) (P a)slpAg) v (p' aq)]

ALFAOMEGA )
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26. Contradiccion
a) (pap')eO

27. Ley de identidad

a (pv0O=p

b) (pvl)EI
c) (pa0=0
d) (pvp')EI
e) (pa D=p
f) Paqgva)=q

28. Disyuncion exclusiva

a POg=(pP q)

45 Equivalencia légica

Zs posible demostrar que dos proposiciones son l6gicamente equivalentes,
no solo por medio de una tabla de verdad como se hizo anteriormente, sino
:ambién con apoyo de las restantes equivalencias logicas.

Ejemplo 4.14.

Usando equivalencias logicas demostrar que:

P ao=I(P->q)a(@—=P)

Demostracion:

(p ™ g =i(p —20g) A<g—P)I
P'va)a(@vp)=(prvag a(vp
P'vadaPeva)=(pPvaaPEva)
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Augustus De Morgan
(1806-1871)

Fue un matematico y ldégico inglés
nacido en la India. Fue profesor de mate-
maticas en el Colegio Universitario de
Londres entre 1828 y 1866, y el primer
presidente de la Sdciedad de Matemati-
cas de Londres. De Morgan se intereso
especialmente por el algebra y escribio
varias obras de logica. En la moderna
l6gica matematica, llevan el nombre de
De Morgan las siguientes leyes funda-
mentales del algebra de la légica: «la
negacion de la conjuncién es equivalen-
te a la disyuncién
de las negacionesy;
W 2~ «la negacion de la
* disyuncién es equi-
valente a la conjun-
cion de las nega-
(( ciones.

Su obra principal
es La légica formal
o el célculo de infe-
rencias necesarias y

probables (1847).

Usando equivalencias 25by 24a

Aplicando 18a

De aqui se nota claramente que se trata de una equivalencia ldgica.

lebido a su utilidad en la demostracion de teoremas, en la tabla 4.4 se
presentan las principales tautologias, reglas de inferenciay equivalencias

I6gicas.
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136 V. Légica matematica

ibla 4.4 Expresiones utiles para la demostracién de teoremas*

Tautologias Reglas de inferencia Equivalencias logicas
Adicién 10. Adicién 17. Doble negacidon
a) P=>(pva P a) P"BP
Simplificaciéon PV q 18. Leyes conmutativas
a) (paq)=>p 11. Simplificacién a) (P va=@Qvp
Absurdo P A b) (p adg)=(qap)

q - (g A

a) (p~r"0O)”p" c) (pog)=(a”p)
Modus ponens p 19. Leyes asociativas
a)[pa(p-»q)]=gq 12. Silogismo disyuntivo a) [(pva)vr]=[pv(qvr)]
Modus tollens pVQ b) [(pag)arl=[pa(qgar)

20. Leyes distributivas

a) [pv(@an]=[pvaga(vr]
b) [pa(qvn]=[paaq)yv(parn)j

a) [(p->q)agl=p p’
Transitividad de la bicondicional

a) [(p a) a (g r] => (p <>r) 13. Silogismo hipotético 21. Leyes de idempotencia
T itividad de | dici |
ransi IXI ad de jcon iciona P —q a) (pvp)=p
a) [(p "a)a(@ ~nNl=>(p q-»r b) (p ap)sp
Extensién de la condicional 22. Leyes de De Morgan
a) (p-»q) =[pvr->(qvs) p=r a2 (pvq) = (p’
o pva)’' = (p'Aql

b) (p->a)=>[par) (qa )] 14. Conjuncion b) (pAq)'Mp'vq’)
¢ (P-»>a)==[a n->E 7] P 23. Contrapositiva
Dilemas constructivos H ,

c - N a) (p->q)=(gx->p’)
a) Ep->q)a(r->s)]=>[pvrn->(qvs) padg 24. Variantes de la condicional

b) 1P ->aa(r s]=[pan” (qgas) Modus ponens a (p—dq)=(p'va

p b) (p->0)=(pa ()
p->q c) (pVa) =(p'—q)
d (paag)={p =>0)/
*Q & [ "+ >NS[Ps a-rr]
16. Modus tollens ) [P>aa (p-"n1Sip-»@Ar)
P—q 25. Variantes de la bicondicional
q a) (P Q) =ip-»a)a(q-»p)

b) (P a)s(P'va)a(q v p)
c) (Po A)s=[(PAQ)V (p"AQ]
26. Contradiccion
a) (Pap')e O
27. Ley de identidad
a) (pv0)=p
b) Pv1l=1
c) (pPA0)=0
d (pvp'=1I
el (PAal=p
ff (PAgva)=q
28. Disyuncion exclusiva,

a (P©ag)=(p q)'

- P’

Je acuerdo con la informacién de esta tabla, en las demostraciones se cita el numero y el inciso de cada regla
ilizada, por ejemplo si de la regla 25 se aplica el inciso ¢ se indicara 25c.
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46 A rgumentos validos y no validos

4.6 Argumentos validos y no validos

Un argumento consiste en una o mas hipoétesis y una conclusion, de forma
que la conclusién se apoye en las hipotesis. También se puede considerar
I un argumento como una serie de proposiciones interrelacionadas que
:onforman una proposicion mas compleja, a la cual se le llama teorema.
Todos los argumentos necesitan de una o mas proposiciones iniciales, y a
estas proposiciones iniciales se les llama hipétesis. La conclusion de un
argumento o teorema es una consecuencia de las hipotesis, por esa razén
se requiere gue las hipotesis sean convincentes y explicitas.

In general los argumentos logicos a tratar tienen la siguiente forma:
P=>Q

la proposicion P esté integrada por proposiciones mas simples llamadas
zipotesis, las cuales se encuentran relacionadas por el operador l16gico a,
7 Q es la conclusion del teorema que también puede estar conformada por
ma 0 mas proposiciones simples, de tal manera que el argumento puede
:ener la siguiente forma:

(PiaP2a ... Apn) =>q

en donde pj, p2... pnson las hipotesis y q es la conclusion del razo-
namiento.

La validez del argumento depende de la estructura existente entre las
hipotesis y la conclusion, ya sea por la forma de conectar las hipotesis con
la conclusién o por la veracidad de la conclusion misma. La validez es una
propiedad de los argumentos. Un argumento puede tener otras propieda-
des como claro, confuso, endeble, convincente, grande, pequeino, feo o
oonito y sin embargo puede no ser valido.

Hay argumentos que son validos, mientras que otros no lo son. A conti-
nuacion se ilustra esto en los siguientes ejemplos.

137

Ejemplo 4.15. Caso en el que el argumento es valido, y tanto las hipo-

tesis como la conclusién son verdaderas.

Considérese lo siguiente:

“Las aves son oviparas. El gorrion es ave. Por lo tanto; el gorridén es ovi-

paro.”
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Considerar que:

Pi: Las aves son oviparas.
p2: El gorrion es ave.
g: El gorrién es oviparo.

Toda la informacion que se encuentra antes del término “Por lo tanto”
conforma las hipotesis. Lo que separa a una hipoétesis de otra es el punto
y seguido, el cual se representa por una interseccion entre cada una de las
hipotesis. Por otro lado, la parte que esta entre la palabra “Por lo tanto” y
el punto final del enunciado, es lo que se conoce como conclusion. Dicha
conclusion puede estar integrada también por mas de una proposicion. De
esta forma el enunciado anterior se puede representar con notacion logica
de la siguiente manera:

Piap2=>q

Como tanto hipoétesis como conclusiéon son verdaderas (Pi= 1, p2=1, q = 1),
entonces se trata de un argumento valido ya que:

1A1=>1

1->1

1

Ejemplo 4.16. En este caso se muestra que un argumento también es
valido cuando todas o alguna de las hipotesis es falsa, y la conclusion
es verdadera.

Considérese lo siguiente:

“Las mujeres son jovenes. Miss universo es mujer.
En conclusion, miss universo es joven.”

A partir de esto se definen:

pa: Las mujeres son jovenes.
p2: Miss universo es mujer,
g: Miss universo es joven.

En el enunciado anterior la caracteristica de joven es dificil de evaluar, ya
que depende con gquién se compare, perosuponiendo que una mujer es
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4.6 Argumentos validos y no validos 139

joven sitiene entre 17y 30 afios entonces se puede decir que paes “falsa”,
porgue hay mujeres que no son jovenes; p2es “verdadera” y q es “ver-
dadera”. Aunque se tienen hipotesis falsas (con una que sea falsa es
suficiente) y la conclusion verdadera, entonces el argumento es comple-
tamente valido. Considerando Pi =0, p2= 1y q = O se tiene:

0. 1=>1
0->1

1

Hay que observar que para evaluar la validez de un argumento, se toma
como base la proposicién condicional.

Ejemplo 4.17. Caso en el gue el argumento es valido, y las hipotesis y
la conclusion son falsas.

Considérese lo siguiente:

“Los alemanes son de raza negra. George Bush es de raza negra. Por lo
tanto; George Bush es aleman.”

A partir de esto se definen:

pa Los alemanes son de raza negra.
p2: George Bush es de raza negra,
g: George Bush es aleman.

En este caso las hipotesis plf p2 y la conclusiéon g son falsas, sin embargo
el argumento se considera valido.

Utilizando notacion légica, el argumento anterior se puede evaluar de la
siguiente forma:

0a0=>0
0->0
1

ALFAOMEGA
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V. Loégica matematica

Ejemplo 4.18. Un argumento no se considera valido, si esté integrado
por hipotesis verdaderas y conclusion falsa.

Considérese lo siguiente:

“c2= a2+ b2ec2= a2+ b2se aplica a triangulos rectangulos. Por lo tanto;,
es la segunda ley de Newton". i

Sean:

Pj: c2=a2+ b2
p2: c2= a2+ b2se aplica a triAngulos rectangulos,
q: Esla segunda ley de Newton.

En este caso pj y p2son “verdaderas” porque c2= a2+ b2es aplicable a
triAngulos rectangulos, ya que se trata del teorema de Pitagoras. Sin em-
bargo, al tener una conclusion falsa se dice que el argumento es invalido.

En términos de notacion logica y sustituyendo valores se tiene que:
\

Piap2=q
1A 1—>0
1-~0

0

Cuando los argumentos se expresan en nuestro propio lenguaje se debe
de tomar en cuenta el contexto, ya que se dan muchos supuestos, comc
sucede en el ejemplo 4.17 en donde una de las proposiciones es “George
W. Bush es de raza negra” y se refiere al presidente de Estados Unidos que
se supone que es conocido y que por lo mismo se sabe que no es de raza
negra, sin embargo podria haber alguien que se llame igual y si sea de
color, de forma que algo que se considera falso resulta ser verdadero para
algunos. Esto es parte de los riesgos que se corren cuando se trata la ar-

gumentacion logica.

Cuando no se sabe si las proposiciones gque integran un argumento son
falsas o verdaderas, es necesario probarlo en todos los casos posibles, te-
niendo en cuenta que un argumento no es valido solamente cuando a
partir de hipdtesis verdaderas se desprende una conclusion falsa, esto es.

cuando 1 -> 0.
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Ejemplo 4.19. Considérese el siguiente argumento:

(Qap)a(r >q)=>r

En este caso no se sabe si p, g o r son verdaderas o falsas ya que no re-
presentan una proposicion conocida y a la cual se le pueda asignar un
valor con exactitud, sin embargo resulta que este argumento es valido, ya
que si se elabora la tabla de verdad, para todos los valores posibles que
pueden tomar p, qy r, se encontrara que en todos los casos el argumento
es verdadero; esto es, se trata de una tautologia y por lo tanto es argu-

141

mento valido.

Ejemplo 4.20. Considérese el siguiente argumento:

P rMa(@vn=(q >p)

En este caso se trata de un argumento no valido, yaTque cuando p = 1,

g =ly r =Ose tiene que el argumento es falso.

La forma mas facil de determinar si un argumento es valido o no, cuando
no se tienen los valores de las proposiciones, es por medio de la tabla de
verdad. Si se trata de una tautologia se dice que el argumento es valido,
en caso contrario el argumento es invalido.

4.6.1 Tipos de argumentos

Basicamente existen dos tipos de argumentos logicos: deductivos e in-
ductivos.

e En un argumento deductivo se va de lo general a lo particular, se trata
de un procedimiento que parte de un teorema que esta formado por
hipdtesis y una conclusion. Se puede decir que se inicia con una expli-
cacion razonable para describir el comportamiento de un conjunto de
datos, y que esa explicacion se representa por medio de un teorema
que debera demostrarse formalmente por medio de leyes y reglas co-
nocidas (tautologias, reglas de inferencia y equivalencias ldgicas en el
caso de logica matematica). EI argumento podra ser valido o invalido.
Un argumento deductivo valido se define como aquel que siendo sus
hipotesis ciertas, la conclusion también lo es.
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e Enun argumento inductivo se va de lo particular alo general, se pue
decir que es el conjunto de observaciones y datos cuya tendencia
mite visualizar o generalizar el comportamiento de un evento. La ve
cidad de sus conclusiones se va reforzando con la generacion de més
mas datos que apuntan en una misma direccion.

En la préactica existen formas de argumentacion que no cumplen con
requisitos de los argumentos deductivos o inductivos, sin embargo en i
libro solamente se tratara la demostracion formal para argumentos ded'
tivos e inductivos debido a que son considerados como los mas riguros
y confiables.

4.7 Demostracion formal

Generalmente los argumentos l0gicos son razonamientos resultantes
enunciado de un problema que es posible representar, usando notaci
I6gica, como una proposicion condicional integrada por varias proposii
nes simples, siempre y cuando se identifiquen claramente las proposicioni
simples y los conectores l6gicos que unen dichas proposiciones. Como
plante6d anteriormente, por lo general a la proposicion condicional que re-
sulta del planteamiento de'un problema se le llama argumento o teore.

y tiene la forma P = Q, el donde P y Q son proposiciones compuestas,
las proposiciones que integran a P y que estan conectadas por operador

a se les llama hipotesis y a la proposicion Q se le llama conclusion.

Los teoremas representados con notacién logica, producto de un razonamie:
to, se pueden demostrar usando el “Método directo” o bien el “Método;

contradiccion” (Qque son métodos de demostracion deductivos). Dependiei
do de la naturaleza del teorema, algunas veces es mas sencilla la demc
tracion por el método directo y algunas veces es mas facil si se utiliza

meétodo por contradiccion.

4.7.1 Demostracion por el método directo

Supdngase que P = Q es el teorema resultante del planteamiento de un
problema usando para ello notacién logica, y que P y Q son proposiciones
compuestas en las que interviene cualquier niUmero de proposiciones sim-
ples que conforman una serie de hipotesis consideradas verdaderas. Se
dice que Q se desprende logicamente de P, y que por lo tanto el teorema
P => Q es verdadero. Sin embargo también P => Q puede ser falso, s:
se presenta alguna inconsistencia en la demostracion o planteamiento!
inicial.

Si
P=(PI AP2a ... APD)
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Q=q
entonces el teorema por demostrar toma la forma
(Pia p2a ...a pn=>q

tu donde plf p2 ... , pnson hipodtesis que se consideran verdaderas, ya
rie son parte del planteamiento del problema, y q es la conclusion a la
nal se debe llegar para demostrar lavalidez del teorema, usando para ello
reglas de inferencia, tautologias, equivalencias ldgicas y las propias hip6-
T9sis del problema. En la demostraciéon se deben de colocar primero las
lipétesis, seguidas de las proposiciones obtenidas al aplicar reglas de
inferencia, tautologias y equivalencias logicas, hasta llegar ala conclusion.
Todas las lineas de la demostracion se deben de numerar, con el fin de
evitar confusiones en la obtencion de nuevas proposiciones que se deben
ronsiderar verdaderas.

In general, las demostraciones formales deben de tener el siguiente for-
mato:

1- Pi

2 - p2
n - Pn
(n+1)- pntl
(m-1).- pma
m - q

las lineas 1 a n son las hipétesis resultantes del enunciado a demostrar,
7 siempre se colocan al principio de la demostracion. Las lineas (n + 1) a
m - 1) son proposiciones obtenidas usando reglas de inferencia, tautolo-
gias o equivalencias logicas, y finalmente la linea m es la conclusion q
obtenida.

Se puede decir que la demostracion de un teorema dependera de la logica
empleada por cada persona para relacionar la informacién.que ya conoce

por medio de reglas de inferencia, tautologias o equivalencias logicas
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hasta llegar a la conclusion, y que el camino no es unico. Algunas peisoi
demostraran el teorema por un camino corto y otras llegaran a la solucic
por una ruta mas larga, porque la vinculacion logica de informacion
diferente en cada caso. Realmente la demostracion de un teorema es ec
valente a resolver un problema de la vida real, y como en ésta cada persc-
na puede tener un procedimiento diferente para llegar a los mismc
resultados siendo algunos mejores que otros porque dependen del mane- |
jo légico de la informacion, de las herramientas utilizadas y dé la experiei
cia del propio sujeto.

No todas las personas logran resolver un problema determinado, sobre toe

si nunca antes se han enfrentado a ese tipo de problema. Sucede lo misir: |
en l6gica matematica: no todas las personas llegan a demostrar un teorei
dado, ya que esto requiere de un razonamiento logico para vincular la in-
formacion. También es importante mencionar que no todos los problemas
se pueden resolver de la misma manera, ademas de que no todos los tec-
remas son verdaderos, en cuyo caso es necesario demostrar que son falsos
lo cual se analizara mas adelante.

Si esta bien planteado el problema, el niumero de hipotesis (1 a la n) n:]
cambia, sin embargo el nUmero de proposiciones obtenidas entre (n+ 1) 7
(m - 1) varia dependiendo de las reglas de inferencia, tautologias o equi-
valencias légicas que cada persona utilice para llegar a la conclusion.

En el ejemplo 4.21 se demuestra un enunciado y se explica el uso de \a
herramientas logicas.

Ejemplo 4.21. Sean las siguientes proposiciones:

p: Trabajo,

g: Ahorro.

r: Compraré una casa.

s: Podré guardar el coche en mi casa.

A partir de esta informacion represéntese el siguiente enunciado en forma
de teorema usando notacion ldgica, y llévese a cabo la demostracion formal
aplicando el método directo.

“Si trabajo o ahorro, entonces compraré una casa. Si compro una casa,
entonces podreé guardar el coche en mi casa. Por consiguiente, si no puedo
guardar el coche en mi casa, entonces no ahorro.”

En el enunciado anterior, cada parrafo separado por punto y seguido es
una hipotesis hasta llegar a una frase como “Por consiguiente”, “Por lo
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tanto” o “En conclusién”, ya que después de esa frase toda la informacion
formara parte de la conclusion.

Como el planteamiento se debe representar en la forma P => Q, la informa-
cion que pertenece a cada elemento es como se muestra a continuacion.

p = Q
Si trabajo o ahorro, entonces compraré  Por si no puedo guardar
una casa. Si compro una casa, entonces  consiguiente el coche en mi casa,
podré guardar el coche en mi casa. entonces no ahorro

Como se ve, P puede estar integrada por varias hipotesis, cada una de
ellas separada por un punto y seguido, y para completar el teorema es
necesaria su conclusion correspondiente Q.

P => Q
Sitrabajooahorro, . Sicompro una Por si no puedo
entonces comprare casa, entonces consiguiente  guardar el
una casa podré guardar el coche en mi
coche en mi casa casa, entonces
no ahorro
(Pvag)->r A r->s s'—q'

En el cuadro anterior, P esta integrada por dos hipotesis

(pvQ)-~r
r-»s
Mientras que Q solo es la proposicién condicional

s'->(

Tomando en cuenta esto, el enunciado en forma de teorema es el siguiente:
[Pv a) >rla[r >s]=[s"-»q]

La forma general de este enunciado es:

(Pl Ap2A... APN=>q

A continuacién se demuestra el teorema, seflalando en cada paso la tau-
tologia, regla de inferencia o equivalencia logica que se usa en la demos-
tracion.
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146 V. Légica matematica

L pvQ->r Hipotesis

2. r->s Hipotesis

3 q-+(q vp) Adicion; 1

4 q->(Pv Q) 3; ley conmutativa; 18a

5 qg->r 4, 1; silogismo hipotético; 13
6. 4 S 5, 2; silogismo hipotético; 13
7. s'-» (' 6; contrapositiva; 23

Como se ve, lo primero que se coloca en la demostracion son las hipoétesis,
ya que es informacion conocida del problema. La linea 3 es la tautologia 1,
[P = (P v )], que en este caso no se aplico a ninguna linea sino que se
extrajo directamente de la lista de tautologias, se cambidé => por -> vy
se cambio la letra p por g y q por p, por conveniencia. Para obtener la linea
4, se aplicé ala informacion que se encuentra en la linea 3 la equivalencia
I6gica (18a). En la linea 5 se utilizd la informacion de las lineas 4y 1y se
aplico la regla de inferencia (13). En la linea 6 también se usé el silogismo
hipotético, pero ahora fue aplicado a la informacién de las lineas 5y 2.
Finalmente se aplicé a la informacién de la linea 6 la equivalencia légica
(23) para obtener la conclusién.

Como se menciond, el procedimiento para demostrar un teorema no es
unico sino que depende de cada persona. A continuacion se presenta otra
forma de demostrar el mismo teorema.

L (pvaQ)-ar Hipotesis

2. r->s Hipotesis

3 (pvQq)->s 1,2; Silogismo hipotético; 13
4. s'-)(pv q) 3; Contrapositiva; 23

5 s ->(p'aqn 4; Ley de De Morgan; 22a

6. (9'ap) ¢ Simplificaciéon; 2

7 (pP'a9d)-)q 6; Ley conmutativa; 18b

8. s'>q' 5, 7; Silogismo hipotético; 13

Obseérvese como las equivalencias logicas, como es el caso de la ley de De
Morgan para obtener la linea 5, se pueden aplicar a toda la linea o parte
de ella. Sin embargo, las reglas de inferencia requieren de una o mas lineas
completas con el formato de la regla, para poderse aplicar, como es el caso
del silogismo hipotético para obtener la linea 3, que requiere de la infor-
macion que se encuentra en las lineas 1y 2.

ALFAOMEGA
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£3 probable que las tautologias causen un poco de confusién en relacion
::n la forma en que se aplican en las demostraciones, ya que se puede
:ener parte de la tautologia en una linea y colocar el resto en otra, como
ie muestra a continuacion.

Supodngase que en una demostracion se tienen las siguientes lineas:

7. (p—>q)v s 5; Adicién; 1

lealmente la tautologia que se esta aplicando alalinea 5es la adicién p =
P v q), porque teniendo p, que eneste casop=(p q'), se puede obte-
ner (pv ), queenestecaso (pv q)=1[(p->49)v s

le mayoria de estas reglas vienen en dos presentaciones, una como tau-
-:logia y otra como regla de inferencia, de tal forma que en lugar de indi-
rei que se aplicé la adicion 1en lalinea 7, se pudo haber indicado que se
erlico la regla de inferencia 10, que también es una adicion.

les tautologias no necesariamente se tienen que aplicar a una linea, sino
rie se pueden extraer de la lista y colocarse en la demostracién como se
nuestra a continuacion:

6. [[(r7v q) >pla{s'—q)]=][(r'vq) ->p']l Simplificacion; 2

71 este caso se extrajo la tautologia (p a q) = p de la listay se colocé en la
zemostracion, por lo tanto no es necesario que se indique a qué linea se
iplicd, sélo se requiere indicar qué tautologia es y qué namero tiene. Ob-
ren/ese como lo unico que se debe guardar es la forma, ya que para aplicar
_eregla se consideré que p~*Kr'vqg)-) p'lyqueqg=(s" Q).

4,7.2 Demostracion por contradiccion

H procedimiento de la demostracidén por contradiccion es semejante al del
-etodo directo, con la diferencia de que las lineas iniciales de dicha de-
- rsstracion no son Unicamente las hipoétesis, sino que ademas se incluye
ma linea con la negacion de la conclusion. Se debe de tener presente que
el objetivo de la demostracion es llegar a una contradiccion de la forma

3 ApO=0.
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Ejemplo 4.22.

Légica matematica

%

La demostracion por contradiccion del teorema

[(Pva) >ra[r >s]=>[s"->q]

es la siguiente:

1L (pvQ r Hipotesis

2. r->s Hipotesis

3 (s'->qT Negacion de la conclusién

4. 1(s'Agq")T 3; Variantes de la condicional 24b
5 s'aq 4; Doble negacion; 17

6. s 5; Simplificacion; 11

7. 9 5; Simplificacion; 11

8 (pvqg)->s 1,2; Silogismo hipotético; 13
9. s'-"(pv Q) 8; Contrapositiva; 23

10. s (p'a Q') 9; Ley de De Morgan; 22a
11. (p'a Q) 6, 10; Modus ponens; 15

12. ¢ 11; Simplificacion; 11

13. ga- Q' 7, 12; Conjuncion; 14

14. O 13; Contradiccion; 26

El llegar a un valor de cero significa que el teorema es falso, pero como se
considerdo como verdadera la negacion de la conclusion y se colocé en la
demostracion, realmente lo que se estd demostrando es que el teorema
1Pv q) =& r] a[r->s] = [s'—q'] es verdadero.

En este caso el procedimiento por contradiccion resulté mas complejo, pero
No siempre es asi ya que existen teoremas que son mas faciles de demos-
trar por contradiccion.

En la demostracion por contradiccion del ejemplo 4.22 no era necesario llegar
a la contradicciéon con la proposicion g como de hecho ocurrié, g = ', sino
gue se podria haber llegado ala contradiccion de p, r o s. Cualquiera de ellas
es valida para la demostracion del teorema.

Ejemplo 4.23. Representar el siguiente enunciado en forma de teorema
usando notacion légica, y hacer la demostracion formal mediante el méto-
do directo y por contradiccion.

ALFAOMEGA .
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47 Demostraciéon formal

“Si no le acelero al automdévil, entonces el automovil no correra. Si
no le freno al automdévil, entonces el automovil no se detendra. Si el
automovil no corre o no se detiene, entonces el automoévil esta fa-
llando. De tal manera que si el automovil no estéa fallando, entonces
puedo acelerar y frenar el automovil.”

Sean las siguientes proposiciones:

Le acelero al automovil,
El automovil corre,

Le freno al automovil,
El automovil se detiene,

ft »n T 9 T

El automovil falla.

A partir de estas proposiciones y del enunciado dado se obtienen las hi-
potesis y la conclusidn siguientes:

p'-»q' Hipotesis
r'->g” Hipotesis
(q'vSO-»t Hipotesis
' —>(Pal Conclusiéon

Entonces el teorema por demostrar queda integrado de la siguiente
forma:

P glalrl->siaf@rvs)=[t ~(pal)]

Demostracion del teorema mediante el método directo:

1 p' —( Hipotesis

2. r'->s’ Hipotesis

3 (qvs)~rt Hipotesis

4. [p'->(q]a[f s 1, 2; Conjuncién; 14

5 (P'vr) (Qvs) 4; Dilema constructivo; 9a

6. (pyvr)->t 5, 3; Silogismo hipotético; 13
7. t'MN(p'vr')' 6; Contrapositiva; 23

8 t->(parn 7, Ley de De Morgan; 22a
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150 V. Légica matematica

Demostracion del teorema por contradiccion:

1 p'—q Hipotesis

2. r->¢g Hipotesis

3 (gvs) t Hipotesis

4. [t >((pPa ] Negacién de la conclusion -
5 [tv (pa nN] 4; Variantes de la condicional; 24a
6. t'a (par) 5; Ley de Morgan; 22a

7. t 6; Simplificacion; 11

8 (par) 6; Simplificacion; 11

9. [p° Aqgla [r7-> 5] 1, 2; Conjuncion; 14

10. (p'v r)->(q'v s) 9; Dilema constructivo; 9a

11. (pAr)™(q'vs") 10; Ley de De Morgan; 22b

12. (parn)->t 11, 3; Silogismo hipotético; 13

13. t 8, 12; Modus ponens; 15

14. t'At 7, 13; Conjuncion; 14

15. 0 14; Contradiccion; 26

Es recomendable que las proposiciones que integran la contradiccion sean
simples, como se muestra en la linea 14. Por lo general, una de ellas se
obtiene al relacionar la negacion de la conclusién con las demas proposi-
ciones, y la otra resulta de la vinculacion de las hipotesis resultantes del
planteamiento.

Por ultimo, hay que tener presente que no existe una forma unica de hacer
una demostracion, ya que siempre y cuando no se violen las reglas, cada
persona puede usar un procedimiento diferente.

’ 4.8 Predicados y sus valores de verdad

La logica de proposiciones es muy buena para inferir informacién cuando =
posible determinar claramente si una proposicion es falsa o verdadera, pei
en la vida real practicamente nada es totalmente falso o totalmente vercaj
dero, ya que influyen muchos factores. El problema de la l6gica de propc
ciones es que no puede trabajar con proposiciones en donde
gran cantidad de elementos cumplen con ciertas caracteristicas y otros

ALFAOMEGA )
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48 Predicados y sus valores de verdad
Sea la proposicion:
p: La puerta es verde.

¢Qué pasa si la puerta es verde a medias, es decir, si tiene espacios sin
pintar? A pesar de esto, en la l6gica proposicional se tiene que especificar
si p es falsa o verdadera.

La l6gica de predicados, o logica de conjuntos, se basa en que las propo-
siciones son conjuntos de elementos que tienen una propiedad o caracte-
ristica llamada “predicado”,y en este contexto una proposicién puede ser
verdadera para un grupo de elementos de un conjunto, pero falsa para
otro.

Con el fin de ilustrar los conceptos, consideérese el siguiente ejemplo:

Sean:

U = {x |x es un habitante del continente africano)
p: “Hablan francés"

A partir de esto se tiene que
p(x): “x habla francés”
: bien

p(x): “Todos los africanos hablan francés”
VX p(x): “Todos los africanos hablan francés”
3x p(x): “Algan o algunos africanos hablan francés”

Enla l6gica de predicados se debe definir un conjunto universo, dominio

: universo del discurso, que contiene a todos los elementos a los cuales

se esta sometiendo al predicado. En el ejemplo anterior el dominio es Uy

¢, predicado es p. Ademas se cuenta con los conceptos “Todos” y “Algu-

i:s”, que permiten manejar mas de un elemento de un conjunto y cuya
presentacion en matematicas es:

V = “Para todo o todos”
3 = “Existe alguno, algunos o al menos un elemento”

viamente la proposicion p(x) del ejemplo anterior es falsa, porgque si
en es cierto que muchos africanos hablan francés, también hay buena
3rte de los africanos que no hablan ese idioma, como por ejemplo la ma-
_ria de los sudafricanos.

www.FreeLibros.me
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Hay que observar también que
VX p(x) ep(X)

De tal manera que si no se le antepone al predicado el cuantificador univer-
sal V, es como si lo tuviera.

Por otro lado, se tiene que ar
3X p(x): “Algun africano habla francés”

Es verdadera, ya que efectivamente algunos africanos tienen como idioma
oficial el francés o hablan el idioma aunque no sea el oficial. Obsérvese que
Nno se especifica cuantos de ellos hablan francés, solo se plantea si la pro-
posicion es falsa o verdadera. Es obvio que 3x p(x) * p(X).

En general se acostumbra indicar junto con el predicado cual es el dominio
para esa proposicion, de forma gque los enunciados anteriores pueden
plantearse de la siguiente manera:

VX p(X) XGU
(Para todo x; tal que p, donde x es un elemento de U)

3x p(x) X6 U
(Existe algun elemento x; tal que p, donde x es elemento de U)

Como se puede observar, el concepto de conjunto es muy importante en
I6gica de predicados, por lo que es conveniente tener en cuenta la definicion
de conjunto, sus propiedades y algunos conjuntos que se utilizan con mas
frecuencia en matematicas.

Es importante mencionar que los operadores logicos {v, a, que se
usan en logica de proposiciones, son también validos en logica de predi-
cados.

Ejemplo 4.24. Sean:

ALFAOMEGA

U ={z |z es una persona}

A

= {X |x es un artista}

B ={y ]y es un politico}

AcUyBcU

p: Son ricos

g: Son corruptos

r:

Son ricos y corruptos
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48 Predicados y sus valores de verdad 153

A partir de aqui se tiene que:

Vz p(z): Todas las personas son ricas

VX p(x): Todos los artistas son ricos

Vy p(y): Todos los politicos son ricos

VX q(x): Todos los artistas son corruptos
Vy q(y): Todos los politicos son corruptos

3z q(z): Algunas personas son corruptas
3x p(x): Algunos artistas son ricos

3y p(y): Algunos politicos son ricos

3x q(x): Algunos artistas son corruptos
3y q(y): Algunos politicos son corruptos

Vz r(z): Todas las personas son ricas y corruptas
VX r(x): Todos los artistas son ricos y corruptos
3y r(y): Algunos politicos son ricos y corruptos

VX Vy r(X, y): Todos los artistas y todos los politicos son ricos y
corruptos

3x 3y r(x, y): Algunos artistas y algunos politicos son ricos y
corruptos

3x Vy r(x, y): Algunos artistas y todos los politicos son ricos y
corruptos

Se puede observar que en este caso se tiene que:
3X Vy r(x, y) = 3x p(x) a Vy q(y) x,yeU

El complemento de un enunciado se indica de la siguiente manera:
[VX p(X)]' = VX p'(X): Ningun artista es rico

ya que el complemento de todos es “ninguno”. Sin embargo, el comple-
mento de algunos son los elementos que faltan para completar “todos”:

[Bx p(X)]' = 3x p'(x): Algunos artistas no son ricos

Vx 3y r'(x, y): Ningun artista es rico ni corrupto, y algunos politicos
NO son ricos ni corruptos

. ALFAOMEGA
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Entonces el enunciado:

“Todos los artistas son ricos. Algunos politicos son corruptos. En
conclusién no todos los artistas y no todos los politicos son ricos
y corruptos.”

se puede representar como | »
[VXp(X) a 3y qy)] = [Bx3yr(x,y)] xe Ajye B

También puede expresarse sacando del corchete los cuantificadores Vy 3:
Vx 3y [p(x) a q(y)] =>3x3y [r'(x,y)] xe A yeB

o bien quitando el cuantificador universal V y dejando solamente el exis-
tencial 3:

3y [P(X) a q(y)] = 3x 3y [r'(X, y)] xeA;yeB

Como por lo general no se usan corchetes, también queda perfectamente
expresado de la siguiente forma:

p(x) a 3y q(y) = 3x 3y r'(x, y) xeA;yeB

Finalmente el enunciado se evalla de la misma manera que como se hace
en légica proposicional:

P(x) Es “falsa” (0) ya que no todos los
artistas son ricos.

3y q(y) Es “verdadera” (1) ya que algunos
politicos son corruptos.

3x 3y r'ix, y) Es “verdadera" (1) ya que algunos
artistas y algunos politicos no son
ricos ni corruptos.

En el momento de evaluar la proposicion es posible cambiar => por de
forma que el resultado del predicado p(x) = 3y q(y) = r'(X, y) se obtiene
sustituyendo valores:

Oa1 1 Es “verdadera”

Ejemplo 4.25. Sea el enunciado:

“Algunas elecciones son limpias y no es cierto que todas las eleccio-
nes sean dudosas o en algunas de ellas no se cuenta con informa-
cion.”

ALFAOMEGA
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48 Predicados y sus valores de verdad 155

Considerar que:

U= {X |x es una eleccion}

p: Son limpias

q: Son dudosas

r: Se cuenta con la informacién

p(x): Todas las elecciones son limpias
q(x): Todas las elecciones son dudosas
r(x): De todas las elecciones se cuenta con la informacion

A partir de esto, el enunciado anterior se puede representar de la siguien-
te manera:

3X p(X) a VX q'(X) v 3x r'(x) xe U

Si el valor de verdad de cada una de las proposiciones que integran el
predicado es:

3X p(x) Algunas elecciones son limpias
(verdadero)

VX g(x) = q(x) Todas las elecciones son dudosas
(falso)

q'(x) No es cierto que todas las elecciones

sean dudosas (verdadero)

VX r(x) = r(x) Se cuenta con la informacion de
todas las elecciones (falso)

3x r'(x) De algunas elecciones no se tiene
informacion” (verdadero)

De esta forma el enunciado completo se evalia como verdadero:

3XPX)a VXg'X) v XrxX)=1ao0'vi=1v1=1

K Drden en gque se colocan los argumentos es importante, ya que al cam-
de posicion los argumentos que se encuentran en el paréntesis, el
‘cado no siempre es el mismo.

) ALFAOMEGA
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Ejemplo 4.26. Sean:

A = {X |x es un ladron de Madrid}
B ={y ]y es una persona que ha sido asaltada en Madrid}
p: “Asaltaron a”

A partir de aqui se plantea que:

VX Vy p(X, y): Todos los ladrones de Madrid asaltaron a todas las
victimas de asalto en Madrid

Vy VX p(X, y): Todos los ladrones de Madrid asaltaron a todas las
victimas de asalto en Madrid

Vy VX p(y, X): Todas las victimas de asalto en Madrid asaltaron a
todos los ladrones de Madrid

VX 3y p(X, y): Todos los ladrones de Madrid asaltaron a algunas
victimas de asalto en Madrid

3y Vx p(y, X): Algunas victimas de asalto de Madrid asaltaron a todos
los ladrones de Madrid

3y 3x p(y, X): Algunas victimas de asalto de Madrid asaltaron a al-
gunos ladrones de Madrid

Obsérvese que es muy importante la posicion de los parametros dentro del
paréntesis, ya que cuando los conjuntos A y B no tienen los mismos ele-
mentos se puede obtener que:

VX VY p(X, y) = Vy VX p(X, Y) (sus parametros no cambian de
posicion)

VX Vy p(X, y) * Vy VX p(y, X) (sus parametros si cambian
de posicion)

3X 3y p(X, y) = 3y 3X p(X, y) (sus parametros no cambian de
posicion)

3x 3y p(X, y) * 3y 3x p(y, X) (sus parametros si cambian
de posicion)

33X Vy p(X, y) = Vy 3x p(X, y) (sus parametros no cambian de
posicion.

VX 3y p(X, y) * 3y VX p(y, X) (sus parametros si cambian

de posicion)

La posicion de los parametros permite saber el significado correcto de
enunciados y no el orden de los cuantificadores, ya que éstos indican
lamente la cantidad de elementos del dominio, que se estan sometie
al predicado.
ALFAOMEGA
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48 Predicados y sus valores de verdad

Ejemplo 4.27. Sean:

U={Xy |xe Ztye Z+#

p:

(x- <y

¢ Cual es el significado del predicado de cada uno de los siguientes incisos,
asi como su valor de verdad?

a)

b)

d)

Vx Vy [p(X, y)] = Vy VX [p(X, Y)] x,yeu

El significado es: “Para todo entero positivo se cumple que
(x- D <y.”
En este caso el predicado es “falso”, ya que existen elementos

en donde el predicado no es cierto. Por ejemplo, si X = 5 no se
cumple cuando y<4fsix =6nose cumple paray < 5

Vy 3x [p(X, Y)] x,yeU

El significado es: “Para algun entero positivo se cumple que
(x - 1) <y; paratodo entero positivo.” Obsérvese cOmo primero
se enuncia el parametro x, ya que esta colocado primero en el
paréntesis p(X, y).

El predicado es “verdadero™, ya que cuando x = 2 es verdad
paratodos los valores de y que puede tomar, lo mismo ocurre para
X = 1 Sin embargo, x =3 no se cumple siy = 1 Pero como es su-
ficiente que se cumpla para un valor de x, entonces se dice que
es cierta.

3y VX [p(X, y)] X, yeU

Significa que: “Paratodo entero positivo se cumple que (x- 1)<y;
para cuando menos un entero positivo.”

Es “verdadera”,ya que dado un valor entero positivo x cualquie-
ra, siempre se encontrardcuandomenos un valor de y que per-
mita que la desigualdad (x - 1) <y; se cumpla.

Vx 3y [p(X, Y)] X, yeU

Significa que: “Para todo entero positivo se cumple que (x - 1) <
y; para cuando menos un entero positivo.”

Se tiene lo mismo que en el inciso (c), ya que VX 3y [p(X, Y)] = 3y
VX [p(X, ¥)] = 3y [p(X, Y)] considerando que el cuantificador uni-
versal Vx se puede eliminar. Por lo tanto, es “verdadera”.
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e) 3x Vy [p(x, y)] x,yeU

Igual que el inciso (b), ya que 3x Vy [p(X, Y)] = Vy 3x [p(X, Y)] =
3 [p(X, y)], lo cual es “verdadero” cuando x = 1, 2.

3x 3y [p(X, y)] = 3y 3X [p(X, Y)] x.yeu

Significa que: “Existe algun entero positivo que cumple con
(x - 1) <y; para al menos algun entero positivo.”

Es “verdadero”.

Del ejemplo anterior se puede inferir que cuando se trata del mismo cuan-
tificador y el conjunto del discurso es el mismo tanto para x como para j.
no importa el orden en que sean colocados loscuantificadores, ya que Tanal

Z7 loi

significado es el mismo siempre y cuando no cambiende posicion los p ment
rametros dentro del paréntesis.
VX p(x, y) = Vy p(X, y)
P(X, y) = p(X, y) amva
VX Vy p(x, y) = Vy VX p(X, y)
3x 3y p(x, y) = 3y 3x p(x, y) 49
VX 3y p(X, y) =3y VX p(X, )
Sin embargo, se debe tener cuidado cuando se tienen cuantificadores r:_mo i
versal y existencial en un mismo predicado, pero donde X, y no pertenece | ~ialda
al mismo conjunto del discurso, ya que el resultado no necesariamente ls\;/)?ezs-i
conserva. )
-esid
El ndmero de argumentos de un predicado debe ser constante de ,rsar'r,o_
forma que p(a, b) es diferente de p(a, b, ¢). Sin embargo p(x) es equiva 'raciol
lente a p(w), siempre y cuando x y w pertenezcan al mismo universo di "o una
discurso. tener
.Ssumat
i i “ - 3 med
No siempre se tienen frases que contengan las palabras “todos” o “algu-
nos”, a veces existen enunciados con la palabra “ninguno”, de fori Eesentcl
gque ninguno de los elementos del universo del discurso cumple con S0S O
condicion. iduccio:
‘0S se
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4.9 Induccion matem atica

Ejemplo 4.28. Sean:

U = {x |x es alumno de la materia de matematicas para compu-

tacion}
p: Aprobod el examen de matematicas para computacion

p(x): Todos los alumnos de matematicas para computacion aproba-

ron el examen

El enunciado “Ningdn alumno aprobd el examen de matematicas para

computacion”, se puede representar como:

(VX p(x))' o bien VX p'(x)

In los predicados pueden existir variables libres y variables ligadas. Las
-friables ligadas a un cuantificador se consideran locales a ese predicado,
mentras que las que no tienen cuantificador se consideran libres. Por
ejemplo, en el siguiente predicado:

VX p(x) v 3z[q(y) a 1(2) a s(w)]

senvariables libres “w ” y “y". Se consideran variables ligadas a “x”y “z”.

4.9 Induccidon matematica

I:mo se mencion6 anteriormente, una proposicion es una oracion, frase,
.rialdad o desigualdad, que puede ser falsa o verdadera, pero no ambas a
javez. La induccion matemaética se utiliza cuando se desea probar si una
opresion matematica (igualdad o desigualdad) es falsa o verdadera, sin
zecesidad de representarla con notacion logica. En computacion es comun
:esarrollar programas en donde se tiene un “valor inicial”, para la primera
jeracion, un incremento o decremento que puede ser aplicado por medio
te una expresion matematica llamada término “n-ésimo”, que permite
m;tener los valores de una sumatoria en cada iteraciéon y un “resultado” de
~ sumatoria, el cual también es posible representar en forma generalizada
X r medio de una expresion matematica. Esto implica que es posible re-
presentar algoritmos en forma matematica y probar si esos algoritmos son
ilsos o verdaderos, usando para ello induccion matematica. Para usar la
nduccipn matematica en la demostracion de algoritmos es necesario que
i£-.ds se representen como una sumatoria de la siguiente manera:

X1+ X2+ x3... +t=1

Inicio Término n-ésimo Resultado
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Johann Cari Friedrich
Gauss
(1777-1855)

ue un matemaético, astrénomo y fisico
eman de una deslumbrante genialidad,
ue realizé contribuciones fundamenta-
is en la teoria de nUmeros, el analisis
latematico, la geometria diferencial, la

sodesia, el magnetismo y la éptica.
Considerado “elprin
cipe de las matema-
ticas” y “el matemati-
co mas grande desde
la antigedad", Gauss
es considerado uno
de los matematicos
que mas influencia ha
tenido a través de la

historia.
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En la sumatoria anterior, el primer elemento x1les el valor obtenido en la
primera iteracion (n = 1) y se conoce como valor inicial. El termino n-ésimc
es una expresion matematica que permite encontrar cada uno de los ele-
mentos de la sumatoriay que debera estar en funcion de n, ya que depen-
diendo del valor de n se determina si se trata del primero, segundo :
n-ésimo elemento. Finalmente, el resultado r también es una expresici
matematica en funcién de n que permite encontrar el resultado de. sume:
los n elementos de la sumatoria. La sumatoria anterior, incluyendo inici:
término n-ésimo y resultado, es la proposicion P(n).

m
El principio de inducciéon matematica establece que la proposicion P(ri) es
verdadera Vn > k si se cumplen las siguientes condiciones:

a) P{k) es verdadera cuando k= 1
b) P{k) es cierta cuando k=n+ 1

Al primer inciso se le conoce como “paso basico” y al segundo se le llama
“paso inductivo”.

El método consiste en sustituir n = 1en el n-ésimo término de la sumatoria
Si el resultado obtenido es igual al primer término de la sumatoria, se dice
que se cumple el paso basico. En caso de que se cumpla el paso basico, se
procede a probar si la proposicion también es verdadera cuando k=n + 1
Se sustituye (n + 1) en lugar de n en el termino n-ésimo de la sumatoria, se
agrega dicho término en los dos lados de la igualdad, para que no se alte-
re, y se realizan algunas operaciones algebraicas hasta obtener una forma
tal que sea facil de sustituir k = n + 1 Si el resultado, que ahora esta en
funcién de k, tiene la misma forma que la igualdad en funcion de n, se dice
que se cumple el paso inductivo y que, por lo tanto, la proposicion P[n) es
valida o verdadera. En caso de que no se cumpla el paso basico o inducti-
vO se considera que P(n) es falsa.

Cuenta la historia que cuando el mateméatico aleman Cari Friedrich Gauss
tenia diez afnos, su maestro necesitaba salir del salon de clase y para dejar
entretenidos a los alumnos les pidié que llevaran a cabo la siguiente su-
matoria:

1+2+ 3+ ... +998+ 999 + 1000

Seguramente el maestro esperaba que los alumnos hicieran 1000 sumas
para obtener el resultado, sin embargo se dice que cuando se disponia a
salir del salon Gauss le dijo que ya tenia el resultado, lo cual le sorprendio
por lo que le pidié que le explicara como lo habia obtenido. Gauss respon-
dido que si se suma el primero y el ultimo elementos de la sumatoria
(1 + 1000) el resultado es 1001, si se suman el segundo y el penultimo
(2 + 999) el resultado es 1001, si se suman el tercero y el antepenulti-
mo también el resultado es 1001, y si se sigue sumando asi hasta llegar a
sumar los que se encuentran en la parte media de la sumatoria (500 + 501)
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el resultado también es 1001. Por lo tanto, como el namero de parejas al
rimar 1000 elementos es 500, el resultado de la sumatoria es 500(1001),
romo se ilustra a continuacion:

1+2+ 3+ ... +500 + 501 + ... + 998 + 999 + 1000 = 500(1001)

Ejemplo 4.29. Para demostrar la respuesta de Gauss se usa induccién
matematica, por lo que su planteamiento se representa como una propo-
sicion en funcion de n:

Inicio Término n-ésimo Resultado

Se entiende que si esta en funcion de n, la proposicién P(n) es verdadera
Vn e Zy no solamente para multiplos de 10. Pero para efectos de su
representaciéon considérese que n = 1000 y por lo tanto 1001 = (n + 1),

500 = ?y el término n-ésimo en este caso es n.

Paso basico. Para demostrar que P[ri) es verdadera cuando k=n =1, se
sustituye 1 en el término n-ésimo, que en este caso es n:

12=1

Si al sustituir n - 1 en el término n-ésimo se obtiene como resultado el
primer elemento de la sumatoria, se dice que el “paso basico” se cumple,
COMo ocurre en este caso.

Paso inductivo. En el paso inductivo se debe probar que PJ[ri) es cierta
cuando k = n + 1, sustituyendo (n + 1) en todas las “enes” del término
n-ésimo y sumandolas a ambos miembros de la igualdad, hasta llegar a
una expresion semejante a la que esta al lado derecho del signo igual
(en este caso 5 i)fpero en lugar de que esté en funcién de n debe-

ra estar en funcion de k

Primeramente se sustituye [n + 1) en todas las “enes” del téermino n-ésimo
y se suma a ambos miembros:

. ALFAOMEGA
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1+2+3+ ... +2+(2+ 1) = n{n[+1) +(22+1)

22+ 1)+ A2+ 1)

)P+ 2
@+ 1)(2+2) Factorizando @+ 1)

2+ )22+1+10

( +D Sustituyendo k= 2+ 1

Como se obtuvo ——i U que es igual a ~”~ | se dice que se cumple
2 2

el paso inductivo. Debido a que tanto el paso basico como el inductivo se
cumplen, se afirma que P(n) es verdadera para todo valor entero de 2y que
por lo tanto Gauss tenia razén para el caso particular de 2= 1000.

Ejemplo 4.30. Considérese que se desea demostrar por inducciéon ma-
tematica la siguiente proposicion PJ[i2:

2+5+8+ ...+ 3n- 1) = £322+1])
2

Paso basico. Seak=n=1, entonces:
[3(1)-1]=2

Como al sustituir 2= 1 en el término n-ésimo (32- 1) se obtiene como re-
sultado el primer elemento de la sumatoria, se dice que el “paso basico”
se cumple.

Paso inductivo. Sea k = 2+ 1 Sustituyendo 2+ 1) en todas las “enes”
del término 22ésimo y sumandolo a ambos lados de la igualdad se tiene

que:
2+5+8+..+3n- )+[3(n+1)- W= J(32+1) +[3(n+1)- 1]
232+1) +2[3(n+1)- 1
3n2+ 2+ 2(3n+ 2)
ALFAOMEGA
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/
3n +n+ n+

2
3n2+ n+
2
(A+D@Bn+ )
2
_(n+N)EB(n+!1)+1)
2

_ k{3k +1) Sustituyendo k=n+ 1

163

Por lo tanto, también se cumple el paso inductivo y se dice que P{n) es

verdadera.

4.10 Aplicacion de la l6gica matematica

La logica matematica no es de reciente creacion, no surgié con el uso de
“as computadoras, por el contrario se ha consolidado en nuestro tiempo
porque es una herramienta fundamental para mejorar el software y hard-
ware gque conocemos.

La historia de la l6gica tiene sus inicios en el siglo Il a. C. con la “Teoria
silogista” de Aristoteles, quien introdujo los cuantificadores Vy 3, asi como
reglas de inferencia conocidas como el silogismo hipotético:

p->r

Ista regla se aplica en matematicas y programacion, algunas veces sin
saber que se trata del silogismo hipotético:

X>Y
Y>Z

X>z

También se encuentra disfrazada en algunas lineas de codigo de la si-
guiente manera:

IfX>YandY >ZthenX>Z

Aungue en sus inicios se uso principalmente para elaborar demostraciones
matematicas, en su aplicacion a la programacion el procedimiento de la

iemostracidén equivale a desarrollar un algoritmo para resolver un proble-
www.FreelLibros.me
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ma, usando para ello las instrucciones validas (asignacion, ciclos, lectura,
escritura, declaracion, etc.) de un lenguaje formal. Tanto el procedimiento
de demostracién como el disefio de algoritmos, dependen exclusivamente de
la I6gica usada por la persona que los desarrolla. Los caminos en ambas
situaciones pueden ser mas o menos eficientes, pero lo interesante en
ambos casos es que permiten usar la creatividad y reflexion de la persona
para lograr el objetivo, ya que no existe una forma Unica de demostrar un
teorema o desarrollar un algoritmo. |

En tiempos remotos Crisipo de Sodi (281-206 a. C.) introdujo los operadores
I6gicos de la conjuncion (a ), la disyuncion (v), laimplicacion (->), ladisyuncion
exclusiva (©) y lacomplementacion ('), asi como los valores de *“falso” o
“verdadero”. Con esos operadores logicos, muchos siglos después Augustus
De Morgan (1806-1871) enuncio sus famosas leyes de De Morgan:

(pvgv..v Z)I = (p'aq'a..az)

(Paga...a2)=(p'vgv..v2Z)

Que tienen aplicacion no sélo en légica matematica sino también en teoria
de conjuntos. A partir de esta informacion George Boole (1815-1864) cre6
el algebra booleana, la cual tiene amplias aplicaciones en la construcciéon
de computadoras, robotica y automatizacion de sistemas eléctricos, meca-
nicos y electrénicos.

La l6gica matematica también proporciona elementos para la creacion de
nuevos lenguajes de programacion, al permitir estructurar sintacticay se-
manticamente el lenguaje que se esta desarrollando. En relacion con esto,
a continuacion considérese la semejanza entre las composiciones de un
lenguaje formal y las proposiciones légicas que se vieron en el capitulo.

Sea
X={a, g, h i, m o, r} (Alfabeto)

Cuyas composiciones son

S—hA B-»rD F gC
A -»0B D ->mE C->a
B-»1C E ->iF

Las composiciones permiten saber si una palabra es valida en un lenguaje,
y este proceso de validaciéon lo llevan a cabo los compiladores de un len-
guaje de programacion para determinar si las instrucciones de un progra-
ma estan correctamente escritas. Actualmente mediante el uso de
lenguajes formales y de la variedad de herramientas que proporciona laj
I6gica matematica, se esta trabajando en la simulacién de lenguajes natu-
rales que permitan una comunicacion mas amplia con la computadora.
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411 Resumen

Zzia aplicacion importante de la logica matematica se encuentra en las
bases de datos, en donde se consideran los archivos como relaciones que
rueden manipularse por medio de operadores l6gicos para obtener nuevos
reportes de informacién, dando origen a lo que se conoce como “algebra
relacional” en la cual se basan todos los manejadores de bases de datos
conocidos. Las redes de computadoras también utilizan el concepto de
relacion para representar la comunicacion entre computadoras, de forma
rie es posible realizar operaciones légicas entre matrices booleanas para
zhtener caracteristicas necesarias en una red. Por todo lo anterior, se
;uede decir que la l6égica matematica es esencial en la computacion ya
rie permite sentar las bases para el entendimiento formal de practica-
mente todas las areas de ésta (bases de datos, programacion, inteligencia
artificial, lenguajes formales, sistemas digitales, redes, etcétera).

4.11 Resumen

la l6gica es una disciplina que por medio de reglas y técnicas, determina
si un razonamiento es valido. El elemento fundamental de la logica es la
proposicion.

Una proposicion es una oracion, frase o expresion matematica que puede
rer falsa o verdadera, pero no ambas a la vez.

los siguientes son dos ejemplos de proposiciones:

p: Miguel de Cervantes Saavedra escribio la obra el Quijote de la
Mancha.

q: (y- 1)>(3Bx+2

los operadores logicos basicos son and (a), or(v) y not('). Ademas de los
rperadores basicos, es posible usar las proposiciéon condicional (-») y bi-
rondicional (<-») para representar enunciados mas complejos, como se
nuestra en el siguiente ejemplo.

‘Si Compro una bicicleta o me levanto mas temprano, entonces, no llega-

tarde a la escuela. Reprobaré el semestre si y sélo si llego tarde a la
—cuela. En conclusién; si llegué tarde a la escuela y reprobé el semestre,
sitonces no compré una bicicleta o no me levanté temprano.”

jan

Compré una bicicleta,
gq: Me levanté mas temprano,
Llegué tarde a la escuela,

s: Reprobé el semestre.
www.FreelLibros.me
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Por lo tanto, el enunciado anterior se puede representar con notacion 16gi-
ca de la siguiente manera:

[(Pva)->rlafs<r=[ras)” (p'v q)]

Es posible cambiar de tiempo las proposiciones para que tenga sentido, de
tal manera que en lugar de decir compraré una bicicleta es posible decrj
compré una bicicleta o compro una bicicleta sin que esto afecte la repre-
sentacion del enunciado.

El enunciado anterior tiene formato de teorema, en donde las proposiciones
[Pv g r'IYls <»r] son las hipotesis y la proposicion [(ras) ™ IP' vqV
es la conclusién. Lo que separa a las hipotesis de la conclusién es el sint
bolo === Enunciados como éstos es posible demostrarlos por medio de.
método directo o el método por contradiccion.

Se dice que una proposicion es una tautologia, si el resultado es verdad”
ro para todos sus valores de verdad. Ejemplo:

Una proposicion es una contradiccion si el resultado es falso para todos 1
valores de verdad.

P p P AP’
0o 1 0
1 0 0

Se dice que dos proposiciones son légicamente equivalentes si sus res
tados son iguales para todos sus valores de verdad.

p g p q PAg p'Ag paqvVvpaq (p q' POg
0O 0 1 1 0 0 0 0 0
O 1 1 O 0 1 1 i 1
10 0 1 1 0 1 i 1
11 0 o0 0 0 0 0 0

En latabla anterior los resultados de las dltimas tres columnas son igual
por lo tanto se dice que son légicamente equivalentes y se escribe:
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411 Resumen

In una demostracion formal una regla de inferencia permite encontrar
proposiciones validas a partir de otras que también se consideran validas.
I;emplo: considerar que [p" 2 (qVv ] vy [(qv r) -> s] son validas, apu-
rando la regla de inferencia conocida como “silogismo hipotético” se puede
encontrar que [p' -> s] también es valida.

Is posible demostrar que un teorema es valido con el apoyo de tautologias,
equivalencias logicas y reglas de inferencia.

Ademas de la l6gica proposicional existe también la l6gica de predicados
r l6gica de conjuntos que considera a las proposiciones logicas como con-
intos de elementos, en donde no todos los elementos de un conjunto
limpien con las condiciones para decir que son verdaderos (o falsos) to-
-limente, de tal manera que se introducen los cuantificadores universal
- 1y existencia (3) para la representacion de enunciados. En la logica de
iredicados se debe ademas indicar cudl es el dominio (U). Ejemplo.

Sea:

U = {X /X es un automovil}
p: Son caros,

g: Son veloces,

r: Son lujosos.

*; algunos automoviles son veloces y lujosos, entonces son caros. Algunos
3:1 lujosos y no son veloces. En conclusién si todo automovil es caro,
eironces es veloz o lujoso.”

3X[[a(X)Ar(x)|-*p(x)]A3X[r(X)Aq'(x) 7>V x[p (XM q(x) vr(x)]]

operadores logicos de l6gica de proposiciones son también validos en
lar.za de predicados y la evaluacion se realiza de la misma manera.

1 rs métodos directo y por contradiccion usados en l6égica de proposiciones
mie predicados son métodos de demostracidon inductivos en donde se va
ce Id general a lo particular. Existen también métodos de demostraciéon
pr— al en donde se va de lo particular a lo general, demostrando que la
nriosicion es verdadera para el primer elemento (n = 1) para ny para
a-1) el cual recibe el nombre de induccion matematica.

www.FreeLibros.me
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4.12

Problemas

4.1. Representar en forma de teorema cada uno de los siguientes
enunciados, usando para ello notacion logica:

a)

“Si vivo en un lugar bajo, entonces se inunda la casa;..Si vivo
en un lugar alto, entonces me falta el agua o es zona cara. Por
consiguiente, si no es zona cara y no se inunda la casay me
falta el agua, entonces vivo en la montafa.”

“Esta en la seleccion si y so6lo si es buen jugador y tiene una
edad menor de 27 afos o pertenece al América. Si esta en la
seleccion y no es buen jugador o no pertenece al América,
entonces es del Morelia. Por lo tanto, si es del Morelia, enton-
ces es buen jugador.”

"Si estudia informatica o sistemas, entonces es alumno del
Tecnolégico. Es alumno del Tecnoldgico si y solo si es buen
estudiante. Por consiguiente, si no estudia sistemas o informa-
tica y no es alumno del Tecnoldgico, entonces no es buen es-
tudiante.”

“El programa corre, siy soélo si no tiene errores de compilacion.
Si no tiene errores de ldgica y no tiene errores de compila-
cién, entonces el programa esta bien y los resultados son sa-
tisfactorios. Por lo tanto, si tiene errores de compilacion o tiene
errores de logica, entonces el programa no corre y los resulta-
dos no son satisfactorios.”

“Si se realiza un buen disefo de la base de datos y se hace una
buena programacion, entonces se accesara rapidamente la
informacion. Sino se hace buena programacion, entonces toma
mucho tiempo corregir el programa. Por lo tanto, si no se acce-
sa rapidamente la informacion y toma mucho tiempo corregir
el programa, entonces no se ha realizado un buen disefio de la
base de datos.”

4.2. Representar en forma de teorema cada uno de los siguientes
enunciados, usando para ello notacién légica:

a)

“Haré la tarea de matematicas para computacion, si y solo si
tengo tiempo. Iré ala disco, siy soélo si tengo tiempo y tengo
dinero. Si no tengo dinero, entonces haré la tarea de matema-
ticas para computacion y veré un buen programa de television.
Por lo tanto, si veo un buen programa de television y tengo
tiempo, entonces haré la tarea de matematicas para compu-
tacion.”
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b)

412 Problemas

“Gana medalla en los juegos olimpicos, siy sélo si es buen
deportista y tiene una edad menor a 27 afnos, o no lo des-
califican los jueces. No es mexicano. De tal manera que, si
no gana medalla y no es buen deportista, o lo descalifican
los jueces, entonces es mexicano.”

“Si estudia informatica o estudia sistemas, entonces es
alumno del Tecnoldgico. Es alumno del Tecnoldégico, siy
s6lo si es buen estudiante. Por consiguiente, si no estudia
sistemas o informatica y no es alumno del Tecnoldgico,
entonces es un mal estudiante.”

“Sitengo conocimientos de computacion y domino el inglés,
entonces no tendré problemas para encontrar trabajo. Si
tengo problemas para encontrar trabajo, entonces tengo
mas de 40 afos o no me preparé lo suficiente. Por lo tanto,
si me preparo lo suficiente y no tengo mas de 40 afios y
domino el inglés, entonces no tendré problemas para en-
contrar trabajo."”

Elaborar la tabla de verdad para cada una de las siguientes
proposiciones compuestas:

a)

[(p-»q)-»r-> @ vragq)

b)p-)g'vrnpAq —f

c)
d)
e)
f)

(p->r<>[(gvrap)->x\
[ a)->rlal(p'vro )l
p~rger'vg'*p'Ar
I((PAr)o gn->p1 rT

4.4. Elaborar la tabla de verdad para cada una de las siguientes
proposiciones compuestas:

4.5.

a)
b)
o)
d)
€)

f)

[(P->q) ->r)vp]-»(rad)
pHgq'vr*p'-~"qA (Pvqg—p)
[pv(r->s9] I(p'as) r]
[ ag)->rl-»(P'vagar)
p'M(r'vqAp)Hrvqg'->p

I(P->q) (avrap) [ p) 1]

Demostrar que las proposiciones de cada uno de los incisos
siguientes son logicamente equivalentes, usando para ello
tautologias y/0 las equivalencias légicas restantes:
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4.6.

4.7.

4.8.

4.9.

4.10.

4.11.

Légica matematica

a) (p->nNa(->nN]=[(Paq)—r]
b) [pv(@arnl=[pap)vparnNv (padg)v (qar)

Demostrar que las proposiciones de cada uno de los incisos si-
guientes son l6gicamente equivalentes, usando para ello tautolo-
gias y/0 las equivalencias logicas restantes:

a)[p da@ nislP (gan

b) (p-"a)Mp'vq)

C) [pa(svrilh[p->(sv r)7

d) [(pvs)->(apvs)l=[(qapv s)7->(pv s)]

Demostrar por medio de una tabla de verdad que la regla 7a real-
mente es una tautologia.

Demostrar por medio de unatabla de verdad que las reglas 4a, 6a.
8c y 9a realmente son tautologias.

Establecer si los siguientes enunciados son validos o no. Explicar
Su respuesta:

a) (Q'vpdA(rAg)™r(pn rj
b) (r-> pja(q'vrn=>(p7->0q)
C) (p7-» Nal[(p'->Tr)->(q7a p)] =>(q7a p)

Establecer si los siguientes enunciados son validos o no. Explicar
Su respuesta:

a) [((p'vr)->qlaq7=>(p7v 7

b) (p agFa(gqvr)=>(p7-»r}

©) [(p7arn) ->(q->r)]=*[[(q->rf->(pvg)l [(p'ar->
(P v aq7ll

d) (p-»rJa(P7nqg)”™ (q7v I)

e) (r-»qjal(paqgqd->r1=>(q->1)

Representar el siguiente enunciado en forma de teorema y llevar
a cabo su demostracion usando el método directo y el método por
contradiccion:

“Sitengo mucho dinero o estoy muy carita, entonces las muchachas
me quieren. Ninguna quiere salir conmigo. Si las muchachas me
quieren, entonces todas quieren salir conmigo. Por lo tanto, no
tengo mucho dinero."
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4.12. Representar en forma de teorema el siguiente enunciado y
llevar a cabo su demostracion usando el método directo y el
meétodo por contradiccion:

“Si estudio electronica, entonces realizaré investigacion en
sistemas digitales. Si estudio informética, entonces manejaré
la informacion de una empresa. Si realizo investigaciones en
sistemas digitales o manejo la informacion de una empresa,
entonces estaré feliz. Por lo tanto, si no estoy feliz, entonces
no estudié electrénica y no estudié informética. ”

4.13. Representar en forma de teorema el siguiente enunciado y
llevar a cabo su demostracién usando el método directo y el
meétodo por contradiccion:

“Si se ha realizado un buen disefio de la base de datos y se
hace una buena programacion, entonces se accesa rapidamen-
te lainformacion. Si no se hace buena programacién, entonces
toma mucho tiempo corregir el programa. Por lo tanto, si no
se accesa rapidamente la informacion y toma poco tiempo
corregir el programa, entonces no se ha realizado un buen
disefio de la base de datos.”

4.14. Demostrar por el método directo el teorema de cada uno de
los siguientes incisos:

a) [p-»(@an]af(gvs)->tla(pvs)=(rvt

b) (paq)->rlalq ->s]=>[ras)” p]

c) [(p'ar->qlaq a[r->s]=[r->(sap)]

d) [p'->gla(r—=s)al(d vs)->w]=[w->(par)
e) [p qlafrvglap'alp'-»r]=][r->(rva)ap]

4.15. Demostrar por el método directo el teorema de cada uno de
los siguientes incisos:

a) [(rvg)® qlalp'-»rla(Qvrnalg p]=

[a" a [p'-> (9" a )]
b) [d—=(pas)]a[s =1 [sapvs)—=(raq)
c) [(qvr) 7slaft >q7=*[(qv s)->(t'v r)]
d[garlalp dlals->(q-»r)]]=I[s"a(q-»p’]
e) [(avs)"t]At'=> [(q'at)a(q t)
) [P ad1A[p" rl=[p' ->(qvr)]
g) (parn->dla[r pla[parT =[rvd]
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V.

4.16.

4.17.

4.18.

4.19.

Légica matematica

Demostrar por contradiccion cada uno de los incisos del ejercicio
4.9.

Demostrar de dos maneras diferentes usando el método directoy
por lo menos de una forma usando el método de contradiccion,

cada uno de los incisos siguientes: e

a) [(pva)>rlafr->s]=>[s"-»q]

b) [(Paaq)>r] alq7->s]=[(fas)->(qap]

c) [p—2(@an]al@vs)->tla(pvs)=t

d) [p7->rlag'a(pvr)a(r q)=][p'-4 (paqg)]aq]
e) [p'-»>qjalr->sTal(qvs)->t]=[t"->(par)]

Demostrar usando induccion matematica que las proposiciones
de cada uno de los siguientes incisos son verdaderas:

a 3+6+20+ ... +[n(N)+2]=(n+ 1D +2n- 1

b) 0+ 3+ 8+ ... +(n%- /1\): n2n+5)(n-1)

6
nn(n+1)2 4]
c) O+7+26+ ..+ (n3- 1) = 6
d 2-3 +10-15+ ...+ =[( I)ntin2+1]=n" @1+ D+ 2»

e) a(@al+ 1) +a@ +1)+a(ax+1l) +a@2+ 1)+ .. +alanl+ 1)

1- anfl
1- a

neN

Demostrar usando induccion matematica que las proposiciones
de cada uno de los siguientes incisos son verdaderas:

a 5+15+25+35+ ... + (10n- 5 =5n:

3 3 3 3 3 3n
b) g+ -t s+ o + oo

a a2 a3 a4 aD (antl-1)
O 2+2+2+2+ + 2 —2(a-1) aeR: a*°:3* 1

d) 2n>n2 ne Z+n>4
€) 20+ 21+ 22+ 23+ eee+2N=2nl- 1 ne N

f) (2]7]) + (22‘1) + (23-]) + el + (2*—]) =2n- 1
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4.20.

4.21.

4.22.

4.23.

4.12 Problemas

Representar el siguiente algoritmo en forma de sumatoria,
encontrar la férmula del n-ésimo término, la expresién mate-
matica del resultado y usar induccion matemaéatica para llevar
a cabo la prueba de dicha proposicion:

Xx= 1;
s=0;
Mientras (x < ri) hacer
Inicio
e=2X+ 1;
S=S+ €
Imprimir (e);
X = X+ 1,
Fin
Imprimir (s).
Representar el siguiente algoritmo en forma de sumatoria,
encontrar la formula del n-ésimo término, la expresion mate-

matica del resultado y usar induccion matematica para llevar
a cabo la prueba de dicha proposicion:

X=1I;
s=0;
Mientras (x < ri) hacer
Inicio
e=3x- 1-
S= s+ g
Imprimir (e);
X=X+ 1
Fin
Imprimir (s);

Demostrar usando induccién matematica que el “sort de se-

leccién con intercambio” (selection with exchange) lleva a
2
cabo —-— comparaciones para ordenar informacién en el

peor de los casos.

Demostrar usando induccion matematica que el "sort de la
2
burbuja” (bubble sort) lleva a cabo ------- comparaciones

para ordenar informacion en el peor de los casos.
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V.

4.24.

4.25.

4.26.

4.27.

Loégica matem atica

Demostrar por medio de induccion matematica que un arbol tiene
{n- 1) aristas. Aqui n es el nUmero de nodos.

Sea U= {x |x es un animal}. Encontrar los elementos necesarios
para llevar a cabo la representacion de cada una de las frases,
usando notacién logica. Decir si el enunciado es falso o verda-
dero. T;

a) “Todos los animales tienen alas”

b) “Algunos animales vuelan”

c) “Algunos animales tienen alas y vuelan”

d) “Algunos animales tienen alas y no vuelan”

e) “Sies ave, entonces tiene alas”

f) “Si es ave, pone huevos y cacaraquea, entonces es gallina”
g) “Algunas gallinas no ponen huevos”

h) “Si es ave entonces no es mamifero”

Sea U= {x |x es un animal}. Encontrar los elementos necesarios
para llevar a cabo la representacion de cada una de las frases,
usando notacién logica. Decir si el enunciado es falso o verda-
dero.

a) “Todos los gatos son carnivoros”

b) “Si es carnivoro y no es perro, entonces es un gato”
c) “Es carnivoro siy solo si es perro o gato”

d) “Ningun gato canta”

e) “Si canta entonces no es perro ni gato”

f) “Es carnivoro. No canta. No es perro ni gato, en conclusion es
un leén”

Decir con palabras el significado de cada uno de los siguientes
enunciados, asi como indicar cual es el valor de verdad para cada
uno de los incisos. Sea U={x, y\x, ye R}; p: “x2- 1=y".

a) Vx3yp(x, V)
b) 3xVyp(X, y)
c) Vy 3xp(x, )
d) VX Vyp(x,y)
e) 3x3yp(x,y)

(
(
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4.28. Decir con palabras el significado de cada uno de los enunciados,

asi como indicar cual es el valor de verdad para cada uno de
los incisos.

Sea U={x, y\x, ye R}; p: “x-y = 1".
a) 3y Vxp(x, )
b) Vx3yp(x,y)
c) 3xVyp(x, y)
d) vy 3xp(x, y)
e) VX Vy p(x, y)
f) 3x3yp(x,y)

4.29. Representar con notacién légica los enunciados de cada uno

4.30.

de los siguientes incisos.

Sea I7={X, y |X, ye R} p: “y=2x- 1"; q: “X >y";

r:

a) Si existen algunas “y” que para toda “x” tal que si

“y=2x- 1"y "x> y" entonces “y= —"
X

b) Si para toda “y” existe alguna “x” tal que si “y * 2x- 1”
1

o0 “y=—"; entonces “x<y"
X
i ) 1
c) Siparaalguna “x",existe alguna “y” tal que “y =—" 0 para
X

toda “x” “x> y" y existe alguna “y” tal que “y* 2x- 1”

Representar con notacion légica los enunciados de cada uno
de los siguientes incisos.

Sea U={x, y Ix, ye Rl p(x, y): “x<y”;q: “x-y=1";
r“x2+y2- 1"

a) Existen algunas “x” que paratoda “y” tal que “x2+y2=1"
y “X> y” O “X _ y: 1ll

b) Si para toda “x" existe alguna “y” tal que si “x< y”; en-
tonces para alguna “y” existe alguna “x” tal que “x - y*
1” 0 “x2+ y2= 1"

c) Si paratoda “x” y para toda “y" tal que “x > y” y si para
alguna “x< y”,entonces “x2+y2=1"
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Boole interpretd su sistema ala manera

aristotélica, como un algebra de clases y
de sus propiedades, y al hacerlo amplio

la antigua légica de clases y la liberd de

los limites del silogismo.

Martin Gardner

Objetivos
Aprender a simplificar expresiones booleanas usando teoremas del algebra booleana.
Aprender a simplificar expresiones booleanas por medio de mapas de Karnaugh.
Representar expresiones booleanas por medio de bloques logicos.
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|

George Boole
(1815-1864)

Fue un matemético britdnico que es
considerado como uno de los fundado-
res de las ciencias de la computacion debi-
do a su creaciéon del algebra booleana, la
cual es la base de la aritmética computa-
cional moderna.

Con una formacion autodidacta, Boole
fue profesor a la edad de 16 afios y a par-
tir de 1835 comenz6 a aprender matema-
ticas por si mismo. En este periodo
estudié los trabajos de Laplace y Lagran-
ge, comenz6 a estudiar algebra y en el
Transaction oi the Royal Society publico
Aplicacion de métodos algebraicos para
la solucion de ecuaciones diferenciales,
trabajo por el cual recibié la medalla de la
Real Sociedad.

En 1849 Boole ocupd una catedra de
matematicas en el Queens College, y per-
manecié en este puesto por el resto de su
vida. En 1854 publicé Las leyes del pen-
samiento, obra en la que plantea la l6gica
en términos de un algebra simple que se
conoce como algebra booleana y que
se aplica en la ciencia de la computacién
Yen el analisis de circuitos.

Otras areas de interés de Boole fueron
[as ecuaciones diferenciales en relacion
con las cuales escribié Tratado en ecua-

ciones diferenciales
que publicé en 1859,
el calculo de las di-
ferencias finitas que
expuso en Tratado
sobre el calculo de
las diferencias fini-
tas publicado en
1860, y los métodos
generales en proba-
bilidad.

ALFAOMEGA

V. Algebra booleana

5.1 Introduccidn

El algebra booleana fue desarrollada por George Boole y en su libro An
Investigation oi the Laws oi Thought, publicado en 1854, muestra las he-
rramientas para que las proposiciones logicas sean manipuladas en forma
algebraica. Debido al caracter abstracto de sus principios no tuvo una apli-
cacion directa sino hasta 1938 en que la compafia de teléfonos Bell de Es-
tados Unidos la utilizé para realizar un analisis de los circuitos de su red
telefonica. En ese mismo afio Claude E. Shannon, entonces estudiante de
postgrado del Instituto Tecnoldgico de Massachussets, a partir del algebra
de Boole cre¢ la llamada algebra de conmutacion para representar las pro-
piedades de conmutacion eléctrica biestables, demostrando con esto que e.
algebra booleana se adapta perfectamente al disefio y representacion de
circuitos logicos de control basados en relés e interruptores.

Los circuitos logicos de control tienen una gran importancia ya que las
computadoras, los sistemas telefonicos, los robots y cualquier operacién
automatizada en una empresa, son algunos de los ejemplos de la aplicacion
de éstos y del algebra booleana.

Una seinal es la representacion de informacion, y puede aparecer en forma
de valor o de una cadena de valores de una magnitud fisica. Existen prin-
cipalmente dos clases de sefales: analdgicas y digitales.

La sefal analdgica tiene como caracteristica principal el continuo cambie
de magnitud, de la misma manera que una corriente eléctrica y una presion
de gas.

En la sefal digital los posibles valores de tension estan divididos en un nu-
mero infinito de intervalos, a cada uno de los cuales esta asignado un valor
0 una cadena de valores como informacion. Una. sefal digital puede obtener-
se de una manera analdgica asignando ciertos umbrales de sensibilidad.

La senal binaria es una sefnal digital con solo dos valores posibles: conec-
tado-desconectado, verdadero-falso, 1-O.

5.2 Expresiones booleanas

El algebra booleana trabaja con senales binarias. Al mismo tiempo urE
gran cantidad de sistemas de control, también conocidos como digitales,
usan sefales binarias y éstas son un falso o un verdadero que proviene ce
sensores que mandan la informacion al circuito de control, mismo que
Illeva a cabo la evaluacion para obtener un valor que indicara si se lleva a
cabo o0 no una determinada actividad, como encender un foco, arrancar un
equipo de ventilacién en un cine o ejecutar una operacién matematica en
una computadora.
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5.2 Expresiones booleanas

Los sensores pueden ser “6pticos”, como los que se usan en tiendas de-
partamentales (de proximidad); “magnéticos”, como los que permiten
detectar armas en aeropuertos; de “temperatura”, como los que utiliza un
sistema de calefaccion, los refrigeradores o bien el mismo termostato que
controla el sistema de enfriamiento del motor de un vehiculo; de “nivel”,
ya que un flotador como el que tiene un tinaco o una cisterna para contro-
lar la cantidad de agua, es un sensor que puede mandar informacién a un
circuito de control.

En cada uno de estos grupos de sensores existen tipos, tamafnos y mode-
jjs, de acuerdo con el uso y funcionamiento, de forma que existen infra-
rrojos, laser, fotoeléctricos y de ultrasonido, entre otros.

raia resolver un problema practico en el cual se desea automatizar un
rroceso, es necesario realizar un analisis detallado de lo que se quiere

grar asi como de los tipos de sensores necesarios para obtener las sefia-
iIs. Unavez que se conoce esto se plantea el funcionamiento del circuito

jico en una expresion matematica, la cual recibe el nombre de funcion
looleana, y cada una de las variables de que esta integrada esta fufi-
ir:n representa un sensor que provee al circuito de una sefal de entrada.

Ejemplo 5.1. Supdngase que en una industria refresquera se
desea que un sistema automatico saque de la banda de transpor-
tacion un refresco que no cumple con los requisitos minimos de
calidad, y que para esto se cuenta con cuatro sensores en dife-
rentes puntos del sistema de transportacion para revisar aspectos
importantes de calidad. Supdéngase ademas que los sensores son
A, B, Cy Dy que el sistema F sacara al refresco si los sensores
emiten el siguiente grupo de sefales:

R B, OO OO O O O o »r
©CoOoOPr PFRPFRPPFPR OOOOUW™W
o oOopPr p OO R » O OO
r OpP OpFPr O O OO
b O O O O O Pk O PP Om
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| Claude Elwood Shannon
(1916-2001)

Ingeniero eléctrico y matematico esta-
dounidense, es considerado como el fun-
dador de la teoria de la informacion.

En 1936 obtuvo los titulos de ingenie-
ro electricista y matematico, y ese mismo
aflo comenzo6 a desempefiarse como asis-
tente de investigacion en el departamen-
to de ingenieria eléctrica en el Instituto
de Tecnologia de Massachusetts (MIT),
en donde trabajé en el computador anal6-
gico mas avanzado de ese tiempo (Van-
nevar Bush’s Differential Analyzer).

En esta época surgié su interés por
los circuitos de relevadores complejos e
intentando simplificar sistemas teleféni-
cos de relés se dio cuenta de que éstos
podian usarse para hacer célculos. Com-
binando esto con su gusto por la l6gica y
el algebra booleana pudo desarrollar esta
idea durante el verano de 1937, que paso
en los laboratorios Bell en la ciudad de
Nueva York.

En su tesis de maestria demostré que
el algebra booleana se podia utilizar en el
andlisis y la sintesis de la conmutacion de
los circuitos digitales. La tesis despert6
mucho interés cuando aparecié en 1938
en las publicaciones especializadas, y un
cuarto de siglo mas tarde H. H. Goldstine
la cité en su libro “Las computadoras
desde Pascal hasta Von Neumann" y la
calific6 como una de las aportaciones te6-
ricas fundamentales que ayudo a cambiar
el disefio de los circuitos digitales.

Shannon paso6 quince afios en los labo-
ratorios Bell y durante este periodo traba-
j6 en muchas areas, siendo lo mas notable
todo lo referente a la teoria de la informa-
cién, un desarrollo que fue publicado en
1948 bajo el nombre de “Una Teoria
Matematica de la Comunicacion”. En
este trabajo demostré que todas las fuen-
tes de informacién (telégrafo eléctrico,
teléfono, radio, la gente que habla, las
camaras de television, etc.) se pueden
medir y que los canales de comunicacion
tienen una unidad de medida similar.
Mostré también que la informaciéon se
puede transmitir sobre un canal si, y sola-
mente si, la magnitud de la fuente no
excede la capacidad de transmision del
canal que la conduce, y sent6 las bases
para la correccion de errores, supresion
de ruidos y redundancia.

En el area de las computadoras y de la
inteligencia artificial, en 1950 public6 un
trabajo que describia la programacién de
una computadora para jugar al ajedrez,
convirtiéndose en la base de posteriores
desarrollos.

Claude Elwood Shannon falleci6 el 24
de febrero del afio 2001, a la edad de 84
anos, después de una larga lucha en con-
tra de la enfermedad de Alzheimer.
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Algebra
booleana

El algebra booleana es un sistema al-
gebraico que consiste en un conjunto
B que contiene dos o mas elementos
y en el que estan definidas dos opera-
ciones, denominadas respectivamen-
te “suma u operacion OR” (#) vy
“producto u operacion AND” (), las
cuales satisfacen ias siguientes pro-
piedades:

1) Existencia de neutros. En B exis-

V.

A lgebra booleana

La funcion booleana que equivale a la tabla de verdad anterior

N i e e

B B P, B OO

R P O O B Bk

, O Rk O » O

O O O O - -

ten el elemento neutro de la suma
(0) y el elemento neutro del pro-
ducto (1), tales que para cualquier
elemento x de B:

X+ 0=x xel

2) Conmutatividad. Para cada x, y
en B:
X+ty=y+X Xey=y-*X

3) Asociatividad. Para cada x, vy, z
en B:
X+(y+z)= (x+y)+z
Xe(yez)=(xey)z

4) Distributividad. Para cada x, y, z
en B:
X+ (y-2)=(x+y) m(x+2)
Xe(y+tz)=(xey)+ (x*2)

5) Existencia de complementos.

Para cada x en B existe un elemen-
to x', llamado complemento de x,
tal que:

X+x'=1 Xex' =0

ALFAOMEGA

es:
F=A'B'C'D + A'B'CD + AB'C'D + AB'CD + AB'CD’
Esto implica que el refresco sera extraido de la banda de transpor-

tacion en cualquiera de los siguientes casos, ya que para cualquie-
ra de ellos se tiene que F = 1:

A=0, B=0, C=0,D=1
A=0, B=0, C=1,D=1
A=1 B=0 C=0D=1
A=1 B=0, C=1D=1
A=1 B=0, C=1D=0

La funcién booleana indica solamente los casos en donde el refres-
co sera extraido, pero existen varios casos mas en donde se deja-
ra pasar porque cumple con los requisitos minimos de calidad.

Se puede decir que en general una expresion booleana es un sistema
simbolos que incluyen 0O, 1, algunas variables y las operaciones légicas.

5.3 Propiedades de las expresiones booleanas

Las expresiones booleanas poseen las siguientes propiedades:

a) Estan compuestas de literales (A, B, C, ...) y cada una de €8

representa la sefial de un sensor. Un ejemplo es F = A'B
AB'CD.

b) EIl valor de las sefiales o de la funcion sélo puede ser 0o 1, i=
o verdadero.

c) Ademas de literales, en la expresidén booleana se puede ten
valor de O o 1 Por ejemplo: F=A'BDI + AB'CD + Q.
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5.3 Propiedades de las expresiones booleanas

d) Las literales de las expresiones booleanas pueden estar conec-

f)

tadas por medio de los operadores l6gicos And (a), Or (v) y Not
O. El operador And es una multiplicacion légica que se indica
por medio de un paréntesis, un punto o simplemente poniendo
juntas las variables que se multiplican, por ejemplo el producto
de A y B se expresa como (A)(B) =A «B=AB; el Or es una suma
I6gica que se indica con el signo +; y el operador Not es el com-
plemento o negacidon de una sefal que se indica por un apostro-
fo (). En la siguiente expresion se muestra la forma en que se
representan los operadores:

F=A'BDI + AB'CD + 0
=A'ABADAl1vA aB'aCaDvO

Es posible obtener el valor de una expresion booleana sustitu-
yendo en cada una de las literales el valor de 0 0 1, teniendo en
cuenta el comportamiento de los operadores ldgicos. En las si-
guientes tablas se muestra la manera en la que se aplica esta
propiedad:

And Or Not
A B AaB=AB A B (AvB)=A+B A A
1 1 1 1 1 1 1 0
1 0 0 1 0 1 0 1
0o 1 0 0O 1 1
0o o 0 0O O 0

Hay gue tener presente que en algebra booleana:

1+ 1=1
1+1+1=1
0+1=1
0+0=0

ya gque el valor maximo es 1

Ademas de las operaciones béasicas, también es posible aplicar
la ley de De Morgan de forma semejante a como se aplica en
teoria de conjuntos. EIl siguiente ejemplo muestra la aplicacion
de esta propiedad:

(ABCD)' =A' +B'+ C' + D'
(A+B+C+D)=A'B C'D'
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Teoremas del
r  algebra booleana

A partir de las propiedades de las ope-
raciones del algebra booleana se pue-
den demostrar los siguientes teoremas.

1) Teorema 1. Idempotencia.
X+ X=X X -x=X

2) Teorema 2. Identidad de los ele-
mentos O y 1.

x+1=1 x+0=0
3) Teorema 3. Absorcion.

X+ (Xeoy) =X
Xe(X+y)=x

4) Teorema 4. Complemento de 0
yi.
0-1 1-0

5) Teorema 5. Involucion.
(xy =x

6) Teorema 6. Leyes de Morgan.

(x+y) =x" sy (Xey) =x"+y'
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Tabla 5.1

NUumero
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TIPSR

9a.
10a.
lia.

13a.

V. Algebra booleana

5.4 Optimizacion de expresiones booleanas

Cuando se plantea un problema, en general la expresion booleana obteni-
da no necesariamente es la 6ptima, esto es, la mas facil, claray sencilla di
implementar utilizando compuertas l6gicas. La expresion que resulta de.
planteamiento del problema puede ser simplificada empleando para elle
teoremas y postulados del algebra booleana o bien mapas de Karnaugh.

5.4.1 Simplificacion de expresiones booleanas mediante
teoremas del algebra de Boole

Los teoremas que se van a utilizar se derivan de los postulados del algebra
booleana, y permiten simplificar las expresiones logicas o transformarlas
en otras que son equivalentes. Una expresion simplificada se puede imple
mentar con menos equipo y su circuito es mas claro que el que correspon-
de ala expresion no simplificada.

A continuacion se presenta una lista de teoremas, cada uno con sd
“dual”.

Teoremas del algebra de Boole

Teorema Dual
oA=DO 1+A=1
Ya=n 0O+A =A
AA =A A+A-A
AA'=0 A+A'=1
AB =BA A+B=B+A
ABC =A(BC) A+B+C=A+B+C)
(AB...Z) =A'"+B' +..+ Z' (A+B+...+Z)=A'B'...Z'
AB + AC =A(B + C) (A+B)A+C)=A+BC
AB + AB'= A (A+B)A+B)=A
A+AB=A AA+B)=A
A+AB=A+B A(A'+ B)=AB
CA+CAB=CA+CB (C+A)(C+A'"+B)=(C+A)C +B)
AB + A'C +BC=AB +A'C (A+B)A'"+C)B+C)=(A+B)A"+C)

En esta tabla A representa no s6lo una variable, sino también un tér
o factor, o bien una expresion.

Para obtener el “dual” de un teorema se convierte cada O (cero) en 1 (u1:
y cada 1 (uno) en O (cero), los signos mas (+) se convierten en parénte
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puntos o simplemente no se ponen, y los puntos en signos mas (+). Ademas
i5 esto, las variables no se complementan ya que al hacerlo se obtendria
fl complemento en lugar del dual.

?br otro lado, los teoremas 1a 4 se aplican en cualquier caso y los teore-
nas 5 a 9 son propiedades que tiene el algebra booleana, semejantes a

reglas de conjuntos correspondientes a las propiedades conmutativa,
asociativa y de De Morgan. Por lo general los teoremas 11 a 13 se aplican
ai combinacion, dependiendo de la expresion booleana.

la aplicacion de los teoremas es muy sencilla: simplemente se comparan

partes de la’ expresion con los teoremas que permitan hacer mas simple
¢ expresion, y esto se realiza hasta que ya no sea posible simplificar.

Ejemplo 5.2. Para simplificar la expresion booleana
F=AB + (ABC)' + C(B'+ A)
los teoremas de la tabla 5.1 se aplican de la siguiente manera:

F=AB + (ABC)' + C(B' + A)

F=AB+A'+B'+C'+C(B'+A) Después de aplicar
F=AB+A"+B'+C'+CB'+ CA Por 8a a la inversa
F=AB+A'+B'+CB'+C'+ CA Por 5a.
F=A'B+1)+B'(l+C)+C'+CA Por 8a.
F=A'l +B'l +C'+CA Por Ib.
F=A"+B'+C'+ CA Por 2a.
F=A"+B'.+C'+A Por lia.
F=(A+A)+B+C Por 5a.
F=(1+B)+C Por 4b.
F=1+C Por Ib.
F=1 Por Ib.

La expresion booleana en su forma mas simple es F = 1, y este resultado
indica que si se sustituyen las diferentes combinaciones con los valores
binarios 0 0o 1 de las variables A, By C en la expresién inicial, entonces el
resultado sera siempre igual a 1 (lo que se conoce en légica matematica
como tautologia).
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En general luego de un proceso de simplificacién el resultado no siemi
es 1, en cambio lo que se espera es obtener una expresion mas simi
conformada por menos variables.

22

Ejemplo 5.3. La simplificacion de la expresion booleana

F=2Z'X+XYZ+ X'Z'W

es la siguiente:

ALFAOMEGA

F=2Z'X+XY'Z+XZIA/

F=Z'X+X'W) + XY'Z Por 8a
F=Z'(X+W) + XY'Z Por lia )
F=Z'X+ZW + XY'Z Por 8a, a la inversa
F=XZY'+7) + Z'W Por 8a
F=X(Z'+Y') +Z'W Por lia
F=XZ"+XY'+Z'W Por 8a, a la inversa
K9]

En los ejemplos anteriores se utilizé un teorema a la vez, y esto se

para que no haya confusion en la aplicacion de los mismos. Obviame a
gue cuando ya se tiene suficiente practica, se pueden aplicar varios teo:

mas a la vez. Tampoco es necesario indicar qué teorema se usa, sin €

bargo aqui se hace para ilustrar la simplificacion.

Comprensiblemente las expresiones booleanas a simplificar son el re:
tado del planteamiento de un problema que se busca resolver, tal y co:
se ilustré al inicio del capitulo con la funcién booleana

F=A'B'C'D + AB'CD + AB'C'D + AB'CD + AB'CD'

Comunmente este tipo de expresiones booleanas son factibles de ser
plificadas, como se muestra a continuacion:

F=AB'C'D + AB'CD +AB'C'D + AB'CD + AB'CD'
F=A'B'D(C'+ C) + AB'D(C' + C) + AB'CD"
F=AB'D +AB'D + AB'CD’

F=B'D(A" + A) + AB'CD'

F=BD +AB'CD'
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F=B'(D + D'AC)
F=B'(D +AC)
F=BD+AB'C

1= conveniente mencionar que con las funciones booleanas se pueden

- -hnrar circuitos equivalentes tanto con la funcién booleana simplificada

2:no con la que se obtuvo inicialmente, sin embargo el circuito l6gico de

A rincidon booleana sin simplificar serd mas grande, complejo y usara mas
r_Ipo electrénico en su implementacion.

5.4.2 Simplificacion de expresiones booleanas usando mapas
de Karnaugh

|E método del mapa de Karnaugh es un procedimiento simple y directo
minimizar las expresiones booleanas, y fue propuesto por Edward W.
.zhy modificado ligeramente por Maurice Karnaugh.

|L napa representa un diagrama visual de todas las formas posibles en
ria se puede plantear una expresion booleana en forma normalizada. Al
isccnocer varios patrones se pueden obtener expresiones algebraicas
rm as para la misma expresion, y de éstas se puede escoger la mas
'Tle, la cual en general es la que tiene el menor nimero de variables

is de que esta expresion posiblemente no sea Unica.

tablas o0 mapas se dividen en cierto nimero de casillas, dependiendo
_i cantidad de variables que intervengan en la expresion. El nume-
: r casillas se puede calcular con la formula

numero de casillas = 2n

::nde n es el nUmero de variables. Asi a una expresion de 2 variables
ssponderd un mapa de 4 casillas, a una de 3 variables un mapa de
as y asi sucesivamente.

— 4término es aquel que forma parte de la expresion y que se puede
de la manera mas simple formando lo que se conoce en algebra
.tal como un monomio.
t emplo, la expresiéon
F=X'Y + XY
de dos minitérminos, X'Y y XY, y como se muestra a continuacion

s rasillas respectivas de la tabla correspondiente se pone un 1 si el
lino se encuentra en la expresion o un O si no esta:
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Maurice Karnaugh

17 ue Ingeniero de telecomunicaciones
estadounidense graduado en la universi-
dad de Yale en 1952 y director emérito
del ICCC (International Council for Com-
puter Communication). Trabajé como
investigador en los Laboratorios Bell des-
de 1952 a 1966 y en el centro de investi-
gacion de IBM de 1966 a 1993, desde
1975 es miembro del IEEE (Institute of
Electrical and Electronics Engineers) por
sus aportaciones sobre la utilizacion de
métodos numéricos en las telecomunica-
ciones y es el creador del método tabular
0 mapa de Karnaugh.

Un mapa de Karnaugh (también cono-
cido como tabla de Karnaugh o diagrama
de Veitch, abreviado como K-Mapa o KV-
Mapa) es un diagrama utilizado para la
minimizacion de funciones algebraicas
booleanas y consiste en una serie de cua-
drados cada uno de los cuales representa
una linea de la tabla de verdad. Puesto
que la tabla de verdad de una funcién de
N variables posee 2N filas, el mapa K
correspondiente debe poseer también 2N
cuadrados. Cada cuadrado contiene un O
o un 1, dependiendo del valor que toma
la funcién en cadafila. Las tablas de Kar-
naugh se pueden utilizar para funciones
de hasta 6 variables.
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Y
X 0 1
0 0 1
1 0 1

Para simplificar la expresion, en la tabla se agrupan los 1 de casillas adya-
centes en bloques cuadrados o rectangulares de 2, 4, 8, 16....2ny se des-
cartan las variables cuyo valor, 10 O, cambia de una casilla a otra. La regis
es agrupar la informacion con el menor numero posible de bloques ya que
de cada uno de éstos se obtiene cuando menos una literal, y los bloque:
deben estar conformados por el mayor nimero de casillas porque entre
mas grande sea el niumero de casillas agrupadas por blogue, mas simple
sera la expresion booleana resultante.

En el mapa anterior la variable X no conserva su valor ya que en la prime-
ra linea vale Oy en la segunda 1, por lo tanto se elimina. Sin embargo. T
mantiene el valor de 1 en ambas casillas, ya que en este caso el bloque que
agrupa la informacion se encuentra solamente en la columna de la dereche
De esta forma se obtiene que la expresion simplificada del mapa de Ka:

naugh es F =Y.

Como se ve, la simplificacién anterior consiste en la aplicacién de los pos-
tulados del algebra booleana, pero de manera gréfica.

Para simplificar una expresion que incluye tres variables se tiene que e
mapa consta de 8 casillas. Hay que observar que la secuencia en que ee
coloca la expresion en la tabla no es la binaria ascendente, sino una le
forma que solamente exista un cambio de Oa 10 de 1a 0Oalavez, esto ee
una en la que no debe cambiar mas que un bit en cada paso. A esta foros
de arreglar los bits se le llama cédigo reflejado.

Ejemplo 5.4. Representar en un mapa de Karnaugh y determinar la
expresion booleana simplificada de:

F=XY'Z"+ XY'Z + XYZ'+ X'YZ'
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La solucion es la siguiente:

YZ
X 00 01 11 10
0 1
1 1 1 1

En este caso se forman dos bloques, mismos que permiten eliminar una
variable en cada uno de ellos de forma que la expresién simplificada es:

F=XY'+YZ

Ir. general se tiene que cuando el ndmero de variables que integran la
fxpresidén booleana es impar, el namero de filas del mapa es menor que el
I -mero de columnas. También es conveniente ordenar las variables alfa-
; encamente colocando las primeras variables como filas y las restantes

::zto columnas.

Como se muestra en el siguiente mapa, un 1de una celda

Ejemplo 5.5.
puede estar contenido en mas de un bloque.
YZ
X 00 01 11 10
0 1 1

En el caso de esta tabla se tiene que la expresion booleana sin simplifi-

car es:
F=XYZ+XTZ + XY'Z +XYZ + XYZ'

la cual ya simplificada queda como:
F=Z+ XY

ALFAOMEGA
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En el ejemplo anterior se formaron dos bloques, y en el mayor se eliminaron
las variables X, Y debido a que de una casilla a otra cambian dé valor.
Ademas se observa que entre mas grande sea el bloque, la expresion re-
sultante es menor.

Si en un mapa de Karnaugh se unen los dos extremos, ya sea horizontal o
verticalmente, entonces las celdas de las esquinas del mismo quedaran
juntas y por lo tanto se consideraran como celdas adyacentes, Esto permi-

te realizar una mejor simplificacion.

Ejemplo 5.6. Simplificar la siguiente expresion booleana:
F=WX"+W'XY'Z+WXYZ+WXY'Z+WX'Y'Z"+WX'YZ'

Como se ve, no siempre la expresion original tiene todas las variables en
cada uno de sus minitérminos. En donde es asi, el minitérmino equivale a
las variables que se dan inicialmente, en este caso W'X' juntamente con
todas las posibles combinaciones de las variables faltantes:

W X'=W'XYZ+WX'Y'Z +WX'Y'Z'+ WX'YZ'

Después se colocan los unos en las celdas correspondientes y se procede
a realizar la agrupacion y simplificacion de los bloques.

YZ
WX 00 01 n 10

00 1 1 1 1
01 1 1

n 1

10 1 1

Hay que observar como cada uno de los bloques tiene cuando menos un 1
que es exclusivo de él. Ademas se tienen dos bloques de 4 celdas adyacen-
tes, uno de ellos enmarcado en un cuadrado mientras que al otro lo conforman
las esquinas del mapa, y en cada uno de ellos se eliminan 2 variables. Apar-
te de esto, se tiene un pequefo bloque de dos celdas.

ALFAOMEGA
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La funcién simplificada queda como sigue:
F=XZ'"+W'Z+WY'Z

Del bloque de las esquinas Del bloque de 2 celdas
Del cuadrado de 4 celdas

Ejemplo 5.7. Usando mapas de Karnaugh es posible simplificar la ex-
presion booleana

F=A'B'C'D + A'B'CD + AB'C'D + AB'CD + AB'CD'

que resultd del problema de la embotelladora planteado al principio del
capitulo.

En este caso se tiene la siguiente tabla:

CD
AB 00 01 11 10
00 1 1
01
11
10 1 1 1

La expresion simplificada es:

F=BD+AB'C
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Ejemplo 5.8. Simplificar la expresion booleana
F=AB'C'D + A'B'C + CD+ AB'CD + AB'CD'

y obtener la expresion simplificada en sumas de productos y en productos
de sumas. % m

Primero que nada se sabe que:

A'B'C =A'B'CD'+A'B'CD
CD=A'B'CD + A'BCD + ABCD + AB'CD
Usando la informacion, tanto los minitérminos que se complementaron con

variables como los inicialmente completos, se tiene el siguiente mapa de
Karnaugh:

CD
AB 00 01 11 10
00 1 1 1
01 1
11 1
10 1 1

Hay que observar como un 1puede estar considerado en diferentes bloques,
como ocurre con el que esta en la posicion 0011.

En este mapa se tienen nuevamente 3 bloques, 2 de cuatro celdas y 1 de
dos. Eliminando los que cambian de valor de una celda a otra se tiene

que:
F=B'C+CD+AB'D

Esta es la expresion booleana simplificada en sumas de productos.
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En el caso del “producto de sumas” se utiliza el mismo mapa de Karnaugh,
pero en las celdas vacias se colocan ceros y se agrupa la informacion de
manera semejante a cuando se tienen unos, como se muestra en el siguien-

te mapa:

CD
AB 00 (01} ii 10
—OO—|O

-0

oL | 0 ! 0

l'o g
1 i 0 0 0
10 10

La informacidon se agrupo en este caso en cuatro bloques de 4 celdas cada
uno de ellos, y para evitar confusiones en su lectura se le asigno una letra
a cada bloque de tal forma que se obtiene la siguiente expresion comple-
mento debido a que se usaron las celdas de ceros y no las de unos:

F'=CD' +BD' +BC' +AC’

El asignarle una letra o niumero a un bloque permite ordenar mejor el re-
sultado de tal forma que el primer término C'D’ es la lectura del bloque “a”
BD' lo es del blogue “b" y asi sucesivamente. El orden en que se asigne la
letra no es importante, ya que puede variar de persona a persona.

Complementando ambos miembros de la expresion booleana resulta que:
(F) =(C'D'+BD'+BC'+ AC")’
Aplicando ahora la ley de De Morgan:
F=(C+D)(B'+D) (B'+C) (A" + C)

Esta es la expresion booleana simplificada en productos de sumas.

Hay que observar que no es igual la expresién booleana simplificada en
sumas de productos que la que se obtuvo en productos de sumas, sin
embargo se puede decir que son I6gicamente equivalentes. Esto se puede
demostrar usando teoremas del algebra booleana o bien elaborando las
tablas de verdad correspondientes.
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A medida que crece el numero de variables de la expresion booleana, se
hace mas complicado el mapa de Karnaugh ya que el namero de celdas
esta dado por 2n. Un mapa de 5variables es equivalente a dos mapas de
4, como se muestra a continuacion.

CDE
AB 000 001 011 010 110 111 101 ¢ 3°°

00

+ A1 111

11 i i

10 X 2 3 5

Cuanto crece el mapa, también se ve incrementada la cantidad de celdas
adyacentes para agrupar la informacion. Por ejemplo, en un mapa de -
variables una celda es adyacente a 4 celdas, mientras que en un mapa 0s
5 variables cada celda tiene 5 celdas adyacentes y asi sucesivamente. Ez
el mapa anterior la celda con sombreado oscuro es adyacente alas 5 celdas
con sombreado mas claro, la celda con la letra X es adyacente a las cel
numeradas con 1,2,3, 4, 5, de tal manera que cada celda se puede agru
para formar un bloque de dos casillas, con cinco celdas mas.
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En el mapa anterior el par de celdas con sombreado oscuro se pueden
agrupar con las celdas de sombreado claro para formar un bloque de 4
rasillas. Obsérvese como la frontera entre los dos mapas de 4 acta como

espejo.

193

Ejemplo 5.9. Considérese el siguiente mapa de Karnau, y a partir de él
determinese la expresion booleana simplificada en sumas de productos y

productos de sumas.

Primero se tiene que la expresion booleana simplificada en sumas de pro-

ductos es:

F =BDE + ADE + B'D'E' + A'C'

Para obtener la expresion booleana simplificada en productos de sumas
se ponen ceros en las celdas vacias, se agrupa la informacién en bloques

y se hace la lectura correspondiente.
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La expresion booleana que se lee a partir de la tabla es:
F'=ABD'+ AD'E + ADE'+ CDE' + A'B'CE + BCD'

Complementando ambos miembros de laigualdad y aplicando la ley de De
Morgan se tiene finalmente que:

F=(A'"+B'+D)A'"+D+E")YA'"+D'+E)C'"+D'+E)A+B+C' +FE
(B'+C'+ D)

El mapa de seis variables se divide en 4 mapas de cuatro variables. Caa-
una de las celdas es adyacente a 6 casillas con las mismas reglas ya cono-
cidas.
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Ejemplo 5.10. Considérese el siguiente mapa de Karnaugh y determi-
nese la expresion booleana mas simple en sumas de productos y produc-

tos de sumas.

Se tiene que la expresion booleana simplificada en sumas de productos
es:

F=A'CD'F' +ACD'+B'C'D'F' + BC'D + CF

Para obtener la expresion de productos de sumas se tiene la tabla si-
guiente:
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A partir del mapa de Karnaugh se tiene la expresion
F'=A'CE'F'+ A'C'D'F + ABC'D'+ B'C'F + B'C'D + A'CEF' + ACDF'

Complementando ambos miembros de la igualdad y aplicando la ley de De
Morgan resulta que

F=(A+C'+E+F)A+C+D+F)(A'+B'+C+D)B+C+F)
B+C+D)A+C +E'+F)(A'"+C'+D'+F)

En algunos mapas de Karnaugh la solucion no es unica, ya que a veces
informacion se puede agrupar de manera diferente. Lo que importe
simplificar es obtener la expresion booleana simplificada 6ptima, indepe
dientemente de qué variables son eliminadas. Esto mismo puede sucen
con los teoremas del algebra booleana.
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5.5 Compuertas légicas

Tu bloque légico es una representacion simbdlica grafica de una o mas
-friables de entrada a un operador l6gico, para obtener una sefal deter-
zmada o resultado. Los simbolos varian de acuerdo con la rama donde se
Efizan, o bien del fabricante. Cada bloque logico representa un disposi-
tro que permite manipular la sefal segun el campo de accion: en meca-
i_:a se les llama valvulas (paso del aire o aceite); en electricidad
se agadores, contactos (paso de corriente eléctrica);y en electronica puer-
115 o compuertas (paso de pulsos eléctricos). En este libro sélo se aborda-
m los simbolos usados en electrénica para la representacion de las
;:npuertas, ya que son los que interesan al area de la computacion, sin
fnbargo el tratamiento tedrico por medio del algebra booleana es valido
gEia todos ellos independientemente del area.

Tabla 5.2 Compuertas basicas

Compuerta Simbolo
A +B
Oi
) 5
AB
I And) B
A
Not) A o -
AB' + A'B

—xclusivo (Xor)

H - compuertas pueden recibir una o mas sefiales de entrada. En la tabla

£ A y B son sefales que entran a la compuertay pueden tener un valor

L 100 dependiendo de si existe o no la sefal, la cual procede de un

—m5r o0 bien de la salida de una compuerta anterior. Esos valores de

pinada generan una sola salida, que a su vez también es 0 0 1 depen-
d o de la compuerta de que se trate y de los valores de las sefales de
ada.

representar expresiones booleanas mediante compuertas logicas es
eniente tener en cuenta las tablas de verdad de las compuertas basi-
(operadores légicos) Or, And y Not vistas en el capitulo de ldgica
matica.
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o

Ejemplo 5.11. Representar las siguientes expresiones booleanas usan-
do compuertas ldgicas basicas:

a) F=AB'+A'C' +B
b) F=(Aa+By+ B+ C)A

La representacion de (a) es:

La representacion de (b) es:

ABC
También existen compuertas logicas compuestas como Nand y Nor,
son una combinacion de los operadores Not y And para la primera y Nccj
Or para la segunda. En la tabla 5.3 se muestran los simbolos corres
dientes.
ALFAOMEGA
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Tabla 5.3 Compuertas compuestas

lompuerta Simbolo

Sor

5£nd

I-eneralmente los circuitos digitales se construyen con compuertas Nand
* lror, ya que son mas faciles de encontrar en el mercado, son mas comu-
mEL desde el punto de vista del hardware y estan disponibles en la forma
rjrcuitos integrados. Debido a la preferencia de uso de estas compuer-
en el disefio de los circuitos, es importante reconocer la relacién que
=s25te entre los circuitos construidos con compuertas And, Ory Noty su
mrrama equivalente Nand o Nor.

Diflado se simplifica una funcion el resultado se puede presentar en “su-
EMn de productos” o en “productos de sumas”, y en forma natural la
entaciéon en suma de productos permite una implementacién usando
puertas Nand mientras que el producto de sumas se puede represen-
tas facilmente con compuertas Nor, sin embargo es posible implemen-
raalquier expresion booleana s6lo con compuertas Nand o so6lo con

muertas Nor.

Ejemplo 5.12. ¢Cual es el circuito de la expresion booleana
F=AB +C")+AD
hecho so6lo con compuertas Nand?

Para obtener el circuito pedido es recomendable llevar la expresién dada
a suma de productos:

F=AB + AC'+ AD

Por lo tanto, el circuito es el siguiente:

) ALFAOMEGA
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A B C D

Hay que observar que al final se aplicé la ley de De Morgan para quitar la
complementacion del corchete y obtener el resultado. También se debe
destacar que cuando entran dos o mas sefales a una compuerta Nand
primero las multiplica y después complementa dicha multiplicacion, pero
cuando entra una sefal solo la complementa.

Por otro lado, si no se hubieran hecho las operaciones necesarias para
quitar el paréntesis y tener la expresion en sumas de productos, también
se podria representar Unicamente con compuertas Nand aunque esto al-
gunas veces es un poco mas complicado:

F=A®B +C) +AD

A B C D

ALFAOMEGA
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5.5 Compuertas légicas

De la misma manera, el bloque l6gico Nor facilita su uso cuando la expre-
r.Dn se encuentra dada en productos de sumas.

Ejemplo 5.13. Representar la expresion booleana
F=(A+B/+ C)B + C/+ D)
usando s6lo compuertas Nor.

En este caso se tiene el siguiente esquema

A B C D

201

La misma expresion booleana representada con compuertas Nand queda-

ria de la siguiente manera:

A B C D
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Ejemplo 5.14. Considérese el siguiente circuito:

¢Cual es la expresién booleana sin simplificar que representa
dicho circuito?

Simplificar la expresién booleana usando teoremas del algebra
booleana.

Por medio del mapa de Karnaugh simplificar la expresion del in-
ciso (a) y expresar el resultado en sumas de productos.

¢Cual es la expresion simplificada en productos de sumas?

Comprobar, por medio de una tabla de verdad, que la expresion
booleana obtenida en el inciso (c) es l6gicamente equivalente a
la obtenida en el inciso (d).

Representar el resultado del inciso (c) en un circuito légico, usan-
do para ello compuertas basicas.

¢Cual es el circuito del inciso (c) basado en compuertas Nand
exclusivamente?

¢Cuadl es el circuito l6gico del inciso (c) basado en compuertas Nor
exclusivamente?

La solucion de cada inciso es la siguiente:

ALFAOMEGA

a)

La expresion booleana es

F=AC'(C +D") + BC(A'+ B)
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5.5 Compuertas légicas 203

b) Simplificando mediante teoremas resulta que

F=AC'C + AC'D' + ABC + BBC
F=0+AC'D'+ A'BC + BC
F=AC'D'+ BC(A" + 1)
F=AC'D' + BC

C) Se sabe que AC'C =0yBBC = BC,y sustituyendo esto en la ex-
presion F= AC'C + AC'D'+ A'BC + BBC resulta que la expresion
booleana a representar en el mapa es F = AC'D' + A'BC + BC.
Aplicando la condicién de que para representar un minitérmino
en el mapa de Karnaugh éste debe contener todas las letras, a
continuacién se agregan las variables faltantes con sus posi-
bles combinaciones:

AC'D'=AB'C'D'+ ABC'D’
A'BC =A'BCD'+ A'BCD
BC =A'BCD'+ AABCD + ABCD' + ABCD

A partir de la informacion se obtiene el siguiente mapa:

CD
AB 00 01 n 10

00

o1 1 1
n 1 1 1
10 1

Del mapa se obtiene que la expresion booleana en sumas de productos es:
F=AC'D'+BC
lo cual concuerda con el resultado obtenido usando teoremas.

d) Paraobtener el producto de sumas se colocan ceros en las casillas
vacias y se agrupa la informacion:

ALFAOMEGA
www.FreeLibros.me



204 V. Algebra booleana

CD
AB 00 01 11 10
00 0 0 0 0
01 0 0
11 0
10 0 0 0

A partir del mapa se puede leer que:
F'=A'C'+B'C+CD
Complementado y aplicando leyes de De Morgan resulta que:

(F)=(A'C'+B'C + C'D)'
F=(A+C)B + C')(C + D)

e) Las expresiones boolenas obtenidas en los incisos (c) y (d) son

F=AC'D'+BC
F=(A+C)B+C'C +D)

y a partir de éstas se tiene la siguiente tabla:

ALFAOMEGA
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5.5 Compuertas l6gicas

Bc DA B C D AC ACD BC ACT)7+BC A+T B+C C+D F
0001 1 1 1 O 0 0 0 0 1 1 0]
0011 1 1 0 O 0 0 0 0 1 0 0
0101 1 0 1 O 0 0 0 1 0 1 0
0111 1 0 O O 0 0 0 1 0 1 0
100 1 0 1 1 O 0 0 0 0 1 1 0
101 1 0 1 0 O 0 0 0 0 1 0
1101 0 O 1 O 0 1 1 1 1 1 1
111 1 0 O O O 0 1 1 1 1 1 1
000 O 1 1 1 1 1 0 1 1 1 1 1
0010 1 1 0 1 0 0] 0 1 1 0
0100 1 0 1 O 0 0 0 1 0 1 0
0110 1 0 O O 0 0 0 1 0 1 0
1 00 0 0 1 1 1 1 0 1 1 1 1 1
101 0 0 1 O0 1 0 0] 0 1 1 0]
110 0 0 O 1 O 0 1 1 1 1 1 1
111 0 O 0 O O 0 1 1 1 1 1 1

205

Aqui se observa que las columnas sombreadas concuerdan en todas sus
lineas, por lo tanto esto demuestra que F=AC'D' + BC es logicamente equi-

valente aF = (A + C)(B + C')(C + D).

f) La expresidon obtenida en el inciso (c) es F=ACT>'+ BC, y su re-

presentacion con compuertas béasicas es:

A B C D
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g) La representacion de la expresion booleana F = AC'D' + BC, solo
con compuertas Nand es la siguiente:

A B C D

HH

= AC'D' + BC

h) La representacion de la expresion booleana F = AC'D7+ BC, solo
con compuertas Nor es la siguiente:

D)+ (B'+ C")T

5.6 Aplicaciones del algebra booleana

El algebra booleana es una extension de la l6gica matemaética, ya que ir
liza los mismos principios y operadores logicos (and, or, not, xor, nand, n

asi como los mismos valores, y gracias a esto John Von Neuman pudo cr

la computadora de la primera generacion.
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5.6 Aplicaciones del algebra booleana

ies dispositivos con los que se implementan las funciones booleanas se
van “compuertas”,y al combinarse han permitido inicialmente la crea-

n del “bulbo”, posteriormente la del “transistor” y actualmente la del
p”, elementos con los cuales se construye todo tipo de aparato elec-
co digital.

- electronica digital es una parte de la electronica que maneja informacion
Lficada en dos Unicos estados: “falso” y “verdadero”, o mas comun-
-nte Oy 1 ElectrOnicamente se asigna a cada uno un voltaje o rango de
ije determinado. Esta particularidad permite que, usando el algebra
leana y con un sistema de numeracion binario, se puedan realizar
- plejas operaciones légicas o aritméticas sobre sefiales de entrada. La
N~ .rofnica digital ha alcanzado una gran importancia debido a que se
”aen el disefio de sistemas de automatizacion, roboética, etc., ademas
rae constituye la piedra angular de las computadoras.

| as computadoras llevan a cabo su trabajo por medio de un microproce-
:cor, el cual es un circuito de alta escala de integracion (LSI) compuesto
muchos circuitos simples como fip-flops, contadores, decodificadores,
paradores, etc., todos en una misma pastilla de silicio en donde se
Tizan compuertas del algebra booleana para llevar a cabo las operacio-
I6gicas.

— microoperaciones que lleva a cabo el microprocesador se realizan en

iaje binario a nivel bit. Por ejemplo, si A = 110010, B = 011011 enton-

el resultado de llevar a cabo las siguientes operaciones en donde
ervienen los operadores logicos (a, v, ©,") es:

A A B=110010 A 011011= 010010
AvB =110010 v 011011 = 111011
A © B= 110010 © 011011 = 101001
A'=(110010)'= 001101

UEsada en el algebra booleana, la unidad ldgica aritmética (ALU: Arith-
HBEdc Logic Unit) es la parte del microprocesador que realiza las operacio-
aritmeticas y logicas en los datos.

i5+ sabe que toda computadora esté integrada por las memorias ROM (Read
riy Memory: Memoria de solo lectura) y RAM (Random Access Memory:
ioriade acceso aleatorio). Cuando arranca una computadora, ésta debe
"~er qué hacer, lo cual implica que pueda correr un pequefo programa
<r_e le indique lo que debe realizar, qué programas debe ejecutar y en qué
jLru debe comenzar. Esta informacion se guarda en un pequefo progra-
*=de solo lectura que recibe el nombre de ROM, el cual esta en lenguaje
lo y utiliza operadores légicos del algebra booleana para la manipu-
on de la informacion. La informacidén en este caso se graba eléctrica-
nente y se borra también de la misma manera. Este tipo de memoria se
www.FreelLibros.me
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John von Neuman

(1903-1957)
TP

X ueunmatematico hungaro-estadouni-
dense que realiz6 contribuciones im-
portantes en fisica cuantica, analisis
funcional, teoria de, conjuntos, informéa-
tica, economia, analisis numérico, hidro-
dinamica, estadistica y muchos otros
campos de la matematica.

Fue pionero de la computadora di-
gital moderna, trabajé con Eckert y Mau-
chly en la Universidad de Pennsylvaniay
publicé un articulo acerca del almace-
namiento de programas. El concepto de
programa almacenado permitié la lectu-
ra de un programa dentro de la memoria
de la computadora, y después la ejecu-
cion de las instrucciones del mismo sin
tener que volverlas a escribir. La primera
computadora en usar el citado concepto
fue la llamada EDVAC (Electronic Discre-
te Variable Automatic Computer), desa-

rrollada por Von
Neumann, Eckert y
Mauchly. Los pro-
gramas almacena-
dos dieron a las-
computadoras flexi-
bilidad y confiabili-
dad, haciéndolas mas
rapidas y menos su-
jetas a errores que
los programas me-
canicos.
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V. Algebra booleana

llama Memoria ROM programable eléctricamente (EEPROM). En las
computadoras ésta se encuentra en lo que se llama BIOS, la cual fes una
memoria donde se guarda informacion de la “tarjeta madre" de los cone:-
tores y dispositivos de la PC.

La RAM puede borrarse y grabarse las veces que se desee, la desventais
es gue la informacién grabada en ella s6lo se puede utilizar mientras
tenga energia, y se usa como almacenamiento temporal. Existen dos va
riantes para la memoria RAM: SRAM y DRAM. La SRAM es conocida co
memoria estatica y en ella los valores binarios o informacién que se al
cena utilizan compuertas del algebra booleana, por lo que mientras sd
tenga energia la informacion en ella se mantendréa intacta. La DRAM
conocida como memoria dinamica y esta hecha con celdas que almacéen™
los datos como cargas en condensadores; la presencia o ausencia de carri
en el condensador se interpreta como 10 0 binarios, manipulados median-
te algebra booleana. La DRAM es una memoria que requiere refrescar
periddicamente para mantener memorizados los datos, de ahi el nombre
de memoria dinamica.

Como se puede ver, la computadora esta integrada por elementos que
utilizan el algebra booleana para su desarrollo y funcionamiento. Sin enmt
bargo, no es para lo unico que se utiliza el algebra booleana, ya que ota
de sus aplicaciones que actualmente esta teniendo mucho éxito es la rela-
cionada con la construccion de robots.

Un robot esta integrado por elementos mecanicos, eléctricos y electréonicos
y el &rea de conocimiento en este caso es la “mecatréonica". El motor eléc-
trico es un dispositivo que convierte la energia eléctrica en energia meca-
nica rotacional, que se utiliza para darle movimiento a los medios ce
locomocién del robot como son ruedas, brazos y tenazas. El motor pue
de ser de corriente continua o motor de pasos.

Los medios de locomocion permiten al robot desplazarse de un lugar ao
por medio de ruedas, barras u orugas. Algunos robots deben sostener
manejar objetos y para ello se utilizan tenazas. Algunas veces el movimiei
to no se proporciona directamente alos medios de locomocion, sino que
necesaria una interfase de transmision para aumentar la fuerza, reducirl
intensidad de giro o cambiar la naturaleza del movimiento (de circular
lineal) por medio de pistones, engranes, levas o poleas.

El funcionamiento de los distintos elementos del robot depende de la se*-
gue se mande de los distintos sensores. Los sensores permiten al ro'
manejarse con cierta inteligencia al interactuar con el medio, ya que de-
tectan situaciones en las cuales el robot debe llevar a cabo la activid
programada. Entre los diferentes sensores que se utilizan con frecuen
en robots estan los sensores Opticos, magnéticos, de ultrasonido, presion
temperatura, nivel e incluso camaras de video.
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5.7 Resumen

7na que el robot lleve a cabo todas las actividades, es necesario el circui-
x de control (cerebro del robot) que le permita decidir qué hacer cuando
55 presente una determinada situacion. Por ejemplo, qué debe hacer el
irrot si a su paso se interpone una barrera (girar 90° alaizquierda y avan-
-=- girar 180°'y avanzar, detenerse, etc.). ;Qué hacer si detecta tempera-
mas altas (emitir un sonido, parar)? ¢Qué hacer si encuentra un objeto
cierto color (tomarlo y transportarlo)? En fin, todas esas actividades que
I _ede llevar a cabo el robot y para lo cual fue creado, deben estar progra-
nrdas en el circuito de control y nuevamente el algebra booleana es la
2Ese para el disefio de dicho circuito, el cual se representa inicialmente
-.ir medio de una expresion booleana que se simplifica por medio de teo-
as del algebra booleana o mapas de Karnaugh y se implementa usan-

za las compuertas logicas.

./ Resumen

B_algebra booleana es un area de las matematicas que ocupa un lugar
irrrilegiado, sobre todo por la aplicacion de la misma a la computacion.

medio del algebra booleana es posible disefiar hardware que es la
parte fundamental de las computadoras, los robots y todos los sistemas
la funcionamiento automatico.

Lis robots, computadoras o cualquier sistema de funcionamiento automa-
B:o requieren del uso de elementos mecanicos, eléctricos y electrénicos
rara llevar a cabo alguna actividad. La forma ordenada en que deben
Nabajar dichos elementos se controla por medio de un circuito implemen-
iiro a base de compuertas logicas.

Cuando se desea que un sistema trabaje de manera automatica, primero
15 representa el funcionamiento de dicho sistema por medio de una ex-
presion booleana. Esta expresion booleana esta integrada por variables y
Nnia una de éstas representa la sefial de un sensor, la cual puede ser fal-
5r o verdadero.

?rr lo general la expresion booleana resultante del planteamiento de un
problema no es la mas simple, sino que tiene variables redundantes que
r_aden ser eliminadas por medio de:

a) Teoremas del algebra booleana.
b) Mapas de Karnaugh.

E método para simplificar expresiones booleanas usando teoremas del
Srebra booleana consiste en usar éstos para eliminar las variables redun-
ranes hasta obtener una expresion simplificada que realice lo mismo que
r expresioén inicial que tenia las variables redundantes, pero que al ser
- simple el circuito de control es por lo tanto mas rapido, econémico y
srcaz.

www.FreeLibros.me
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El método para simplificar expresiones booleanas mediante mapas,
Karnaugh consiste en representar la expresion booleana con n variabl
diferentes en unatabla de forma cuadrada o rectangular que tiene 2ncel

y que recibe el nombre de mapa de Karnaugh. La expresion booleana s’
plificada es el resultado de agrupar la informacion de celdas adyacent
en bloques rectangulares o cuadrados de 1, 2, 4, 8,..., 2n,y después leer
expresion conservando las variables que no cambian de valor de un regi
con respecto a otro o de una columna con relacion a otra en cada uno
los bloques en que fue agrupada la informacion y eliminando las variabl
que si sufren un cambio de valor de un renglén con respecto a otro o
una columna con relacion a otra.

Por ultimo, esta funcion booleana simplificada, ya sea por teoremas or
pas de Karnaugh, se representa por medio de simbolos graficos (bloqu
I6gicos) de cada uno de los operadores légicos and, or, not, xor, nand, i
y xnor, considerando que las compuertas mas comunes son las nand y
fior, mismas que al combinarse permiten suplir las demas compuertas.

5.8 Problemas

5.1. Obtener la tabla de verdad para la siguiente expresion booleana:
F=A'B'C'+A'B'CD + A'BC + AABC'D + ABC' + ABC + AB'D + AB'C'D’

5.2. Obtener la tabla de verdad para cada una de las siguientes expre-
siones booleanas:

a) F=A'B'C'D'+AB'CD'+A'BC'D + ABCD + ABC'D' + ABCD' +
AB'C'D' + AB'CD'

b) F=(A +BD')(CDB +AB' + DA)'

c) E=[A'(BC +D') +B'A]

5.3. Simplificar las siguientes expresiones booleanas usando los teo-
remas del algebra booleana, y verificar los resultados por medio
de mapas de Karnaugh.

a) F=A'B'D'+ A'BD'+ ABD + ABD

b) F=A'CD + ACD +A'B'D + A'B'C + AB'D + AB'CD'

c) F=A'B'C'D'+A'B'CD'+ A'BC'D + A'BCD + ABC'D' +
ABCD' + AB'C'D' + AB'CD’
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d) F=A'B'C'D'E + A'B'C'DE + A'B'C'DE' + A'BC + ABC +
ABC'D'E' + ABC'D'E + ABC'DE + AB'C'D'E + AB'C'DE +
AB'CDE + AB'CD'E

e) F=((A+B) + C' + D')((AC)" + (A + (BC)) + D)

fy F=A'B'C'D + A'B'CD + A'B'CD' + ABCD + ABCD' +
AB'C'D + AB'CD + AB'CD'

g) F=A'B'C'D'+ AB'CD + A'B'CD' + ABC'D + ABCD +
ABCD' + AB'C'D' + AB'CD + AB'CD’

5.4. Simplificar las siguientes expresiones booleanas usando los
teoremas del algebra booleana y verificar los resultados por
medio de mapas de Karnaugh.

a) F=A'B'C'D'+A'B'CD + A'B'CD"'+ A BC'D + ABCD +
A'BCD'+ ABCD + ABCD'+ AB'C'D' + AB'CD'

b) F=W'X'Y'Z'+ W'X'YZ + WXY'Z + WXYZ + WX'Y'Z' +
WX'Y'Z + WX'YZ + WX'YZ' + W'XY'Z'

C) F=WXY'Z+W'XY'Z"+ WXYZ + WXYZ"'+ WXY'Z +
WXYZ + WXYZ'

d) F=AB'C'D'+ A'B'CD'+ A'BC'D' + A'BCD' + ABC'D' +
ABCD + ABCD' + AB'CD + AB'CD'

e) F=A'B'C'D'+A'B'CD + A'B'CD'+ A'BC'D + A'BCD +
A'BCD'+ ABCD + ABCD' + AB'C'D' + AB'CD'

f) F=B'CD +ABC + A'BD'+ ABC'D' + AB'C'D

g) F=A'BC + BC'D'+ ABC + AB'C'D' + AB'CD

5.5. En cada uno de los siguientes incisos obtener la expresion boolea-
na simplificada en sumas de productos y en productos de sumas.
Plantear el mapa y la agrupacion correspondiente.

CDE
AB 000 001 011 o010 110 111 101 100

00 1 1

o1 1 1 1 1 1

11 1 1 1 1 1
10 1 1
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d)

AB
00
01
11
10

AB

00
01
11

10

AB
00
01
11

10

AB

00
01
11

10

CDE
000

CDE
000

CDE
000

CDE
000
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1 1
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110 111
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1

110 111

110 111
1

1
1
1 1
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101
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5.6. En cada uno de los siguientes incisos obtener la expresion
booleana simplificada en sumas de productos y en productos
de sumas. Plantear el mapa y la agrupacion correspondiente.

CDE
AB 000 001 011 o010 110 111 101 100

00 1 1
01 11 1 11
11 1 1 1 1 01 1 1
10 1 11
b) CDE

AB 000 001 011 010 110 111 101 100

00 1 1 11
01 1 1 1 11
11 1 11
10 1 1 11
C) CDE

AB 000 001 011 010 110 111 101 100

00 1 1 1 1 1 1

01 1 1 1

11 1 1 1

10 1 1 1 1 1
d) CDE

AB 000 001 011 o010 110 111 101 100

00 1 1 1 1
01 1 1 1 1
11 1 1 1 1
10 1 1 1 1
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CDE

AB 000 001 o011 o010 110 111 101 100

00 1 1 1
01 1 1 1 1
11 1 1 1 1
10 1 1 1 1

CDE \Y

AB 000 001 o011 o010 110 111 101 100

00 1 1 1 1 1 1 1 1
01
11
10 1 1 1 1 1 1 1 1

5.7. Representar con compuertas béasicas (And, Or y Not), con com-
puertas Nand (exclusivamente) y con compuertas Nor (exclusiva-
mente), la expresion logica:

F=AB'C + A'B'D' + AD
5.8. Representar con compuertas béasicas (And, Or y Not), con com-
puertas Nand (exclusivamente) y con compuertas Nor (exclusiva-
mente), la expresion logica:
F=B'+C+D')(A +C'+D)B'
5.9. Obtener las compuertas Not, And, Or, Nor, X-or y X-nor con base

en compuertas Nand exclusivamente.

5.10. Obtener las compuertas Not, And, Or, Nand, X-ory X-nor con base
en compuertas Nor exclusivamente.

ALFAOMEGA
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5.11. Considérese el siguiente circuito légico:

A B C D

a) Obtener la funcion booleana de salida (sin simplificar).

b) Obtener la funcidn booleana simplificada en sumas de
productos.

c) Obtener la funcion booleana simplificada en productos de
sumas.

d) Elaborar la tabla de verdad que muestre que las expresio-
nes booleanas obtenidas en los incisos (a) y (b) son légica-
mente equivalentes.

e) Implementar el diagrama de la expresién booleana obteni-
da en el inciso (b) usando exclusivamente compuertas
Nand.

f) Hacer el diagrama correspondiente de la expresion boolea-

na obtenida en el inciso (c) usando exclusivamente com-
puertas Nor.

5.12. En relacién con los circuitos de cada uno de los incisos (i) a (v)
obtener:

a)
b)

La funcion booleana de salida.
La funcion booleana mas simple en sumas de productos.
La funcién booleana simplificada en productos de sumas.

La tabla de verdad que muestre que las expresiones boolea-
nas obtenidas en los incisos (a), (b) y (c) son légicamente
equivalentes.

El circuito l6gico de la expresion booleana del inciso (b),
con base en compuertas Nand exclusivamente.

El circuito l6gico de la expresién booleana obtenida en el
inciso (c), a base de compuertas Nor exclusivamente.
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A B CD

A B C D

Ui)
A B CD
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A B CD

A B C D

5.8
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CAPITULO

1 2 3 4 5 1 2
11 0 1 1 O 11 O
21 0 0 1 1 21 O
M, =80 0 1 1 1 =3
40 1 0 1 O ™
51 0 1 0 1 51 O
Matriz de R Matriz de R
1 2 3 4 5 3 2
11 0 1 1 O n o]
21 04,0 1 1
Relaciones e et ™8
40 1 0 1 O =4 0\ 1
51 0 1 0 1 51 X
Matriz de R Matriz de R
1 2 I 4 5 1 2
11 0 1 1 o 111 O
21 0 0 1 1 Grafo de
M. =30 0 1 1 1 =310 0 1

6.1 Introduccion

6.2 Elementos de una relacion

6.3 Tipos de relaciones

6.4 Relaciones de equivalencia, clases de equivalencia
y particiones

6.5 Operaciones entre relaciones

6.6 Propiedades de las relaciones

6.7 Aplicaciones de las relaciones

6.8 Funciones

6.9 Aplicacion de las funciones

6.10 Resumen

6.11 Problemas
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1 2 3 4 5 L. ,
Las matematicas no se ocupan mas que
11 O 1 1 O ., .,
de la enumeracion y comparacion de
21 0 0 1 1 relaciones.
=30 O 1 1 1

40 1 0 1 0 Cari Friedrich Gauss
51 O 1 0 1
Matriz de R

1' 2 3 4 5
11 O 1 1 O
21 O 0O 1 1

=30 O 1 1 1

4 0 1 0O 1 O
51 O 1 0 1
Matriz de R

1 2 3 4 5
11 0 1 1 0
2 1 0 o 1 1
30 0 1 1 1

Objetivos
Comprender el concepto de relacion y su diferencia con una funcion.
Aprender a representar las funciones y relaciones de diferente manera.
Aprender a realizar operaciones con relaciones.
Saber cudles son las caracteristicas de las relaciones de equivalencia y la manera en
que una relacion puede adquirirlas.
Aplicar los conceptos de relacién y funcion en la computacion.
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6.1 Introducciéon

Una relacién es una correspondencia entre dos elementos de dos conjuntes
con ciertas propiedades. En computacion las relaciones se utilizan en bases
de datos, estructuras de datos, redes, autématas y lenguajes. Por ejemplc
se pueden guardar datos personales de un trabajador: namero.de control
registro federal de causantes, puesto ocupado, antigiiedad y salario, entre
otros. Para relacionar los datos de este archivo con otra informacion, se
establece el campo relacion y las reglas que permitiran la bdsqueda i
asignacion de informacién. Unavez que se establece la relacion, es posible
llevar a cabo varias operaciones entre relaciones utilizando para ello a
algebra relaciona! Las estructuras de datos son relaciones que permite!
acceder de manera mas rapida y ordenada la informacién; por lo general
la relacion la establece el orden en que se deseen recorrer los datos (ordei
alfabético, antigiiedad, salario, etc.) usando como elemento fisico de rei
cion entre los nodos los apuntadores. Un autdmata es un conjunto de e
tados, y algunos de ellos se consideran de aceptacion y otros no pero la
finalidad es el reconocimiento de palabras de un lenguaje; debido a que
estos estados se encuentran vinculados, se puede considerar a los au
matas como una relacion. Uno de los usos mas comunes de los autdma
se encuentra en el area de los compiladores, que esta estrechamente re'
cionada con los lenguajes formales. Una red de computadoras también
considera una relacion: aqui los nodos (computadoras en este caso) estai
relacionados o comunicados entre si por medio de sefiales (alambricas
inalambricas). Las redes eléctricas, telefonicas, de agua potable y alean
rillado, también se pueden considerar como relaciones, solamente que
este caso los nodos pueden ser valvulas, bombas, coladeras, lampar
postes, centrales telefonicas, entre otros, y la relacion se establece
medio de tubos, cables y satélites. Pero la forma de tratar las relacion
independientemente del area del conocimiento, es muy semejante por
que la informacién tratada en este capitulo es de gran utilidad.

Las funciones son una clase especial de relacién y se utilizan practicamei-
te en todas las areas de las matematicas, en particular en calculo diferenc

e integral, geometria analitica, trigonometria y algebra. En computacic
las funciones tienen aplicacion directa en lenguajes de programacion,
que cada uno de éstos tiene sus propias librerias de funciones estanc
permitiendo al usuario adicionar mas funciones con el objeto de hacerle
mas ricos, faciles y poderosos en el momento de programar.

6.2 Elementos de una relacion

La definicidén de relacion es la siguiente: dados dos conjuntos no vacios,
y B, una relacion R es un conjunto de pares ordenados en donde el primi
elemento a esta relacionado con el segundo elemento b por medio de cié
ta propiedad o caracteristica. La relacién se indica como aRb:
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R={@a b) Jae Aybe B}

""na relacion es una tabla que muestra la correspondencia de unos ele-
—antos con respecto a otros; por ejemplo la relacion entre maestros y las
- aterias que imparte cada uno, cumple con las caracteristicas de relacion
por lo que se puede representar de la siguiente manera:

Maestro Materia
Jorge Sistemas digitales
Domingo Lenguajes algoritmicos
Ignacio Estructuras de datos
Jorge Graficacion
Raymundo Programacion Il
Manuel Sistemas operativos
Ezequiel Sistemas digitales

|z este caso se tiene que:
A = {X |x es un maestro}

3 ={y |y es una materia de la carrera de ingenieria en sistemas computa-
cionales}

E = {(Jorge, Sistemas digitales), (Jorge, Graficacion), (Domingo, Lenguajes
algoritmicos), (Ignacio, Estructuras de datos), (Raymundo, Programa-
cion Il), (Manuel, Sistemas operativos), (Ezequiel, Sistemas digi-
tales)}

I~ entiende que el conjunto A esta integrado por todos los maestros, aun-
r_e no aparezcan en la relacién, y que el conjunto B también tiene mas
nacerias que las que se consideran en la tabla anterior.

L1 :érminos de relacion se dice que Jorge esta relacionado con Sistemas
réntales y Graficacion, y que Ignacio esté relacionado con Estructuras de
Ze;0s. Se nota claramente cudles son los elementos de cada uno de los
.-"juntos que conforman la relacién, pero cada uno de los conjuntos pue-
se :ener mas informacion que puede llevar consigo en el momento en que
se establece la relacion. Por ejemplo, los elementos fundamentales del
er conjunto son los nombres de los maestros, pero a ese conjunto
m'rian pertenecer campos como codigo, edad, salario, especialidad, que
Eribién son datos propios de cada uno de los maestros, asi como en el
de las materias es tipico el namero de créditos, codigo, requisitos,
-era. Incluso es comun en el caso de bases de datos que el campo con
rie se establece la relacion sea el cédigo de la materia y el cédigo del
¢stro, y no el nombre de cada uno de ellos.
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Las relaciones se forman si se cumple cierta proposicion, esa proposicion
puede ser textual, como en el caso anterior (“Imparten la materia”), per:
también puede ser planteada en lenguaje matematico.

Ejemplo 6.1. Sean los conjuntos

A={alas Z 10<a< 30}
B={b |b g Z+; b < 20}

y sea R una relacion de A en B, en donde el elemento a ¢ A es divisible
entre 13y b ¢ B es primo.

Como resultando se obtiene la siguiente relacion:

{13, 2), (13, 3), (13, 5), (13, 7), (13, 11), (13, 13), (13, 17), (13, 19),
(26, 2), (26, 3), (26, 5), (26, 7), (26, 11), (26, 13), (26, 17), (26, 19)}

Hay que observar gque las relaciones también se pueden representar como
un conjunto de pares ordenados, en donde el elemento ae A esta relacio-
nado con el segundo elemento be B, por medio de cierta condicion esta-
blecida. En este caso la condicién es que el primer elemento de los pares
ordenados sea un entero entre 10 y 30, divisible entre 13, y el segundo
elemento es un entero positivo primo, menor o igual a 20. Otra forma de
representar de este conjunto es

ALFAOMEGA

R={@a b) Jas Z b s Z+ a es divisible entre 13; 10<a < 30; b es

primo; b < 20}

Si los elementos de un conjunto se pueden relacionar, se dice que los con-
juntos gue integran la relacion estan ordenados y a la relacion se le llama
“relacion de orden” en el conjunto. Sin embargo, existen muchos conjun-
tos cuyos elementos no son comparables. Por ejemplo, en el conjunto de
los boxeadores profesionales no es posible tener una pelea entre Julic
César Chéavez y Mike Tyson (suponiendo que estuvieran activos) debido e
gue no son del mismo peso, por lo tanto el conjunto de peleas posibles
entre boxeadores profesionales es un conjunto parcialmente ordenado,
para todos sus pesos, pero no entre las mismas categorias.

6.2.1 Producto cartesiano

El producto cartesiano de los conjuntos A y B, que se denota como A x B
es la combinacién de todos los elementos del conjunto A con todos les
elementos del conjunto B. En teoria de conjuntos equivale al conjunt:
universo.
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arelacion R de A en B (R: A —B) es un subconjunto del producto car-
irrano A xB. SiRc A xBy (a, b) e R, entonces a su vez el producto
irresiano también es una relacion.

Ejemplo 6.2. Sean los conjuntos
A={1 2 3 y B ={a, b}

El producto cartesiano A x B contiene todos los pares ordenados que re-
sultan de relacionar todos los elementos del conjunto A con todos los
elementos del conjunto B, como se muestra en la siguiente figura:

A xB={1, a), (1, b), (2, &), (2. b), (3, a), (3, b)}

U Igura del ejemplo 6.2 muestra otra forma de representar una relacion:
ez diagrama de flechas” en el que se muestran claramente los elementos
r.f pertenecen a cada conjunto, asi como la relacidén entre ellos. También
—facil ver que AXB"BXA.

5.2.2 Relacidon binaria

1 : siempre los elementos de la relacion son pares ordenados, ya que
pueden tener mas de dos elementos como en el siguiente caso:

R={@& LA), (@& 20),b 1A, (30, (c 2 A}

Ara larelacion esta formada por tercias de elementos pertenecientes a
zonjuntos A ={a, b, ¢}, B=(1, 2, 3}y C={d, Al. En este caso se trata de
=relacion terciaria y no binaria, ya que los elementos no son pares or-

ados sino tercias.
ALFAOMEGA
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Una de las relaciones mas importantes en la computacion es la relacion
binaria, ya que se puede representar por medio de una matriz, tabla :
grafica. Ademas de ser mas facil de manejar, se le llama relacion binaria
porgque sus elementos son pares ordenados que se forman a partir de des
conjuntos.

En toda relacion de pares ordenados no vacia se tienen dos conjuntos: el
dominio de R (Dom(R)), que es el conjunto de todos los primeros elemente;
de los pares de una relacion el cual es un subconjunto del conjunto A
(Dom(R) ¢ A), y el codominio de R (Cod(R)), conjunto que esta formado pe:
los segundos elementos de los pares de la relacion Ry que también es im
subconjunto de B (Cod(R) cB).

Ejemplo 6.3. Sean los conjuntos
A={2,4567 11} yv B={b|be Z 1<b< 10}

Considérese que aRb si y solo si b es divisible entre a. Por lo tanto, los
elementos de la relacién son:

R={2 2, (2, 4), (2 6), (2 8), (2, 10), (4, 4), 4, 8), (5, 5), (5, 10), (6, 6),
(7, 7)

Dom(R) = {2, 4, 5, 6, 7}

Cod(R) = {2, 4, 5, 6, 7, 8, 10}

6.2.3 Matriz de una relacion

Si A y B son dos conjuntos finitos con my n elementos, respectivamente
y R es una relacion de A en B, entonces es posible representar a R com:
una matriz MR= [m"] cuyos elementos se definen como:

1si(a,b)e R

ALFAOMEGA
www.FreeLibros.me



62 Elementos de una relacién 225

Ejemplo 6.4. Sean los conjuntos
A={1,234 5yB={1,2 34,5 6 7}
y sea la relacion R: A -> B tal que
R={1,2,123,(22,25.,3 2,367, 42,455 6)}

Esta relacion se puede representar en forma de matriz como sigue:

a d w N PR

© O 0O O 0O
O Fr rr rr I
O O O O r O
O O O O O »
O Rr O Fr O Ol
R O O O O O
O O p O O N

Los elementos del conjunto A se representan como filas y los del conjunto
B como columnas. Se coloca un 1 si el par ordenado se encuentra en la
relacion y un O en caso contrario.

representacion matricial es muy importante ya que se presta para llevar
I rabo las operaciones entre relaciones, sobre todo cuando se tienen re-
anones muy grandes.

r 2.4 Grafo de una relacion

Js posible representar una relacion por medio de una gréfica integrada
0O: rnodos y flechas, y a este tipo de grafica se le conoce como “grafo diri-
NRo” de R. Para hacer un grafo sélo se tienen que colocar los elementos
¢ e los conjuntos A y B como nodos, y la relacion que existe entre los ele-
Nn”~ztos se indica por medio de una flecha que va del elemento del conjun-
x A al elemento del conjunto B con el que esté relacionado.

ALFAOMEGA
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Ejemplo 6.5. Sean los conjuntos

A=fa b y B={xy}

y sea larelacién R: A -» B tal que

ALFAOMEGA

R={@& x), (& y), (b,y), (¢, x)}

Grafo dirigido

Los grafos pueden ser de dos tipos: "dirigidos”, como el del ejemplo 6.5
en el que los nodos estan relacionados por medio de una flecha que indica
la relacion, o “no dirigidos”, como el siguiente grafo en el que no existe
direccionamiento:

Red Arbol

Los grafos no dirigidos tienen mucha aplicacion tanto en el area de la
computacion como en los sistemas de comunicacion, ya que por medio de
un grafo no dirigido es posible representar una red carretera, una red te-
lefonica, una red de computadoras, unared de redes y un arbol, entre otros.
En un grafo no dirigido la relacion es en ambos sentidos (se considera

las lineas tienen cabezas de flecha en ambos extremos), por lo que qiess
necesaria la flecha. Este tipo de grafo se expone en el siguiente capiwuiv.

Es muy comun que los conjuntos A y B tengan los mismos elementos. Por
ejemplo en el caso A =B ={x |x es un animal} se entiende que tanto A com:
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3 tienen como elementos a todos los animales, con los cuales se pueden
establecer diversas relaciones. En este caso se dice que RcAXxAes una
relacion de A, en lugar de una relacion de A en A.

Ejemplo 6.6. Sean los conjuntos
A=B={1, 2 3,4, 5
y la relacion

R={1, 1,1 3,14, 2 D 24 259G 3.8 4,
(3. 5), 4 2, 44,6 1,5 3,5 5)

cuyo grafo y representacion matricial son los siguientes:

2

1 2 3 4
. 1 O 1 1
21 0 0 1
Mr - 30 O 1 1
/ 0 1 0 1
1 O 1 O

Grafo de R Matriz de R

ruede observar que cuando A = B, es posible establecer una relacion
un elemento a él mismo como ocurre con los pares (1, 1), (2, 2), (4, 4) y
. .y que la matriz de la relacion siempre sera cuadrada.

6.3 Tipos de relaciones

relaciones y funciones deben cumplir con ciertos requisitos para que
consideradas como tales, y como cada una de ellas tiene sus caracte-
propias es posible establecer cierta clasificacién. En la siguiente
‘cacion de relaciones se considera que los conjuntos A y B son iguales,
rie implica que su representacion matricial siempre es cuadrada.
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6.3.1 Relacion reflexiva

o

Una relacion es reflexiva cuando todo elemento de un conjunto A esta re-
lacionado consigo mismo, esto es, cuando se cumple que aRa para todo
elemento de A. Una caracteristica de este tipo de relacién es que su matriz
correspondiente contiene unos en toda su diagonal principal y los elemen-
tos restantes de la matriz pueden ser unos o ceros, como se muestra en el
siguiente ejemplo.

Sean A =B={1, 2 3, 4}y
R={(" 1), (1, 3), (2, 2, (3, 2, (3, 3), (4, 3), (4, 4)}

Entonces la matriz de esta relacion es

Mr =

DWW N R

O 0O O r P
O r R ONDN
P P O P W
r O O O N

6.3.2 Relacion irreflexiva

Se dice que una relacion es irreflexiva cuando ningun elemento del con-
junto A esté relacionado consigo mismo ((a, a) £ R). En este caso la matriE
de la relacién debera contener unicamente ceros en la diagonal. Si la dia-
gonal de la matriz tiene ceros y unos, la relacion correspondiente no es
reflexiva ni irreflexiva.

En el siguiente ejemplo se tiene la matriz de una relacion que solo contis
ne ceros en su diagonal, por lo tanto ésta es una relacion irreflexiva ya qiir
ningun elemento esta relacionado consigo mismo.
SeanA=B={1, 2 3 4y

R={(1,3), (1.4), 2, 4). B, 2, (4, 3)}

Entonces la matriz de la relacion es

Mr =

N w N PR

O O O O P
O R, OON
R O O P W
©O O r r &
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6.3.3 Relaciéon simétrica

Se dice que una relacion R: A -> B es simétrica cuando (a, b)e Ry (b, a)
a R. Si (a, b) esta en la relacion pero (b, a) no, entonces la relacion no es
simétrica.

Zn el siguiente ejemplo la matriz de esta relacion tiene unos o ceros en los
pares colocados simétricamente, esto es, si (a, b) e R entonces (b, a) e R.
Perosi (a, b)iR entonces (b, a) g R.

D w N R

P O PP R P
P P O R ®
B O R O W
O Fr F b b

la condicidon de simetria se debe de cumplir para todos los pares colocados
simétricamente, y una forma rapida de saber si la relacién es simétrica es
. mparar la matriz de la relacion con su transpuesta: si son iguales enton-
as se concluye que la relaciéon R es simétrica.

lomo en el siguiente ejemplo se tiene que MR* MR 1 entonces se conclu-
re que la relacion R no es simétrica:

N w N R

O O, P P
R P O FrR N
r O b O W
O r r P+ &

- roi hay que recordar que MRT resulta de convertir las columnas de MR
ru filas.

i 3.4 Relacion asimétrica

Iza relaciéon R de A en B es asimeétrica si cuando (a, b) e R entonces (b, a)
N 2. ademas de que ningun elemento debera estar relacionado consigo
um o; esto significa que la diagonal de la matriz de la relacion debera
nrtener solamente ceros.

*- relacion con los pares simétricos de la siguiente matriz hay que obser-

~ar que si uno de ellos vale 1, su simétrico debe valer 0. Por otro lado, la
ALFAOMEGA
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diagonal debe tener solamente ceros, lo cual indica que ningun elemento
esta relacionado consigo mismo.

D W N R

R O L O P
R B O O
R O O r W
O 0O o o i~

Los pares colocados simétricamente pueden ser pares de ceros, pero nun-
ca pares de unos.

6.3.5 Relaciéon antisimétrica

Una relacion es antisimétrica cuando uno de los pares colocados simétri-
camente no esta en la relacion, lo cual significa que (a, b) € R o bien (b, a)
e R. En este caso la diagonal de la matriz no es importante, ya que pueden
estar o no relacionados los elementos con ellos mismos.

En la matriz de la relacion siguiente, cuando menos uno de los pares simeé-
tricos de la relacion es O, lo cual significa que (a, b) £ R o bien (b, a) £ R. En
la diagonal puede haber ceros o unos, y también puede haber pares de ceros
colocados simétricamente y por lo tanto es una relacion antisimétrica.

A WN R

O O O 0O B
O O b ON
R O R P W
©O O O &

6.3.6 Relacidon transitiva

Una relacion de A en B tiene la propiedad de ser transitiva si cuando aRi
y bRc entonces existe el par aRc.

En la matriz de la siguiente relaciéon se tiene (2, 3) y (3, 4), entonces existe
(2, 4). También se tiene (3,1) y (1, 3), entonces (3, 3). De esta forma se debei
de revisar todos los posibles pares para ver si se cumple la transitividad.

»w N R
O p O O p
© O pr OB
S N @)
©O r P O &
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Luego de llevar a cabo la tabulaciéon correspondiente se concluye que la
relacion anterior no es transitiva, ya que debe tener los pares ordenados
encontrados a continuacion:

@ 3, 3 1) =>1, D
2, 2, 2, 4 = (2 4
(3, 1), (1, 3 =>(3. 3
@, 3), (3, 1) =>4, D*
1, 3, B, 3 =>(1, 3
2, 3, (3, 1) =>(2, D
3 3, (3, 1)=>3, 1
4, 3, (3,3 =>4, 3
1. 3), 3, 4 =>(1, *
2, 3), (3, 3) =>(2, 3
3, 3), (3, 3 =>(3, 3
4, 3), (3,4 = @4, d*
2 2,2 2 =(2 2
2 3, (3, 4 = (2 4
3, 3), (B, 4) =>(3, 4)
2, 2), (2, 3) =»(2, 3
2 4, 4, 3 =(2 93
3, 4), 4, 3 =>(3, 3

Sn embargo, le faltan los 5 elementos marcados con asterisco (*), para que
r_mpla con la propiedad de transitividad, pero aunque solo le faltara uno
esto seria suficiente para que no fuera transitiva. También es comun que se
:rengan elementos repetidos, por ejemplo (2,4) aparece dos veces, pero en
2sté caso solamente se considera uno de ellos y los demas se descartan.

?::lo general las relaciones que se usan en la practica son muy grandes, por
£ que las dimensiones de la matriz también lo son y elaborar un algoritmo
:ira saber si una relacion es transitiva por medio de la tabulacion requiere
- icho tiempo, y el nUmero de iteraciones que debe llevar a cabo la compu-
iEdora es considerable. Se recomienda que en lugar de esto se desarrolle un
¢_loritmo para multiplicar la matriz booleana MRpor ella misma, para obte-
3=:Mr2 Si Mr = Mr + Mr2se dice que la relacion R es transitiva.

5 W N R

O b O O P
O O Lr ONDN
P PP P ®
O r r O &

@)

O r O O B
O O R ON
P P PP W
O r r O N
N
O O R ON
P R PR W
e
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Los elementos de la matriz resultante se obtuvieron multiplicando las filas
de la primera matriz, por cada una de las columnas de la segunda.

Como se muestra a continuacion, para obtener la primera fila de la matriz
resultante se multiplica la primera fila de la primera matriz por cada una
de las columnas de la segunda:

0(0)+0(0)+ 1(1) +0(0)=0+0+1+0=1
0(0) + O(1) + 1(0) + 0(0) =0+ 0+ 0+0=0
0(1) +0(1)+ 1(1)+0(1)=0+0+ 1 +0=1
0(0) + 0(1) + 1(1) +0(0)=0+0+ 1 +0=1

Para obtener la segunda fila de la matriz resultante, se multiplica la segun-
da fila de la primera matriz por cada una de las columnas de la segunda
matriz:

0(0) + 1(0) + 1(1) + 1(0O) =0+0+ 1 + 0

0(0) + 1(1) + 1(0) + 1(0) =0+ 1 + 0+ O

I
[EN

0(1) + 1(1) + 1(1) + 1(1) =0+ 1+ 1+ 0O

1
=

00) + 1(1) + 1(1)+ 1(0)=0+ 1+ 1+0

Y asi sucesivamente hasta multiplicar todas las filas de la primera matriz
por cada una de las columnas de la segunda.

Note como los pares ordenados obtenidos por medio de la multiplicacion
booleana son los mismos que se obtuvieron por medio de tabulacién. En
este caso se dice que R no es transitiva, ya que M r* Mr + MR2 El procedi-
miento para multiplicar dos matrices booleanas es semejante a la multi-
plicacion escalar de matrices. Hay que recordar que para multiplicar des
matrices es necesario que el namero de columnas de la primera sea igua.
al numero de filas de la segunda. En este caso no hay ningun problema ys
que las matrices de las relaciones son de las mismas dimensiones, de for-
ma que dicha condicién se cumple. Se observé también que si la suma de
los productos parciales es mayor que 1, se reduce a 1ya que en algebrr
booleana solamente existen ceros y unos. El simbolo O significa que se
trata de multiplicacion de matrices boolenas.

Considerando que A =B, en latabla 6.1 se resumen las propiedades de lar
diferentes relaciones.
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Tabla 6.1 Propiedades de las relaciones.

Propiedad Condicion

Reflexiva aRa, Vae A

Irreflexiva (@, a)i R,Vae A

Simétrica Cuando (a, b) e R entonces (b, a) e R, 0o bien

cuando (a, b) e R entonces (b, a) £ R

Asimétrica Cuando (a, b) e R entonces (b, a) e R.

Ademas sia=Db (a, a) R

Antisimétrica (@, b) e Robien (b, a) e R

La diagonal no es importante en este caso.

Transitiva Si(a, b)e Ry (b, c) e R; entonces (a, c) e R.

Ejemplo 6.7. Sean los conjuntos A =B={1,2,3, 4}yla relacion

R={1,1.(1 2,2 1,24, 3 4, 4 2,43, 4 4}

Determinar si la relacion es reflexiva, irreflexiva, simétrica, asimétrica,
antisimétrica o transitiva.

Solucion.

cion, ya que esto permite mayor claridad.

1)

2)

A OB

O O R kb P
P O O r»r ®
P O O 0o @
R P P O A

La relacion no es reflexiva ya que deberia tener solamente unos
en la diagonal principal, esto es, todos los elementos del conjun-
to A deberian estar relacionados consigo mismos. Por ejemplo
(2, 2) £ R. Cuando no se cumple con la propiedad, para demostrar
esto es suficiente con exhibir un caso.

La relacion no es irreflexiva ya que ningun elemento deberia
estar relacionado consigo mismo, lo cual significa que la diagonal
principal debera tener solamente ceros. A diferencia de esto se
tiene que, por ejemplo (1, 1) e R.

Las respuestas se pueden dar a partir de la matriz de la rela-

233
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La relacion si es simétrica ya que los pares de elementos colo-
cados simétricamente alrededor de la diagonal principal son o
bien ceros o unos [el simétrico de (2, 3) es (3, 2) y ambos deben
ser ceros o bien unos, pero esto debera cumplirse para todos los
pares colocados simétricamente]. Una forma de saber si una re-
lacion es simétrica es por medio de su inversa (R_1). Si R = Rrlse
dice que la relacion es simétrica:

R={1, 1,1 2,2 1, (24,3 4,42, 4?3, 4 4}
R-1={1, 1), 2, 1, (1, 2), 4, 2), 4, 3), (2, 4), (3, 4), 4, 3]

Es mas facil manejar la informacion por medio de una matriz. En
este caso la matriz de la relacion deber& ser igual a su inversa
(Mr=Mr").

Mr'l

DNwWw N R
O O Fr P P
P O O R, N
, O 0O O W
R R R O AN

Como se observa que MR= MR 1, se puede concluir que R es una
relacion simétrica.

La relacion no es asimétrica ya que los pares de elementos co-
locados simétricamente alrededor de la diagonal deberian ser
contrarios, esto es, Si uno es cero su contrario debe ser uno. Ade-
mas la diagonal principal debera contener solamente ceros. En
este caso se tiene por ejemplo que (1, 2 £ Ry (2, 1) e R, pero si
uno de ellos esta contenido en la relacion entonces su simeétrico
no deberia estar en ella, sin embargo lo esta y esto es suficiente
para concluir que la relacion R no es asimétrica. Ademas ningun
elemento deberia estar relacionado con él mismo, sin embargo
no sucede eso ya que por ejemplo (1, 1) e R.

La relacion no es antisimétrica ya que al menos uno de los pares
ordenados colocados simétricamente deberia ser cero y en la
matriz se tiene que (1, 2) e Ry también que (2, 1) e R, lo mismo
ocurre con los pares (2, 4)y (4, 2) asi como con (3, 4) y (4, 3). Con-
viene aclarar que no es necesario citar todos los casos para afirmar
que la relacion dada no es antisimétrica, ya que con un par de
pares ordenados en donde no se cumpla la condicién es suficien-
te para concluir que la relacion no tiene cierta propiedad. Sin
embargo, si se afirma que una relacion tiene una propiedad en-
tonces es necesario que se cumpla para todos los pares y no so-
lamente para algunos.
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6) La relacion no es transitiva porque al menos existe un caso en
donde no se cumple que si (a, b) e Ry (b, ¢) e R, entonces (a, ¢)
e R. Un ejemplo de esto son los pares ordenados (2, 4) y (4, 2), ya
que el par (2, 2) no pertenece a la relacion. Esto mismo se pudo
haber concluido si se observa que MR* MR+ (MR 2

1 2 3 4 1 2 3 4 1 2 3 4
1 1 1 0 O 1 1 0 O 1 1 0 1
=2 1 0 0 1 01 0 O 1 =11 1 1
3 0 0 0 1 O 0 0 1 O 1 1 1
4 0 1 1 1 O 1 1 1 1 1 1 1
1 2 3 4 1 2 3 4 1 2 3 4
1 1 1 0 O 1 1 0 1 1 1 0 1
=2 1 00 1 + 1 1 1 1 —1 1 1 1
3 0 0 0o 1 O 1 1 1 O 1 1 1
4 0 1 1 1 1 1 1 1 1 1 1 1
Como Mr ?;Mr + Mr2entonces la relacion R no es transitiva.
6.4 Relaciones de equivalencia, clases
de equivalencia y particiones
Vna relacion de equivalencia es aquella que tiene las tres propiedades:
‘efiexiva, simétrica y transitiva. Por otro lado, una relacion de equivalencia
nene clases de equivalencia y éstas forman particiones. Una particion es
zn subgrafo completo.
las clases de equivalencia son conjuntos que contienen a todos los ele-
mentos b e By que estan relacionados con ae A. Los elementos del primer
conjunto se encierran entre corchetes, de forma que una clase de equiva-
.riicia se puede indicar como
[a] = {b |b e B, aRb}
Vna particion es un conjunto de clases de equivalencia (conjunto de con-
mintos) con las siguientes propiedades:
a) Deberan estar contenidos todos los elementos del conjunto A.
ALFAOMEGA
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b) La interseccion entre las clases de equivalencia debera se:
vacia.

Méas formalmente se puede indicar como:

X ={a] Jae A, lainterseccion entre clases de equivalencia es
vacia}

Ejemplo 6.8. Establecer si la siguiente relacion es de equivalencia y
plantear el argumento correspondiente.
SeanA=B={1, 2 3,4, 5y
R={1,1.(12, 15 2 122,253 3,34, 423), 44,
(5 1, G5, 2, (5, 5}

1) Por inspeccion de R se ve que se cumple que aRa VvV ae A, esto
es, todo elemento del conjunto A esta relacionado con él mismo.
Otra forma de ver esto es observar que la diagonal principal de
la matriz de la relacion s6lo contiene unos:

A WD -
R O O Fr P P
b O O R R N
O b » O O @
O r P O O A
R O O R = O

B

2) Es unarelacion simétrica porque para todos los pares simétricos
de la relacién se cumple que si (a, b) e R entonces (b, a) e R. Esto
significa que R=R_1:

R={1 1,1 2, (1 5, 2 1, (2 2, (2 9 3 3, 3 4, 4 3),
4, 4), 5 1), (5, 2, (5 5)

R»=(1, 1,2 1,5 1), 12,2 2,5 2,3 3), 4 3), (3 4,
4, 4), (1, 5), (2, 9), (5 9)

ALFAOMEGA
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64 Relaciones de equivalencia, clases de equivalencia y particiones 237

O bien por medio de matrices se cumple que MR= MR

1 2 3 4 5 1 2 3 4 5

1 1 1 0 0 1 1 1 1 0 0 1

2 1 1 0 0 1 2 1 1 0 0 1

M 3 00 1 1 0O ., ™= 8 0 0 1 1 0
4 0 0 1 1 O 4 0 0 1 1 0O

5 1 1 0 0 1 5 1 1 0 0 1

3) También es una relacidén transitiva, ya que si (a, b) e Ry
(b, c) e R entonces (a, ¢) <R, en todos los casos. Esto se puede
observar facilmente ya que MR= MR+ MR2

1 2 3 4 5 1 2 3 45 1 2 3 4 5
11100 1 11001 1100 1
Mr2 211001 011001 =110D01
3 00110 00 110 0O 0110
4 0 0110 0O 01 10 0 0110
51 1001 11001 11001
1 2 3 4 5 1 2 3 4 5 1 2 3 4 5
111001 11001 1100 1
Mr+Mr2 = 2 1 1 0 0 1 + 1 1 001 = 11001
300110 0 0110 0O 01 10
4 00110 0 0110 0 01 10
5 1 1001 1100 1 1 100 1

Como se trata de una relacion de equivalencia, entonces sus clases de
equivalencia son las siguientes:

[1] = {1,2,5} Todos los elementos que estan relacionados
con 1

[2] ={1,2, 5 Todos los elementos que estan relacionados
con 2

[3] = {3, 4}

[4] = {3, 4}

[51={1.2, 5

Hay que observar que en ningun caso la clase de equivalencia es vacia,
ya que la propiedad reflexiva hace que cuando menos contenga un ele-
mento (a g [a]).
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La particion es un conjunto de conjuntos en donde estan contenidos todos
los elementos de A, pero en donde la interseccién de esos conjuntos es
vacia. En este caso se tienen dos particiones:

ALFAOMEGA

X={[1], [38]} ={[1], [4]} ={[2], [31} ={[2]. [4]} ={[5]. [3]} = {[5]. [4]}
X={{1,2, 5}, {3, 4}

Una caracteristica importante de las particiones es que el grafo de la rela-
cion R esta partido en subgrafos completos (de ahi el nombre de particién).
En este caso esta partido en dos:

Las relaciones de equivalencia son importantes porque es una propieda:
que deben tener las redes en el area de computacion, en donde la compu-
tadora 1 de una red puede enviar informacion a la computadora 2, per:
ademas la computadora 2 puede enviar informacion o comunicarse con I;
computadora 1; ésta es la propiedad de simetria. Por otro lado, toda compu-
tadora tiene comunicacion consigo misma, con lo cual se cumple la propie
dad reflexiva. Asi como si existe un camino de comunicacion para ir de 1
a2 (1, 2, y uno para ir de (2, 5), debe haber uno de (1, 5) con lo cual se
cumple la propiedad de transitividad.

Debido a que en las redes se tienen grafos completos, ya no se pone le
flecha o direccion de relaciéon sino que se sustituyen por una arista su
cabeza de flecha. De esta forma la particion anterior se representa de le
siguiente manera:
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84.1 Cerraduras

lio todas las relaciones son de equivalencia, pero es posible hacer que

engan esta propiedad agregando los pares ordenados necesarios minimos

rara que sean reflexivas, simétricas y transitivas usando para ello las ce-
rraduras. Los diferentes tipos de cerraduras que hay son los siguientes:

Cerradura reflexiva. En este caso se agrega alarelacion R la relacion
identidad para obtener una relacion que sea reflexiva (Rui). La rela-
cion identidad (I) es una matriz cuadrada cuyos elementos de la diago-
nal son unicamente unos y los elementos restantes son ceros.

Cerradura simétrica. A larelacion R se le agrega la relacion inversa
R-1 para que la relaciéon resultante tenga la propiedad de simetria, esto
es, R uR'l1o usando matrices MRu MR 1L

Cerradura transitiva. A larelacion R se agrega la matriz que resulta
de multiplicar la relacion por ella misma: MRu MR2

?fio algunas veces no es suficiente con adicionar una sola vez MR2, sino
rie requiere considerar a (MR= MRu MR2, encontrar nuevamente MRy
i:licar otra vez la cerradura (MRu MR2 hasta que (MR= MRu MR2. El
método se ilustra mas claramente por medio del siguiente algoritmo.
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Ejemplo 6.9. Sean A =B=1{1, 2 3 4,5 6 yR={1 1), (1 4, 2 3),
(6,1)}.

a) Establecer si R es una relacion de equivalencia.

b) En caso de no ser relacion de equivalencia, aplicar las cerraduras
correspondientes para hacer que lo sea.

c) Determinar las clases de equivalencia.
d) Determinar la particion, si la tiene.
e) Dibujar el grafo no dirigido de la relacion.

Solucion

a) No es una relacion de equivalencia ya que no es reflexiva, esto
es, no cumple con la propiedad de que aRa V ae A; por ejemplo
(2, 2) ie R. Tampoco es simétrica, ya que no cumple con la condi-
cion de que si aRb entonces bRa; por ejemplo (2, 3) e R pero
(3, 2) e R. No es transitiva, ya que no se cumple que si aRb y bRc
entonces aRc; por ejemplo (6, 1) e Ry (1, 4) e Rpero (6, 4) £ R.

b) Para hacer que sea reflexiva se le debe agregar la relacion iden-
tidad (I), y esto se consigue mediante la operacion (MRu ).

123456 123456 123456
1100100 1000O00O 100100
2001000 01 00O00O0 011000
Mr | 3000000u0O0O01000- OO1000O0
4 0000O0O0 000100 000100
5000000 0O00OO0OO0T1O0 0O00OO0OO01O0
6 1 000O00O0 0O00O0OO01 100001

Con esta operacion R ya es reflexiva, puesto que cumple con la condicion
correspondiente. Para que esta misma relacion tenga la propiedad de si-
metria se toma el resultado como MRy se le adiciona MR 1L

12 3 456 12 3456 12 3 456
1100100 100001 100101

2 011000 0O 100O00O0 011000

MruMr 3001000wuo0O0O11000- 011000
4 000100 100100 100100
5000010 O 0O0OO0T10O0 0O00OOT11O0

6 100001 0O 00 0O0O01 100001

OMEGA
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6.4

Ahora la relacion resultante tiene las propiedades reflexiva y simétrica.
Tomando esta matriz como Ry adicionando la relacion R2 (MRu MR?, se

tiene:

12 3 456
100101

12 3 456
100101

12 3456
1100101
2 0110 0O

011000
011000
100101

011000

3011000 OO011000

4 100100

Mr2

100100

0O00O0OOT10O0 0O000O0OOT11O0

5000010

100001 100101

6 100001

123456
100101

123456
100101

12 3 4 5 6
110 0101

20110 0O
Mr2 —30110 O0O0OuO0O11000

011000
011000
100101

011000

Mr

100101

4 10 0100

0O00OO0OO01O0 0O00O0O0T1O0

5000010

100101 100101

6 10 0001

Siguiendo el algoritmo, mientras MR* MRu MR2(cosa que es verdadera
para nuestro caso) se debe seguir iterando. Considerar ahora la nueva

matriz de la relaciobn como MR

MRu MR2y encontrar MR2con esta nueva

matriz como se muestra a continuacion:

12 3456
100101
011000
011000

12 3456
100101
011000

30110000 011000 —

12 3456
1100101

2011000

100101
O0O0OOT1O0

100101

0O00OOT1O0

4 100101

5000010

100101 100101

6 100101

Aplicar la cerradura nuevamente:

123456
100101

123456

100101

123456
1100101

011000
011000
100101

011000

3011000u011000

2011000

100101

4100101

0O00OO0OO0O01O0 000010

5000010

100101 100101

6 100101

Como ya no se cumple que MR* MRu MR2por lo tanto este ultimo resul-

tado, que ahora es MR, ya es transitivo.

ALFAOMEGA
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c) La relacion resultante ya tiene la propiedad reflexiva, simétricay
transitiva, por lo que es unarelacién de equivalenciay sus clases
de equivalencia son:

[lili. 4;6)
[2] =1{2, 3}
[3] =1{2, 3}
[4] ={1.4, 6}
[5] = {5}

[6] ={1.4, 6}

d) Su particidon esta integrada por las clases de equivalencia [1], [2]
y [5], ya que ellas contienen todos los elementos del conjunto
A y la interseccion entre esas clases de equivalencia es vacia.

X= [51} = {{1.4. 6}, {2, 3}, {5}
e) Elgrafo no dirigido de esta relacion de equivalencia esta dividido

en tres partes, cada una de las cuales corresponde a una clase de
equivalencia que integra la particion.

6.5 Operaciones entre relaciones

Asi como se pueden realizar operaciones con nameros también es posible
realizar operaciones entre relaciones. Las operaciones que se pueden llevar
a cabo con relaciones son: unidn, interseccion, complemento, composicion
e inversa de una relacién. Estas operaciones se pueden hacer usando ma-

trices o bien con conjuntos.

e Complemento de R. Seindicacomo R'y contiene todos aquellos pares
ordenados que no forman parte de la relacion R. Este conjunto incluye
a todos los pares ordenados que estan en el producto cartesiano A X E

ALFAOMEGA
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pero que no se encuentran en R. Cuando el complemento se obtiene
por medio de matrices, se deben cambiar todos los unos por ceros y los
Ceros por unos.

Interseccion. Sean Ry Srelaciones de un conjunto A en B, entonces
se puede obtener RnS.En términos de relaciones se puede ver que si
a(R n S)b, entonces aRb y aSb. Si se toma a las relaciones como con-
juntos, se sabe que la interseccidon de dos relaciones contiene a todos
los pares ordenados comunes a las relaciones Ry S. Si la manipulacion
es por medio de matrices, Mj”s es el resultado de multiplicar elemento
por elemento las matrices booleanas de Ry S.

Unidn. La union de dos relaciones (R u S) significa que aRb o bien
aSb. Los elementos que estan en la union de dos relaciones son todos
los pares ordenados que estdn en R, que estan en S, 0 que estan en
ambos. Por medio de matrices se lleva a cabo una suma de matrices
booleanas entre MRy Ms para obtener MRS

Inversa. También es posible obtener la inversa R-1de una relacién R.
Cuando se trabaja con conjuntos se intercambia la posicion de ay b,
esto implica que si (a, b) ¢ R entonces (b, a) e R-1. En el caso de matri-
ces, la inversa de MRes MR1que se puede obtener intercambiando
filas por columnas en la matriz MR

Composicion. La composicion de relaciones Ry S (R ° S) equivale a la

propiedad transitiva, esto significaque si(a, b) ¢ Ry (b, ¢) ¢ S, entonces

a C) g (R°S). También es posible obtener la composicion de dos rela-
ciones por medio de una multiplicaciéon booleana de las matrices de las

relaciones R°S = MR5= MRO Ms.

243

Ejemplo 6.10. Sean los conjuntos A =B=C=D={1, 2, 3, 4}y las rela-

cionesR: A -» B, S: B-» C, T: C ->D, tales que

R={1,1, (13,1 4,2 122,24, G2 G 3,41 43.4 4}

S={1,.2, 1 3, (23, (24,3 1.3 2, 33,4 2, 4 3}
T={193,14. 2 1,223.24.61 G242

Determinar (S-1 n R)' ° (T u R') por mediode conjuntos yverificar el resul-

tado usando matrices booleanas.

Solucioén

Usando conjuntos se tiene que

S-1=(1, 3, (2.1, (2,3, (2.4, 3 1, 3 2, (3, 3), 3, 4), (4 2l

S-1n R={1, 3), (2, 1), (2, 4), 3, 2), (3, 3))

www.FreeLibros.me
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Por otro lado, se sabe que el producto cartesiano A x B contiene todos los
pares ordenados que resultan de relacionar todos los elementos del con-
junto A con todos los elementos del conjunto B:

AxB={11),12,(13, (L4 21222 3249 3136 2,
33,3 4, 4 1,4 2, 4 3), 4 4} <

Tomando como referencia A x B se tiene que:

, (1,4, (2 2,(23),6 1,34, 41,42,

i,2,(1,3,1,4, 2 1, (2, 3, 2,4, 31, @3 2, (3,49, 4 2}

Para obtener la composicion cuando se utilizan conjuntos se deben deter-
minar todos los pares ordenados que se forman al combinar (a, b) con
(b, c) para obtener (a. c):
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4, 2), (2, 4 =>4, 4
4, 3), 3,2 =4, 2
4, 4), 4, 2 =4, 2
4, 2), (2, 3) =a(4, 3
4, 3), (3,1 =»(4, 1)
4, 3), (3, 4 => (4, 4

Después de tomar el primer par de (S1n R)'y el otro de (T u R)>Y de llevar
a cabo todas las combinaciones, se obtuvo como resultado de la composicion

el siguiente conjunto:

(S"1ln R)' ° (TuR") ={(1, 1, (1, 2), (1, 3), (L, 4), (2, 1), (2, 2), (2, 3), (2, 4), (3, 2),
3,3, 34 4 1), 42,43 4 4}

Usando matrices se tiene lo siguiente.

Para verificar dicho resultado por medio de matrices, es necesario obtener
las matrices de las relaciones R, Sy T:

1 2 3 4 12 3 4
11011 101 10
= 21101 Ms = 2 0 0 1 1
30110 31110
4 10 1 4 4 011 g
12 3 4 1 2 3 4
100 11 100 10
=210 11 Msl= 2 1 0 1 1
31100 31111
4 0100 40100
0010 1 011 O010
1011n1101=10001
1111 0110 0110
0100 1011 0O 00O

. ALFAOMEGA
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1 1 0 1 0O 1 0 O
Ms!mR) o 1 1 0 £= 00 1 0
1 0 0 1 1 0 0 1
1 1 1 1 0O 1 0 O
o 1 1 1
M(Tury) - 1 0 1 1
1 1 0 1
0o 1 0 o0
1 1 0 1 o 1 1 1 11 1 1
Mys nRry ° (TurY) o110 O 10 1 1 — 1 1 1 1
1 0 0 1 1 1 0 1 0 1 1 1
101 1 1 0 1 0 0 11 1 1

Hay que observar que los resultados obtenidos son los mismos, tanto me-
diante conjuntos como por matrices.

6.6 Propiedades de las relaciones

Sean los conjuntos A, B, Cy D, y las relaciones R: A -» B, S: B ->
C -> D. Entonces se pueden establecer las siguientes propiedades:

e SiRc S entonces R1c S-1.

e SiRc S entoncesR'c S'.

e (Rn S)"1=R-1n S"1

e (RuS)"1=R-1u S 1.

e SiR es reflexiva, también loes R 1

e R es reflexiva siy so6lo si R' es irreflexiva.

e SiRYy Sson reflexivas, entonces también lo sonRnSyRuS.

e Res simeétricasiysolosiR=R1

ALFAOMEGA
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R es simétricasiy s6losiRn R1=0 cuando R"AxB.
Si R es simétrica, también lo son R'y R"1

Si Ry S son simétricas, también lo sonRnSyRuUS.

R es antisimétrica siy s6lo si (Rn R-1) c I
(R°S)°T=RO(SOT).

(R0OS)1=S1°R1

(SUT)°R = (S°R)u(T° R).

Aunque se puede verificar que cada una de estas propiedades es valida
-.na relaciones particulares, es recomendable plantear una demostracion
::nnal para establecer la validez general de éstas.

Ejemplo 6.11. Sean los conjuntos A =B = C = Dylas relaciones R: A -» B,
SSB->C, T: C->D.

a) Demostrar que (Rn S)'1=R1n S"1
b) Demostrar que (SUT)°R =(S°R)u(T° R).

Solucién a
Si(a,b)e Ry (a b) e Sentonces (a, b)e (Rn S)y portanto (b, a)e(Rn S) 1

Por otro lado, como (a, b) e R entonces (b, a) e R_1 Como (a, b) ¢ S, enton-
ces (b,a) s S1L

Si (b, a) e R-1y (b, a) e S 1, entonces (b, a) e (R'1ln S 1).
Se concluye que (Rn S)"1=R1n S 1
Soluciéon b

Si(a,b)e So(a, b) g T, entonces (a, b) e (Su T). Si ademas (b, ¢)s R,en-
tonces (@, ¢) g ((Su T) °R).

Por otro lado, como (a, b) ¢ Sy (b, ¢) ¢ Rentonces (a, ¢) ¢ (S°R).

Como (a,b) g Ty (b, c)g¢ R, entonces (a, ¢) ¢ (T °R)y por lo tanto(a, ¢) ¢
(S°R)uU(T° R).

Se concluye que (SUT)°R=(S°R)u(TOR).
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6.7 Aplicaciones de las relaciones

Como ya se menciono, las relaciones tienen muchas aplicaciones y en
particular las que se presentan a continuaciéon en el area de la computa-

cion.
6.7.1 Una lista enlazada es una relaciéon

Sea A un vector de dimension N que contiene nombres de personas, les
cuales fueron colocados de acuerdo con el orden en que llegan, y sea P otr:
vector de las mismas dimensiones para guardar la direccion del siguiente
nombre. Ademas se considera una variable X que guarda la posicion ez
donde inicia la tabla de nombres.

a) Si el orden en que llegan los nombres es “Maria”, “Juan”, “Ana’
“Pedro”, "Jaime”, ¢cual es el valor de la variable X y como que-
darian los vectores A y P?

b) ¢Cual es el grafo dirigido de la relacién formada por los arregles
A, Py lavariable X?

C) Supodngase que se dan de alta los nombres “Benito” y “Luis”y
se da de baja a "Juan”. ;Cémo quedaria la informacion en 1

arreglos y cual es el grafo dirigido?

Solucién de (a)

Considérese que la variable que indica el inicio de la listaes X = *y
los arreglos A y P estan vacios, como se muestra en la siguiente tabla:

X = * (* significa fin de lista)

A P

a > W N
aa b W N R
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ar el primer nombre los arreglos quedan de la siguiente manera:

a > W DN P

variable X = lindica que el primer nombre de la lista esta en la posicion
cel arreglo A. El * en P indica que ya no hay mas nombres y ahi termina

lista.

=ndo llega el segundo nombre los arreglos tienen la siguiente informa-

*

1 Maria
2 Juan
3
4
5

a d» W DN P

lomo el nombre de Juan se coloca alfabéticamente antes que Maria, aho-
1 la variable que indica el inicio de la lista apunta a la posicion de ese
i;mbre X = 2. En esa misma posicion pero para el arreglo P, se coloca el
limero 1que indica que la posicion del siguiente nombre a recorrer esta
enla posicion numero'l del arreglo A y el * en P significa que ahi termina

lalista.

A agregar los nombres de Ana, Pedro y Jaime, los arreglos quedan como

se muestra a continuacion:
ALFAOMEGA
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X=3

A P
1 Maria 1 4
2 Juan 2 1
3 Ana 3 5
4 Pedro 4 *
5 Jaime 5 2
N N

Hay que observar que al colocar la informacion de esta forma es pos"
recorrerla en orden alfabético, permitiendo con ello un acceso mas rapi
El primer nombre esta en la posicion 3, como lo indica la variable X, el
sigue esta en la posicion 5, como lo indica el arreglo P, el que le sigue en
posicion 2, y asi sucesivamente hasta llegar al fin de lista indicado porT

En el contexto de “Estructura de datos” esta forma de arreglar la inforn--
cion se conoce como lista enlazaday es utilizada en el &mbito de la conr
tacion con la finalidad de acomodar la informacion de forma que cuando »
busque algo se encuentre de manera eficiente. Por ejemplo, si se busca -
nombre Jaime se encontraria en el segundo paso ya que esta inmedia
mente después de Ana y no es necesario recorrer toda la lista. Si se b
cara un nombre que no existe en el arreglo, como por ejemplo Carlos, y
se hiciera un programa que ademas de recorrer la informacion compara
alfabéticamente los nombres, en el segundo paso mandaria el mensaje
que “Carlos no esta en la lista”.

Esta lista enlazada también es una relacion en la que los nodos son 1
nombres de las personas, y la flecha que relaciona los nodos es la informa

cion del arreglo P. Ademas de que se indica en donde comienza el reco
do de la informacion.

Solucion de (b)

www.FreeLibros.me
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Solucién de (c)

después de dar de alta los nombres Benito y Luis, y de baja el de Juan,
,;S arreglos quedan de la siguiente manera:

X=3

A
Maria
Juan
Ana
Pedro
Jaime

*0 p A T

\l

Benito

N o g WODN R
N o g b~ WDN R

Luis

| 1 la tabla anterior se observa que cada vez que se da de alta un nuevo
nombre, se llevan a cabo los ajustes en los apuntadores, y cuando se da
:5 baja alguna persona simplemente se realiza la desconexién como ocu-

rre con el caso del nombre Juan.

Por otro lado, el grafo queda de la siguiente manera:

ALFAOMEGA
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En este grafo dirigido se puede observar que el nodo Juan, al desconect6-
lo, ya no tiene ninguna flecha que apunte hacia él, y aunque él tiene ul£
flecha que apunta a Maria ésta ya no importa ya que con ella no sur:?
ningun efecto. En computacion, para no desperdiciar espacio en memorii
se puede guardar una lista de espacios disponibles y se pueden volver s
ocupar cuando se necesiten, de forma que al lugar donde esta Juan se le
pondria una marca y posteriormente se usaria ese lugar para guardar otr:
nombre que se quisiera dar de alta.

Lo importante en este caso es observar que una lista enlazada es una re-
lacion. Pero aunque en los nodos solamente se representa un dato, rea-
mente puede ser el registro de un archivo o bien una fila de una tabla ei
donde no solamente se tenga el nombre de la persona, sino otros dates
como edad, salario, antigiedad y puesto, entre otros. De esta forma, e.
llegar al nombre de una persona, se puede acceder también ala informarana
restante.

Ejemplo 6.12. Colocar en un arreglo A los nombres de las personas con

ALFAOMEGA

sus respectivas edades, y en otro arreglo P los apuntadores correspondien-
tes pararecorrer dicha informaciéon alfabéticamente o por edades (en orden
ascendente) si el orden en que llegan es el siguiente: Mario, 50; Alfonso,
25; Paola, 17; Carlos, 20; Francisco, 18; Carmen, 14. Usar como variables
para inicio del recorrido a X para nombres, y aY para edades.

X=2 Y=6

1 Mario 50 1 3 *
2 Alfonso 25 2 4 1
3 Paola 17 3 * o
4 Carlos 20 4 & 2
5 Francisco 18 5 1 4
6 Carmen 14 6 6 8
N N

Observar como en este caso la informacion se puede recorrer alfabética-
mente, de acuerdo con los nombres y por edades. Esta forma de arreglar
la informacion es una lista doblemente enlazada y también es una estruc-
tura de datos, asi como también lo son las pilas y colas, mismas que se
estudian en “Estructura de datos”.
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En la figura, las flechas con lineas punteadas muestran el recorrido de

la informacidon para la edad y las flechas con lineas continuas
nombre.

€.7.2 Las relaciones en las bases de datos

f - archivo en una base de datos también es una relacion, y es posible
ferar a cabo operaciones entre archivos aplicando las operaciones de re-
icones. De hecho la aplicacion de las relaciones en las bases de datos es
mcy comuny asi lo muestran los diferentes manejadoras de bases de datos
existen en el mercado, los cuales tratan la informacion usando el alge-
Hrelacional, esto es, las operaciones entre relaciones: union, interseccion,
plementacion, multiplicacién booleana e inversa.

Ejemplo 6.13.
continuacion:

Archivo A
Reg. Nombre Puesto Salario Antiguedad Reg. Nombre

1 Juan Supervisor 4000 5 1 Juan

2 Lorena  Secretaria 3000 2 2 Lorena
3 Jaime Obrero 1800 7 3 Jaime

4  Alicia Gerente 8000 3 4 Alicia

5 Alfredo Obrero 2100 9 5 Alfredo
6 Carlos Supervisor 4 800 6 6 Carlos

7 Alberto  Supervisor 2400 2 7 Alberto

www.FreeLibros.me
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Sean los archivos (relaciones) A y B que se indican a

Archivo B

Puesto

Supervisor
Secretaria
Obrero
Gerente
Obrero
Supervisor
Supervisor
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Determinar

a) Unarelacién que contenga los campos Nombre, Puesto, H. Extras
y Antigledad, en este orden, para los trabajadores cuyo puesto
sea “Supervisor” y que tengan una “antigiedad” mayor de 5
anos.

b) Una relacion que contenga los campos Puesto, H. Extras y'Nom-
bre, solamente para los trabajadores que hayan trabajado horas
extras o bien su puesto sea “Gerente".

Solucién
a) Supongase que se coloca un 1 en las celdas que cumplan con la

condicién Puesto = “Supervisor” y “Antigiedad” > 5, y un 0 en
las demés celdas.

Archivo A Archivo B
Reg. Nombre Puesto Salario Antiguedad Reg. Nombre Puesto A A
Semanales Extras
1 0 1 0 1 1 0 1 0] 0
2 0] (0] 0] o 2 0 0] 0] o
3 0 o 0] 1 3 0 0] 0 0]
4 0 0] 0 0 4 0 0 0] 0
5 o 0] o 1 5 0] 0 0 0]
6 0] 1 0] 1 6 0] 1 0 0]
7 0 1 0 0 7 0] 1 0 0]

Posteriormente se realiza una unién entre estas dos relaciones.

AuB
Reg. Nombre Puesto Salario Antiguedad H. Semanales H. Extras

1 o 1

N 0o g b~ WON R
O O O O o o o
r R O O O O

0
1
0
1
1
0

O O O O O o
O O O O o o o
O O O o o o

Al llevar a cabo la interseccion (Puesto = “Supervisor”) n (Antiguedad >
5) se obtiene la siguiente relacion con los campos que se indican y en el
orden en que se solicitan:

ALFAOMEGA
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Archivo C
Reg. Nombre Puesto H. Extras Antiguedad
1 0 1 o 1
2 0 1 0 1

Obsérvese como el numero de registro no se conserva, ya que se trata de
una relacion nueva. Finalmente se sustituyen los ceros y unos por la infor-
macidén que corresponde para obtener la siguiente relacion:

Archivo C
Reg. Nombre Puesto H. Extras Antiguedad
1 Juan Supervisor 0 5
2 Carlos Supervisor 6 6

Notese como las operaciones se llevan a cabo en algebra booleana y se
pueden obtener relaciones de diferentes dimensiones con los campos en
el orden deseado.

b) (H. Extras > 0) u (Puesto = “Gerente”). Colocando un 1 en las
celdas en donde se cumpla la condicion y un 0 en donde no sea
verdadera se tienen las siguientes relaciones:

Archivo A Archivo B

Reg. Nombre Puesto Salario Antiguedad Reg. Nombre Puesto A
Semanales

1 o 0] o 0 1 o 0] 0

2 o o 0 o 2 0 0 0

3 0] 0 o 0 3 0 0] o

4 o 1 o 0] 4 0] 1 0

5 0] 0 0] 0 5 0] 0 0

6 0 0 0 0 6 0] 0 o

7 0] 0] 0 0] 7 0 0] 0
ALFAOMEGA
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Realizando la unidn entre las dos relaciones se obtiene:

AuB

Reg. Nombre Puesto Salario Antiguedad H. Semanales H. Extras

1 0 0 0 0 0 0
2 0 0 0 0 0 O =m
3 0 0 0 0 0 1
4 0 1 0 0 0 0
5 0 0 0 0 0 1
6 0 0 0 0 0 1
7 0 0 0 0 0 1

Tomando solamente los campos solicitados (Puesto, H. Extras, Nombre)
en el orden indicado, se tiene la siguiente relacion:

Reg. Puesto H. Extras Nombre

1 0 1 0
2 1 0 0
3 0 1 0
4 0 1 0
5 0 1 0

Finalmente se coloca la informacion correspondiente en cada una de las
celdas para obtener:

Reg. Puesto H. Extras Nombre
1 Obrero 12 Jaime
2 Gerente 0 Alicia
3 Obrero 8 Alfredo
4 Supervisor 6 Carlos
) Supervisor 4 Alberto

Es importante mencionar que la colocacion de los campos, asi como las
dimensiones del archivo resultante se obtienen con rutinas propias de los
manejadores de bases de datos, pero lo que aqui interesa mostrar es que
las operaciones entre relaciones son fundamentales en el campo de bases
de datos.

ALFAOMEGA
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6.8 Funciones

les lenguajes de programacion tradicionales se fundamentan en el con-
cepto de funcion, y lo mismo ocurre en el caso de los visuales ya que por
s emplo para dibujar una ventana es necesario proporcionar los parametros
Nno son otra cosa mas que las propiedades del dibujo que al final se
"tiene como resultado. Ademas de las funciones comunes (seno, coseno,
siz cuadrada, logaritmo natural, valor absoluto, etc.), los lenguajes de
programacion permiten disefiar funciones que pueden servir para realizar
rperaciones mas complejas, y que se pueden usar en otros programas.

Definicion. Una funcion f es una relacién que asigna a cada ele-
mento X de un conjunto A un unico elemento b de un conjunto B.
Sean A y B conjuntos no vacios. Una funcion f de A en B se escribe
como

f: A—B

Se puede decir que todas las funciones son relaciones, pero no todas las
Elaciones son funciones. Para que una relacion sea considerada como una
r_ncion, debera cumplir con las siguientes condiciones:

1) El Dom(f) = A. Esto es, el conjunto de los primeros elementos de
todos los pares ordenados de la relacidon es el dominio de la funcién
y también es igual al conjunto A.

2) Si hay dos pares ordenados (a, b) y (a, ¢) que pertenecen af, en-
tonces b = c. Esto significa que cada elemento del dominio debe-
ra estar relacionado sélo con un elemento del codominio.

Ejemplo 6.14. Sean los conjuntos A ={1, 2, 3, 4}y B={a, b, c}. Determi-
nar si las siguientes relaciones son funciones:

a) R={1, b), 2, ¢), (3, a), (4, b)}
b) R={1, a), (2, ¢), (1, b), 3, &), (4, c)}
c) R={1, ¢, (2 ¢, (3, ¢), (4 c)}
d) R={(1, b), (2, ), 4, a)}
Solucién

a) Si es una funcion, ya que cumple con las dos propiedades de la
definicion.

. ALFAOMEGA
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b) No es una funcién, ya que no satisface la segunda condicion.

Especificamente, existen al menos dos pares ordenados (1, a) y
(1, b), cuyo primer elemento es 1y a* b.

c) Sies unafuncidén ya que satisface las condiciones de la definicion

planteada.

d) No es una funcién, ya que Dom(f) * A.

La propiedad 2 de la definicion de funcion afirma que si (a, b) e f, entonces
b estd determinada de manera Unica por a. Por lo tanto, se puede escri-
bir:

b = f(a)

Esto significa que b estad en funcién de a. También se dice que a es la
variable independiente y b la variable dependiente. En computacion al
elemento a se le llama argumento de la funcién y a b se le llama valor de
la funcion para el argumento a. A b también se le llama imagen de a baje
f, lo cuai se ilustra en la siguiente figura:

Imagen de
una funcién

De esta forma, dados un valor del parametro o variable independiente y
la funcidn, es posible determinar el valor de la variable dependiente. Po:
ejemplo, en la expresion y = cos(x) se tiene que la variable independiente
oparametro es X, la funcion es eos y la variable dependiente es y. En e.
caso de y = x2+ 3x - 1llavariable independiente es x, la funcion es x2+ 3z
-1y lavariable dependiente es y. En general los lenguajes de programa-
cion permiten crear esta funcion de la siguiente manera:

Funcion trinomio (x: real): real;
inicio
trinomio:=x*x +3*x-1;
fin.
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Ez este caso el nombre de la funcion es “trinomio”, el parametro x que se
~mientra dentro del paréntesis se define como del tipo real y el valor ob-
tenido de la funcion también es del tipo real. De esta manera, cuando se

lina ala funcién y = trinomio (0.8) esto significa que el programa va a
Z5.rdlary = (0.8)2+ 3(0.8) - 1

T u funcién puede estar definida para dos o0 mas parametros o variables
iiiependientes, ademas de incluir la condicion de que para éstos siempre
obtenga como resultado un solo valor. Un ejemplo de funcién de dos
cables independientes a partir de las cuales se obtiene un solo valor es
h r_nciéon y = mod(a,b) cuyo valor es el resto que se obtiene al dividir a
e b, de forma que en particular para el caso y = mod(14, 3) se obtiene
-ralor 2, que es el resto de dividir 14 entre 3. Otro ejemplo es el de la
~'6n para obtener el mayor de dos numeros enteros:

Funcién mayor (a, b: entero): entero;
inicio

si a> b entonces

mayor = a
sino
mayor = b;

fin.

este caso la funcién “mayor” recibe dos numeros enteros, ay b, y ob-
e como resultado el mayor de ellos de forma que en el caso de y =
ri5, 3) se obtieney = 5.

'r que el objetivo es exponer las funciones desde un punto de vista
ral, éstas se denotaran como f, g, h, etcétera.

mlas funciones son relaciones, es posible representarlas de diferentes
eras: como conjuntos, matrices, ecuaciones, algoritmos y graficas.

259

Ejemplo 6.15. Determinar cuales de las siguientes graficas corresponden
a una funcion y cuéles a una relacion. En todos los casos se tiene que A es

el conjunto de los numeros reales.

www.FreeLibros.me
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Las primeras cinco graficas corresponden a una funcion ya que cumplen
con las dos condiciones de la definicion, sin embargo la sexta gréafica no
es la de una funcion ya que de su expresion matematica se ve que a un
mismo valor de x le corresponden dos de y, por ejemplo f(4) = f(—4) = O, por
lo que no cumple con la segunda condicion de la definicién de funcion.

ALFAOMEGA
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Un criterio que se utiliza para determinar si una grafica es una funcion
consiste en trazar unarecta perpendicular al eje de las abscisas en cualquier
parte de éste y ver cuantos puntos de la grafica intersecta la recta; si solo
intersecta un punto entonces la gréafica corresponde a una funcion, y si en
alguna parte intersecta mas de un punto entonces la grafica no correspon-
de a una funcion. En las siguientes dos gréaficas se ilustra la aplicacion de
este criterio.

La primera grafica corresponde a una funcion, mientras que la segunda
no.

6.8.1 Composicion de funciones

5f:A->Byg: B Csonfunciones, entonces la combinacion g ° f llama-
composicion también es una funcion. En la siguiente figura se ilustra el
rcncepto de composicion de funciones.

g-°f

) ALFAOMEGA
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Hay que observar que (a, c) e (g °f) siy solosi (a, b)efy(b, c)eg para
alguna be B, de forma que

¢ =g(b) = g(f(a)) = (g ° f)(a)

La composicion de funciones es de gran utilidad en el campo de la compu-
tacion, ya que permite la aplicacién de varias funciones en una misma linea
de codigo, dando por resultado programas mas compactos. Como ejem-
plo de esto considérese la siguiente linea de codigo:

w: = abs (sqgrt (eos (X - 3*y)))

Se observa que esta instruccion contiene la aplicacion de tres funciones,
coseno (eos), raiz cuadrada (sqrt) y valor absoluto (abs), de forma que al
resultado obtenido al aplicar la funcion eos se le aplica la funcion sqrty a
este resultado la funcion abs.

De otra manera se deberia de tener una linea de codigo para cada una de
las funciones, haciendo con esto programas mas voluminosos y algunas
veces mas complejos. Todas las funciones tienen un nombre seguido de
argumentos de la funcion encerrados entre paréntesis: en este casc
(x - 3*y) es el argumento de la funcion eos, cos(x - 3 *y) es el argumente
de la funcion sqgrt y sqgrt(cos(x - 3 *y)) es el argumento de la funcion abs.

Ejemplo 6.16. Sean A =B =C =Rylas funciones f: A -> B, g: B->C
definidas respectivamente por f(a) = a2- 1, g(b) = b + 2. Entonces:

a) (g of)(3) =9(f(3)) =9(32- 1)=9(8)=8+2=10
b) (fog)(—)=1f(g(-1)) =f(-1 +2=1(1) =(12- )=0
c) (gof)(x- 1) =g(f(x- 1)) =g(x2- 2x) =x2- 2x +2

4)(s "5°1)(1) = g(g(f()) =9(g(i2- 1»=9(g(0)) =9(2) =4

En este ejemplo se observa que las funciones compuestas se evalian de
dentro hacia fuera.

6.8.2 Tipos de funciones

Una funcion f: A B se llama uno a uno (o inyectiva) si a cada elemente
distinto del conjunto A le corresponde un elemento distinto del conjunte
B, esto es, paratodo a, a'e A sif(a) =f(a") implicaque a=a'.
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"na funcion f: A -» B se llama sobre (o suprayectiva) si el conjunto de los
segundos elementos de los pares ordenados de la funcién es igual al con-
- nto B, dicho de otra forma, es sobre si Cod(f) = B.

| iando una funcidén es uno a uno y sobre (o0 biyectiva), se dice que f tiene
na correspondencia uno a uno.

263

Ejemplo 6.17. Enlasiguiente figura se ilustran los conceptos de funcion
inyectiva, suprayectiva y biyectiva.

Considérese que los puntos de la izquierda son los elementos del conjunto
A, que los puntos de la derecha son los elementos del conjunto B, y que la
relacion entre ambos conjuntos es la indicada por las flechas.

Funcion Funcion Funcion
inyectiva suprayectiva biyectiva

En esta figura hay que observar que todos los elementos del conjunto A
estan relacionados en todos los casos que se muestran, independientemen-
te del tipo de funcidén de que se trate; si no fuera de esta manera no se
trataria de funciones ya que no se estaria cumpliendo la primera condicion
de la definiciéon de funciones.

En relacion con el tipo de funciones en esta figura hay que observar que
en la funcion inyectiva cada elemento del conjunto A esta relacionado sélo
con un elemento del conjunto B; en el caso de la funcidn suprayectiva se
tiene que todos los elementos del conjunto B estan relacionados con un
elemento del conjunto A y por esta razén se considera sobre, sin embargo,
esta misma funcidén no es inyectiva porque uno de sus elementos no es
imagen de un solo elemento de A. Por altimo, en la funcidén biyectiva se
cumple con la condicién de ser inyectiva y suprayectiva a la vez.

ALFAOMEGA
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Ejemplo 6.18. En cada inciso determinar si la funcién dada es inyecti-
va, suprayectiva o biyectiva:

a) A=(@ b, c, d
B={1, 2, 3}
f={@a, 2, (b, 3), (c, 2, (d, 1)} u :f
b) A={1,2, 3,4, 5=B
f={1 3, 2 95, 4 3,3 9, 5 1}
c) A =B=R. Aqui R es el conjunto de los numeros reales.
f(a) = H
d A=B={1, 2 3 4, 5 yseaf={1, 2, (2, 5), (3,1), 4, 4, (5, 3).

Solucién de (a)

e No esinyectiva ya que no se cumple que para at a, entonces f(a)
* f(a'). Ejemplos de esto son los pares ordenados (a, 2) y (c, 2).

e Sies suprayectiva ya que Cod(f) =B ={1, 2, 3L
* No es biyectiva porque deberia ser inyectivay suprayectiva a la vez.

Solucién de (b)

e No es inyectiva ya que no se cumple que para a* a' debe ser
f(a) * f(a'), como lo muestran los pares (1, 3) y 4, 3).

e No es suprayectiva ya que Cod(f) * B. Faltan los elementos 2y 4.
e Obviamente tampoco es biyectiva.

Solucién de (c¢)

e No es inyectiva ya que por ejemplo para a=-1.7y a' = 17 se
tiene que f(a) =f(a') y por lo tanto no se cumple que paraa* a'
debe ser f(a) * f(a'").

e No es suprayectiva ya que cod(f) * B. Faltan los negativos en el
codominio.

e No es biyectiva.
Solucién de (d)

e Es inyectiva ya que cada elemento del dominio tiene exclusiva-
mente una imagen del codominio.

e Es suprayectiva, ya que Cod(f) = B.

e Como es inyectiva y suprayectiva a la vez, por lo tanto también
es biyectiva.
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6.8.3 Funciones invertibles

Una funcion f: A ->B es invertible si su relacion inversa f_1es una funcion.
Especificamente:

a) r les una funcién si y solo si f es inyectiva y suprayectiva, es
decir, es una biyeccion.

b) Si el inciso (a) se cumple, entonces la funcién f 1también es una
funcion biyectiva y (f-1)-1=f.

Ejemplo 6.19. Seaf: A—=B con A ={1, 2, 3}y B = {rojo, verde, azul}.
Entonces f = {(1, verde), (2, azul), (3, rojo)}. Obtener f 1
Solucién

Como la funcidén es inyectiva y suprayectiva, entonces es biyectiva y se
puede obtener su inversa:

f-1={(verde, 1), (azul, 2), (rojo, 3)}

Como se ve, esta funcion f_1también es biyectiva.

Ejemplo 6.20. Sean A =B =Ry f(a) = a3+ 2. Obtener la inversa de la
funcion.

Solucidén

Lo primero que hay que hacer es determinar si la funcién dada es biyecti-
va y para esto se observa su grafica.

y = X3+ 2

ALFAOMEGA
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A partir de la grafica se ve que se trata de una funcién inyectiva, ya que
a cada valor xg Rie corresponde un unico valor dey ¢ R. También se ve
que es suprayectiva, ya que Cod(f) = B = R. Por lo tanto se trata de una
funcion biyectiva e invertible, y su expresion es el resultado de despejar
la variable independiente en la funcion inicial:

b=a3+2
a=(b- 2)13
f Ha) =f(b) = (b - 2)18

Sea A = B=Ry sea lafuncién y = x sen(x) cuya gréafica es la siguiente:

A partir de la grafica se puede observar que y = X sen(x) no es inyectiv=j
ya que para infinidad de valores x e R se tiene que y = 0. Por otro lado,
funcion es suprayectiva ya que aunque en la grafica no se observa
claridad, la altura de la onda se hace cada vez mayor a medida
aumenta el valor de x. Por lo tanto, se trata de una funcién que no es ¢i
vertible, ya que no es biyectiva.

En general ninguna de las funciones trigonométricas definidas en el
junto de los numeros reales es biyectiva, y por lo tanto ninguna es inv
tibie. Un ejemplo de esto es la funcion f(x) = sen(x) en la cual existe n
infinidad de puntos en donde el valor de la funcion es el mismo, razon
la cual no es inyectiva ni invertible. Sin embargo, restringiendo el don
al intervalo entre -n/2 y k/2 resulta que la funcién es inyectiva y por fr
se puede obtener su inversa que es:

f-1(x) = f(y) = are sen(y)
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:anto, para determinar si una funcion es invertible se debe tener pre-
gue su dominio y codominio.

6.9 Aplicacion de las funciones

Ciia uno de los lenguajes conocidos como Java, C++, Pascal y Basic, tienen
Unciones integradas al lenguaje como sin(x), abs(x), sqrt(x), mod(x, y) y
pziN x), entre otras. Ademas, en cada uno de los lenguajes es posible crear
aciones con caracteristicas especiales que las funciones estandar no
en, pero que se consideran necesarias ya sea porque se usan con mu-
frecuencia, por que permiten dar claridad al cédigo o porque hacen
compactos los programas. Por ejemplo, si las funciones y = x3- 1, po-
d a = abse usan frecuentemente en un programa, se pueden crear de la
liente manera:

Funcion y(x: real): real Funcién potencia(a, b: entero): entero
Inicio Inicio

y: =xA3 - 1 potencia: = a”™b

retornar y retornar potencia
fin fin

I vez creadas las funciones, simplemente se les pasa el valor o valores
medio de los parametros que estan entre paréntesis y de esa manera
i'Dtiene el resultado. Por ejemplo:

Imprimir y(2) El resultado que imprime es 7(23- 1)
r: = potencia(2, 3) El resultado obtenido es r = 8(23

mjiim i lenguajes usan la palabra “Funcién” y otros no, pero a todas las
"nones seles daunnombre (en los casos anteriores es yy potencia), ya
s el nombre de la funcidén actia como variable en la cual se almacena el
iado de la funcion. Deben declararse los parametros que se encuentran
:ro del paréntesis (x, a, b) como algun tipo de dato que maneje el len-
-;e (entero, real, cadena, caracter, flotante, etc.), asi como el tipo de dato

.a propia funcion.

'do se llama la funcion se invoca por su nombre y se envia el valor del

etro (o parametros) entre paréntesis, cuidando que los valores en-

os coincidan con el tipo y numero de datos de los parametros. Es im-

:ante mencionar que las funciones pueden recibir varios datos, pero

proporcionan un resultado y siempre con los mismos valores se obtie-

el mismo valor, respetando de esa manera la definicion de funcion que
expuso anteriormente.
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6.10 Resumen

e Relacion. Una relacion R se forma al unir elementos de diferentes
conjuntos que cumplen con cierta propiedad o caracteristica. Los elemen-
tos que se unen pueden ser de dos, tres 0 mas conjuntos.

Como ejemplo supdngase que se tienen los conjuntos A, By C, ademas
de gque elementos del conjunto A estan relacionados con elementos del
conjunto By elementos del conjunto C porque cumplen con ciertas pro-
piedades, de forma que se puede tener una relacion R integrada por tri-
pletas. Los conjuntos son

A={1,2, 3, 4,5,6,7}
B={a e m, p, u}
C = {verde, azul, café, amarillo}

Considérese que R esta formada por tripletas que contienen un elemente
de A que es divisible entre 3, uno de B que es una letra vocal y uno de C
que es un color basico:

R ={(3,a,azul),(3,a,amarillo),(3,e,azul),(3,e,amarillo),(3,u,azul),(3,u,amarillo”
(6,a,azul),(6,a,amarillo),(6,e,azul),(6,e,amarillo),(6,u,azul),(6,u,amarillo)

Esta relacidon es una relacion trinaria porque esta conformada por elemen-
tos de tres conjuntos distintos.

Las relaciones mas comunes en ciencias de la computacion son las rei
ciones binarias, que estan integradas por pares de elementos de d:
conjuntos.

Sean A y B dos conjuntos no vacios. Una relacion binaria R es un conjun:
de pares ordenados, en donde el primer elemento a esta relacionado

el segundo elemento b por medio de cierta propiedad o caracteristica,
cual se indica como aRb mientras que para la relacion se tiene que

R={(a,b) JaeA y beB}

e Producto cartesiano (A x B). Es la combinacion de todos los eleme
tos del conjunto A con todos los elementos del conjunto B.

e Dominio de R (Dom(R)). Conjunto de todos los primeros elemeni
de los pares encontrados en una relacion.

e Codominiode R (Cod(R)). Esta conformado por los segundos eleme
tos de los pares de la relacion R.
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Matriz de una relacion (MR. Si A y B son dos conjuntos finitos y si R
una relacion de A en B, es posible representar a R como una matriz MR
mde un elemento de la matriz es

lsi(a,b)e R
Osi(a,b)g R

Grafo de una relacion (GR. Se puede representar una relacion por

'io de una gréfica integrada por nodos y flechas, y a dicha grafica se le

oce como “grafo dirigido” de R, en donde los elementos de los conjun-
tes A y B se representan como nodos y la relacién que existe entre dichos
zl~nientos se indica por medio de una flecha que va del elemento del con-
T~to A al elemento del conjunto B con el que estéa relacionado.

e Grafos dirigidos y no dirigidos. En un grafo dirigido se representa la
-~cion entre un elemento del conjunto A y un elemento del conjunto B por
o de una flecha que va de a hacia b. Sin embargo en un grafo no dirigi-
do la relacion es en ambos sentidos, esto significa que aRb y que bRa, por
asarazon la relacion se representa por una sola linea sin cabeza de flecha.

- Propiedades de las relaciones. En una relacion es comun que los
mentos de A también sean elementos de B, es decir que A = B. Por
rr-mpln en una red de computadoras A y B tienen los mismos elementos
¢que relacionan computadoras, en una red carretera A y B tienen los
mos elementos porque relacionan ciudades, o en una red de agua po-
izlzle A y B tienen los mismos elementos porque relacionan valvulas.
Ciando ocurre que A = B, las relaciones pueden tener una, varias 0 ningu-
i de las siguientes propiedades:

Propiedad Condicion

aRa; Vae A. Esto es: todos los elementos de A

Reflexiva , . ) ]
estan relacionados consigo mismos.

(a,a) éR Vae A. Esto es: ningun elemento de A

Irreflexiva , . , )
esta relacionado con él mismo.

Cuando (a,b)eR entonces (b,a)eR, o bien

cuando (a,b)éR entonces (b,a)éR. Esto es:

los elementos simétricos de la relacion son

iguales.

Cuando (a,b)eR entonces (b,a)gR, ademas si'

Asimétrica a=Db entonces (a,a)iR. Esto es: en ningun caso

los dos pares simétricos estan en la relacion.
(a,b)é Ro bien (b,a)£ R. Esto es: cuando a”b en

Antisimétrica Nningudn caso los dos pares simétricos estan en la

relacion.

Si (a,b)eR y (b,c)eR, entonces (a,c)eR. Esto es:

cuando aRb y bRc entonces aRc.

Simétrica

Transitiva
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e Relacion de equivalencia. Es aquella que es reflexiva, simétrica ;
transitiva. Si la relacion es la comunicacién en una red de computadoras,
dicha red debe ser una relacion de equivalencia, porque toda computado-
ra se puede comunicar con ella misma (reflexiva), si la computadora X se
puede comunicar con la computadora W entonces la computadora V
se puede comunicar con la X (simétrica). Si la computadora X se puede
comunicar con la W y la computadora W se puede comunicar con la Z
entonces la computadora X se puede comunicar con la computadora
Z (transitiva).

e Clases de equivalencia [a]. Son conjuntos que contienen a todos los
elementos be B que estan relacionados con a e A.

[a] = {b |beB, aRb}

e Particion (A). Esunconjunto de clases de equivalencia con las siguien-
tes propiedades:

a) Deberan estar contenidos todos los elementos del conjunto A.
b) La interseccidon entre las clases de equivalencia debe ser vacia.

X={[a] Jae A; la interseccion entre clases de equivalencia es ve-
cia}

e Cerraduras. No todas las relaciones son de equivalencia, pero es
posible hacer que tengan esta propiedad agregando los pares ordenados
necesarios minimos usando para ello las cerraduras: reflexiva (R ul), s-
métrica (R u R-1) y transitiva (R u R2.

e Operacion entre relaciones. De la misma manera como se realizai
operaciones entre conjuntos, también se pueden llevar a cabo las siguien
tes operaciones entre relaciones:

a) Complemento de R (R"). Son a todos los pares ordenados que
estan en el producto cartesiano A x B pero que no estan en R.

b) Interseccion de Ry S (RnS). Sean Ry Srelaciones de un conjun-
to A en B, entonces se puede formar R n S. En términos de rele
cion se puede ver que si a(R N S)b, entonces aRb y aSh. P
medio de matrices MRS es el resultado de multiplicar elemen
por elemento las matrices booleanas de Ry S.

c) Unién de Ry S (RuS). La unién de dos relaciones (R u S) sigrr-
ca que aRb o bien aSb. Por medio de matrices se lleva a cabo
suma de matrices booleanas entre MRy Ms para obtener MRS

d) Inversa de R (R *. La inversa de R se encuentra intercambian
la posicion de ay b, esto implica que si (a,b)e R entonces (b,a)e R’
En el caso de matrices la inversa se encuentra intercambian’
filas por columnas (MR 1).
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e) ComposiciondeRyS(R°S). La composicion de relaciones Ry
S equivale ala propiedad transitiva, esto significa que si (a,b)eR
y (b,c)e S, entonces (a,c)e (R ° S). Es posible también encontrar la
composicion de dos relaciones por medio de una multiplicacion
booleana de las matrices de las relaciones

(R°S—MRy=  mMg).

e Una funcion f. Asignha a cada elemento x de un conjunto A un unico
cemento b de un conjunto B. Sean A y B conjuntos no vacios. Una funcion
f ie A en B se escribe f: A B.

Ir puede decir que todas las funciones son relaciones, pero no todas las
relaciones son funciones. Para que una relacién sea considerada como una
fizcion, debera cumplir con las siguientes condiciones:

a) Dom(f) = A, esto es, el conjunto de los primeros elementos de
todos los pares ordenados de larelacion es el dominio de la funcién
y también es igual al conjunto A.

b) Los elementos del dominio solamente deberan estar relacionados
con un elemento del codominio.

e Funcion inyectiva (0 uno auno). Unafuncion f: A -»B se llama inyec-
ta. si acada elemento distinto del conjunto A corresponde un elemento
munto del conjunto B.

€ Funcion suprayectiva (o sobre). Unafuncionf: A B se llama supra-
T/ rtiva, si el conjunto de los segundos elementos de los pares ordenados
ie Lafuncion es igual al conjunto B.

e Funcion biyectiva (o correspondencia uno auno). Cuando unafuncién
mes inyectiva y suprayectiva a la vez, se dice que es biyectiva.

m Funcién invertible. Una funcion f: A -» B es invertible si su relacién
UTersaf 1les también una funcién. Por otro lado, una relaciéon es invertible
m se trata de una funcién biyectiva.

Aplicacidon de las relaciones. Las relaciones se pueden aplicar en
es de datos si un archivo se considera como una relacion (o en otro
:exto, una base de datos). También se aplican en estructuras de datos
jue unarelacion es una lista enlazada, una pilay también un arbol. Otra
cacion es en teoria de grafos partiendo de que una relacion también es
ziaio. En programacion también se aplican ya que una funcion es una
cion con ciertas caracteristicas.
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6.11

Problemas

6.1 SeanA=B=C={1, 2 3 4, 5, R A —Btal que

6.2

R={1, 1), 1 3, (1,9, (2,2, (2,4, 3, 1), 3 3, 3 5, 4 2)
4,

4, 4), 5, 1), 5, 3, (5 5}

&> e

y S: B-> Ctal que bSc siy solo sia>by b es impar.

QD

)

o O

)
)
)

Q

e)

f)
g)

Obtener los pares ordenados de la relacion S.
Determinar MRy Ms.
¢Cual es el grafo dirigido de Ry cual el de S?

Explicar si las relaciones R y S tienen algunas de las si-
guientes propiedades: reflexiva, irreflexiva, simétrica,
asimeétrica, antisimétrica y transitiva.

Las relaciones Ry S ¢son de equivalencia? Si no lo son,
hacer que lo sean aplicando las cerraduras correspondien-
tes. Encontrar después las clases de equivalencia y la
particion.

Determinar M(RnS) 1

La relacion obtenida en el inciso (f) ¢es de equivalencia?

SeanA=B=C={1, 2 3 4}, R- A -» Btal que aRb si y sélo si

a=

byS:B->Ctal que bSc siy sélo si b es pary c es multiplo

de 4.

s}

(e}

i)

Determinar los pares ordenados de Ry S.
Determinar el producto cartesiano A x B.
Obtener el dominio y codominio de Ry S
¢Cuales son los grafos dirigidos de Ry S?
¢ Cuales son las matrices de Ry S?
Obtener (R' n S)0S-1.

La relacion obtenida en el inciso (f) ¢es una relacion de
equivalencia? En caso de no ser asi, hacer que lo sea apli-
cando las cerraduras: reflexiva, simétrica y transitiva.

Obtener las clases de equivalencia y particion de la rela-
cion.

¢Cual es el grafo dirigido y qué diferencia existe con el
grafo no dirigido?
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6.11 Problemas

SeanA=B=C={1,2 34, 5,R.A-»ByS: B-» C, donde:

R={1, 1,14, (1,5, (2,1),(2,2), (2,5, 3, 2), 3 4, 4 1),
4.3, 4 4, 409, (5, 1), 5 4, 5 5}

S={2,1),(23),(24,6 133,34 39, 43, 44,
6,1, 5 2, 5,93, 5 91

a) Obtener InR)cs-

b) Explicar si tiene o no las siguientes propiedades: reflexi-
va, irreflexiva, simétrica, asimétrica, antisimétrica o
transitiva.

c) ¢Cual es su grafo dirigido?

SeanA=B=C=D={1, 2 3,4, 5, R: A-»Bendonde aRb siy
sblo si aes pary b es primo, S: B -> C en donde bSc siy sélo
si c es divisible entre 3y T: C-»D donde T ={(1, 1), (3, 4)}.

a) Obtener los pares ordenados de las relaciones Ry S

b) Calcular los productos cartesianos A x By C x D. ¢Qué
diferencia existe entre estos dos productos cartesianos en
este caso? Si los conjuntos A, B, Cy D tuvieran diferentes
elementos ¢ocurriria lo mismo?

c) Explicar silas relaciones R, Sy T tienen una o varias de las
siguientes propiedades: reflexiva, irreflexiva, simétrica,
asimeétrica, antisimétrica, transitiva.

d) Alguna de las relaciones R, So T es una relacion de equiv-
alencia (explique). En caso de ser asi, obtener las clases de
equivalencia y particion.

e) Representar las relaciones R, Sy T como matriz y como grafo
dirigido.

f) Establecer si las relaciones R, Sy T cumplen con todo lo
necesario para ser consideradas una funcién (justificar su
respuesta).

g) Obtener RuT") Nn(S-1n R)°T) 1

h) La relacion obtenida en el inciso (g) ¢es una relacion de
equivalencia? En caso de no ser asi, hacer que lo sea apli-
cando las cerraduras correspondientes.

1) Obtener las clases de equivalenciay particion de la relacion
obtenida en el inciso (h).

j) Obtener el grafo dirigido y no dirigido de la relacion obte-
nida en el inciso (h).
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Sean A = B=Z+donde aRb siy soélo si |Ja- b] < 3.

a) Explicar si R tiene o no alguna de las siguientes propiedades:
reflexiva, irreflexiva, simétrica, asimétrica, antisimétrica y
transitiva.

b) ¢(R es unarelacion de equivalencia? Sino lo es, ¢qué propiedad
o propiedades le hacen falta para serlo?

6.6 SeanA=B=C=D={1,2 34,5, R A-»B SSB-»CyT: C->D

6.7

6.8

6.9

dondeR =0,S =BxCyT ={2, 3)}.

a) Explique silas relaciones R, Sy T tienen las siguientes propie-
dades :reflexiva, irreflexiva, simétrica, asimétrica, antisimétri-
cay transitiva.

b) ¢Alguna de las relaciones R, Sy/o T son relaciones de equiva-
lencia? Explique su respuesta.

SeanA=B=C=D={1,234,R A->B SSB->CyT:. C>D,
donde:

R={1, 1,1 2,14, 22,223,246 1,6 2,3 4, 4
1), (4, 3), (4, 4)}

S={1, 2), (2,2), (2,3), 4 3)}

T={3 1.3 3, (3.4), 4 2)}

a) Obtener M(T-1LSN(RA).

b) Si la relacion resultante en el inciso (a) no es una relacion de
equivalencia, hacer que lo sea aplicando las cerraduras re-
flexiva, simétrica y transitiva.

C) Obtener las clases de equivalencia y particion.

d) ¢Cual es el grafo dirigido y no dirigido de la relacién que re-
sulta en el inciso (b)?

SeanA=B=C R A -» By SIB->C. Demostrar que:

a) R es asimétrica si y so6lo siRnR_1=0.
b) (Rn SPc (R2n S2.

SeanA=B=C, R A -> By SB—=C. Demostrar que:

a) SiRc SentoncesR1c S"1
b) R es antisimétricasiy solosi(Rn Rl c I
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6.10 Resolver cada uno de los siguientes incisos:
a) SeanA=B={1,234,5YyR A B, donde

R={1,2,14), (22,256 1,3 5, 423,44, 4
5), (5, 1}

e Explicar si tiene alguna o varias de las siguientes pro-
piedades: reflexiva, irreflexiva, simétrica, asimétrica,
antisimeétrica y/o transitiva.

e Si la relacion anterior no es de equivalencia, hacer que
lo sea aplicando las cerraduras correspondientes.

e Obtener las clases de equivalenciay la particion (si ésta
existe).

b) SeanA=B=C={a, b,c,d e}, Ri A-» By S: A -»B, donde:

R={@& c), (& d), (& e), (b, &), (b, b), (b, d), (c, &), (c, d), (d,
c), (e, &), (e, b), (e, d), (e, e)}

S ={a a), @&c), (ae), (b, b) (b, c)b,d), (cb)c o),
d), (c, e), (d, &), (d, b), (d, e)}

e Obtener (Rn S °(S" u R-1).Hacerloporconjuntosy
ratificar dicho resultado por medio de matrices.

e Explicar sila relacién obtenida tiene alguna o varias de
las siguientes propiedades: reflexiva, irreflexiva, simé-
trica, asimétrica, antisimétrica y/o transitiva.

e Cual es el grafo dirigido de la relacion resultante y es-
tablecer si se trata de una relacién de equivalencia. Si
Nno es asi ¢cual es el menor numero de pares ordenados
que le faltan para que lo sea?

c) SeanA=B=C={1,23 45, R:A->ByS: A ->B, donde

R={1, 3,159, (2 1,2 2,24, 25,6 2,3 3, G
5), 4 1), (5, 3), (5, 5)}

S={b, c) [bpeB,ce C, bRcsiy solosibesprimoy c es par}

e Obtener (R' ° (S"1u R-1)) por medio de matrices y de
conjuntos.
e Explicar si la relacion resultante tiene alguna o varias

de las siguientes propiedades: reflexiva, irreflexiva, si-
métrica, asimétrica, antisimeétrica y/o transitiva.

e Cual es el grafo dirigido de la relacion resultante y es-
tablecer si se trata de una relacion de equivalencia.
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%)
I
B
=
=
o
N
N
N
)
~N
u
a
=
a
W
Ol
=3

Demostrar que:

(Rn SyYI=R1n S1.
(Ru SH1=R-1u S"L
e (R°S°T=R°(S°T).
(R oS)—l S-1oR"1
SuT)°R=(S°R)u (T °R).

6.11 Guardar nombres de personas en un arreglo A, la posicion del

siguiente nombre en un arreglo P y el inicio del recorrido de la
informacion en la variable X. El orden en que llegan los nombres
es “Lorena”, “Miriam”, “Gustavo”, “Alicia”, “Fernando”,
“Juan”.

a) ¢Cual es el contenido de los arreglos A y P asi como el de la
variable X, si se desea recorrer los nombres alfabéticamente
en forma ascendente?

b) Si se da de baja a “Fernando” y se dan de alta “José” y “Ale-
jandra” ;de qué manera quedaran los arreglos?

c) ¢Cual es el grafo dirigido de los arreglos A y P, asi como el de
Ja variable X, en este momento?

d) ¢Como quedarian los arreglos si en lugar de acomodar la in-
formacién para consultarla en forma ascendente, se desea
hacer dicha consulta en forma descendente?

6.12 Se desea guardar los salarios en un arreglo A, la posicion del si-

guiente salario en un arreglo P y el inicio del recorrido de la in-
formacion en la variable X. El orden en que llegan los datos es
3 000, 4 000, 2 000, 5000, 3 000, 3 500.

a) ¢Cuédl es el contenido de los arreglos A y P, asi como el de la
variable X, si se desea recorrer la informacion de manera as-
cendente?

b) ¢Cual es el grafo dirigido en este momento?

c) Si se da de baja el salario cuyo monto es 3000y se dan de alta
2 500y 4 300, ¢cémo quedarian los arreglos?
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6.14

6.11 Problemas

d) ¢Cual de los dos 3 000 fue dado de baja 'y por qué?
e) ¢Cual es el grafo dirigido en este momento?

f) ¢Como quedaria la informacion si al arreglo P se le adiciona
otra columna para recorrer la informacion en forma descen-
dente, y se considera a la variable Y para indicar el inicio
de esta lista?

Colocar en un arreglo A los nombres de personas con su res-
pectiva edad, y en otro arreglo P los apuntadores correspon-
dientes para recorrer dicha informacion alfabéticamente o por
edades. El orden en que llega la informacion es “Francisco”,
30; “Fausto”, 18; “Arturo”, 22; “Alberto”, 32; “Lidia", 23;
“Berta”, 20. Usar X como variable para iniciar el recorrido de
los nombres, y Y para indicar el inicio del recorrido de las
edades.

a) ¢Cual es el contenido de los arreglos A y P, asi como el de
las variables X, Y, si se desea recorrer los nombres alfabéti-
camente (ascendente) y las edades en forma descendente?

b) ¢Cual es el grafo dirigido en este momento?

c) Si se da de alta a “Pedro”, 13y se da de baja a “Fausto”,
18, ¢de qué forma quedarian los arreglos?

Colocar en un arreglo A el nombre de personas con su respec-
tiva antiguedad, y en otro arreglo P los apuntadores corres-
pondientes para recorrer dicha informacion alfabéticamente y
por antigiiedad. El orden en que llega la informacion es “San-
dra”, 3; “Carmen”, 5; “Pablo”, 1; “Alfonso"”, 2; “Santiago”, 4;
“Elena”, 1 Usar X como variable para iniciar el recorrido de
los nombres, y Y para inicio del recorrido de la antigiedad.

a) ¢Cual es el contenido de los arreglos A y P, asi como el de
las variables Xy Y, si se desea recorrer los nombres alfabé-
ticamente (ascendente) y la antigiedad en forma ascen-
dente?

b) ¢Cual es el grafo dirigido en este momento?

c) Sise dade alta “Alfredo”, 2, “Fermin”, 4, y de baja “Elena”,
1, ;de qué forma quedarian los arreglos?

d) ¢Cual es el grafo dirigido en este momento?

e) Si ahora se agrega una columna a P y se usa la variable Z
para recorrer también los nombres en forma descendente,
¢coémo quedarian los arreglos?
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6.15 Considérense los archivos Ay B gque se muestran a continua-

cion:
Relacion A
Reg. Cadigo Nombre Departamento
1 3427 José Mantenimiento
2 6 072 Pedro Produccion
3 8 611 Alicia R. Humanos
4 7 512 Fernando Produccion
5 5 825 Carlos Produccion
6 7 020 Carmen Contabilidad
Relacion B
Reg. Cadigo Puesto Salario
1 3427 Supervisor 4 300
2 6 072 Obrero 3 000
3 8 611 Secretaria 2 800
4 7 512 Obrero 3 200
5 5 825 Supervisor 5 000
6 7 020 Secretaria 3000
Obtener:

a) Una relacién con los campos Nombre, Puesto y Salario. Para
las personas cuyo Departamento - “Produccion” y Salario > 3
100.

b) Una relacién con los campos Cédigo, Puesto y Departamento
para las personas cuyo Puesto = “Obrero” o bien (Puesto =
“Secretaria” y Departamento = “Contabilidad”).

C) Una relacion que contenga los campos Nombre, Departamen-
to y Salario de todos los trabajadores que no pertenezcan al
Departamento de produccion.

ALFAOMEGA
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6.16 Sean las relaciones A y B que se muestran a continuacion:

Py

© 00N O 0o A WD PR

Py
@
«

© 0N O 00 b WN PR

Obtener:

a) Una relacion con los campos Coédigo, Producto, Presentacion
y Precio. Con Producto = “Detergente” o Presentacion =

b)

c)

d)

eg. Cddigo

2 010
3 040
5513
1728
6 724
3319
6 502
3 045
1717

Cadigo
2 010
3040
5513
1728
6 724
3319
6 502
3045
1717

“Bolsa”.

Una relacion con los campos Producto, Contenido y Precio.
Para Precio > 15.00 y (Contenido < 1 000 gr. o Contenido <

500 mi).

Una relacion con los campos Codigo, Producto, Presentacion,

Relacion A

Producto
Galletas
Detergente
Mermelada
Aceite
Arroz

Frijol
Azlcar
Detergente
Aceite

Relacién B

Presentacion
Paquete
Bolsa

Frasco
Frasco

Bolsa

Bolsa

Bolsa

Bolsa

Frasco

6.11 Problemas

Precio
3.00
12.00
15.00
16.00
16.00
18.00
20.00
14.00
18.00

Contenido
250 gr.
600 gr.
250 mi

1 000 mi

1 000 gr.

1 000 gr.

2 000 gr.
600 gr.

1 000 mi

Contenido y Precio. Para Cédigo = 5 513.

Relacion con los campos Cdédigo, Producto y Presentacion.

Para Producto = “Detergente”.
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6.17 Sean los conjuntos A = {1, 2, 3,4,y B = {a, b, ¢, d}. Para cada
uno de los siguientes incisos:

e |Indicar sila relacion dada también es una funcién.
e Determinar Dom(R) y Cod(R).

e En caso de ser funcion, verificar si es inyectiva, Supra-
yectiva y/o biyectiva.

En caso de ser una funcion invertible, ¢cual es f 1?

a) R={(1, a), (2, b), (3, d), @ c)}
b) R={1, a), 2 a), 3, a), 4, a)}
C) R={1, b), (1,0, (2,4), (2,d)}
d) R={({, ¢}, (2,¢), (3, d), @, d)}

6.18 Sean A ={1, 2, 3}y B={a, b, ¢, d}. En relacidon con cada uno de
los incisos:

e |Indicar si la relacion también es una funcion.
e Determinar Dom(R) y Cod(R).

e En caso de ser funciéon, determinar si es inyectiva, su-
prayectiva y/o biyectiva.

e En caso de ser una funcién invertible, ¢cual es f 1?

a) R={(1, a), (2,a), (3, a)}

b) R={{1, a), (2,b), 2, ¢), (3, d)}
C) R={(1,c), (2,b), 3, c), (3 a)}
d) R={2,a), (2,0), (2,0, (d, d)}

6.19 Sean A =B =R; f(x) =-4x3-2; g(y) = 3y2- 1;h(z) =5z + 3.
a) Demostrar que en cada caso realmente se trata de una

funcion, y para esto utilizar la grafica correspondiente.

b) Establecer si son funciones invertibles, y si es asi obtener
la inversa.

C) Determinar el valor de la composicion f°h °g °g{2) y
g of oh of(-x).
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En cada uno de los siguientes incisos:

e Demostrar que se trata de una funcion utilizando un
bosquejo de su grafica.

e Establecer si se trata de una funcién invertible, y en caso
de ser asi obtener su inversa.

paraA ={X [Xx¢ R; x>2}; B={X [x¢ R; x> 1}

b) f(x) = _\f_’f_?’?__'_l_ + _2

paraA ={X [Xx¢ R; x >1}; B=« |x ¢ R;x>2}.
C) f(x) =3tg(x) paraA ={x [x¢ R; -1 <x<1}; B=R
d) f(x) = sen(x)

paraA ={X [X¢ R; t<x <3t} B={X |x ¢ R; - 1<x<1}.
e) f(x) =3(-In+lparaA =N;B =(x |x¢ Z;-3<x<3}

SeanA=B=C=D=R,f:A->B,g:B-~"Cyh:C->D definidas
por

f(a) = 3a + a3 g(b) = b5 h(c) = c + 1 Obtener:

a) ¢ °f(2)

b) fog(x- 1)
C) g of °h (x)
d) fogoh (-x)
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6.22 SeanA=B=C=D=R, . A->B,g:B->C,yh: C D definidas
por

f(a) =-a3 g(b) =b2- 1, h(c) = 3c + 1L Obtener:

a) f°gof(_I)

b) f°g°g(l -x)
c) g°g°f°h(-x)
d) fof og oh(2x)

6.23 Disefar un algoritmo en donde al dar dos numeros enteros posi-
tivos, el algoritmo encuentre el minimo comdn multiplo de ay b
usando para ello una funcion.

6.24 Disefar un algoritmo que contenga una funcion para:

a) Obtener el mayor de 3 numeros enteros positivos mayor
(X’ y’ Z)

b) Obtener el maximo comun divisor de dos ndameros enteros
positivos mcd(a, b).

c) Dado un numero entero positivo, determinar si éste es primo
0 no.

d) En algunos lenguajes se utilizan algoritmos para elevar una
cantidad a cualquier potencia. Si xn= ennx), donde n,
X e R, e = 27182, es la base de los logaritmos y Ln(x) es el
logaritmo natural de x. Dados dos numero reales Xy n encon-
trar con la funcion anterior x1L

6.25 Disefar algoritmos para determinar si una relacion es:

a) Reflexiva.

b) Irreflexiva.

c) Simétrica.

d) Asimeétrica.
e) Antisimétrica.
f) Transitiva.

ALFAOMEGA
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6.26 Disefar algoritmos para llevar a cabo las siguientes opera-
ciones entre relaciones:

a) Union.

b) Interseccion.

c) Complementacion.
d) Inversa.

e) Composicion.

. ALFAOMEGA
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CAPITULO

V I I Actual

Grafos

7.1 Introduccion

7.2 Partes de un grafo
7.3 Tipos de grafos

7.4 Representacion matricial
7.5 Caminos y circuitos
7.6 Isomorfismo

7.7 Grafos planos

7.8 Coloracion de grafos
7.9 Aplicaciones de grafos
7.10 Resumen

7.11 Problemas
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Aprender la simbologia y nomenclatura propia de la teoria de gratos y distinguir las
caracteristicas de éstos.
Aplicar lateoria de gratos a la solucion de problemas que se pueden resolver con

esta metologia.

Saber qué condiciones debe cumplir un grato que se considera tiene circuitos
importantes como Euler y Hamilton.

Usar latécnica de coloracion de gratos para iluminar un mapa con la cantidad minima
de colores sin que se junten dos colores iguales.
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7.1 Introduccion

>

Uno de los primeros resultados de la teoria de grafos fue el que o,

Leonhard Euler en el siglo xvin al resolver el problema de los puentes
Kénigsberg. Este problema consiste en recorrer 7 puentes que conec

irlue un matematico y fisico suizo que es - - - -

considerado uno de los mas grandes  POrciones de tierra, bajo la condicién de pasar por cada puente una

matematicos de la historia, ya que realizé ~ vez. En la siguiente figura se muestra la forma en que estan distrib;
importantes descubrimientos en areas .
tan diversas como el calculo, la teoria de IOS puentes'
grafos, la geometria, el algebra, la teoria
de numeros, el célculo de variaciones, la
mecanica, la hidrodindmica, la 6pticay la
astronomia, y también introdujo gran
parte de la moderna terminologia del
anélisis matematico.
Hacia 1738 Euler qued6 practicamen-
te ciego y a pesar de este problema su
productividad intelectual no disminuyé
gracias a su gran capacidad de calculo
mental y a su memoria fotogréfica. A par-
tir de 1741 vivi6 en Berlin y aqui escribié
mas de 380 articulos y publicé dos de sus
principales obras: la Introductio in analy-
sin infinitorum, un texto acerca de las
funciones matematicas publicado en
1748, y la Institutiones calculi differentia-
iiS, que se publicé en 1755 y que trata
acerca del calculo diferencial.
En 1735 Euler
resolvio el problema . . . .
conocido como el Euler represento este problema por medio de una figura como la siguiera
problema de los
puentes de Konigs-
berg, y con esta D
solucion establecio
lo que se considera
como el primer teo-
rema de la teoria de
grafos asi como el
nacimiento de la
topologia.

Leonhard Euler
(1707-1783)

r Topologia
En términos coloquiales, la topologia
es un area de la matemética que estu-
dia las propiedades de los objetos y la llamo6 “grafo”. A las porciones de tierra representadas por un pmr

?Ue no cambian cuando éstos S|e dde' las llamé “vértices”, alos puentes representados por lineas les dio el noi
t. . U j I13 H 1] e e 4 H

orman o se estran. ~n €jemplo @€ hre de “aristas” y al nimero de lineas que salen o entran a un vértice

este tipo de deformacion es la que se . L i ) ]

puede hacer sobre una taza de goma [lamo6 “orden del vértice”, el cual mas tarde se llamo valencia.

para obtener una dona:
Después de analizar el problema, Euler llegé a la conclusién de que
imposible obtener un itinerario que salga de un vértice y regrese a él p
sando por todas las aristas solamente una vez. Segun Euler, si el vérti
donde se inicia y termina el recorrido es el mismo, entonces dicho véi
(contintia) ce debe ser de valencia par ya que por un puente se sale y por otro difere~
te se debe de regresar. Lo mismo ocurre con todos los demas vértices, vyi

ALFAOMEGA .
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7.2 Partes de un grafo

«rie debe estar contemplada la entrada y la salida, por lo tanto Euler esta-
6 que “en un grafo, Unicamente se puede establecer un ciclo que pase
pe: todas las aristas solo una vez si todos los vértices tienen valencia par”.

I:s grafos son representaciones de las redes, y por medio de ellos se
.ede expresar en forma visual y sencilla la relaciéon entre elementos de
ito tipo, por ejemplo se pueden usar para representar la estructura
mB empresa en lo que se conoce como “organigrama”, o bien para
n:delar una red eléctrica, telefonica, de carreteras, de agua potable, de
5 :antarillado, etcétera. Los vértices pueden ser postes, transformadores,
-fleionos, ciudades, centrales telefonicas, valvulas, registros, y las aristas
r_3tienen relacién entre esos vértices pueden ser cables, tubos y carre-
ltras, entre otras cosas. Por medio de la teoria de grafos, se pueden apro-
iriihar mejor los recursos eliminando conexiones redundantes y
mEduciendo costos y distancias.

Ez computacion los grafos se utilizan para mostrar las relaciones entre
t: :hivos (en las bases de datos), entre registros (en la estructura de datos),
ezzre computadoras y entre redes como lo hace la red internet.

grafos son relaciones, como las que se expusieron en el capitulo an-

fr.or, que resultan ser muy utiles gracias a la forma en la que se les pue-

ie :epresentar ya que es mas claro ver la relacion entre dos elementos en
grafo que en una matriz o en un conjunto.

ir. este capitulo se exponen los conceptos fundamentales de los grafos y
r presentan algunas aplicaciones de ellos en el area de la computacion,

En embargo la teoria expuesta aqui se puede transportar a cualquier sis-
3Ezia en donde la intercomunicacion es fundamental.

7.2 Partes de un grafo

7~ grafo (G) es un diagrama que consta de un conjunto de vértices (V) y
an conjunto de lados (L).

Considérese el siguiente grafo:
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(continuacion)

Bajo estas condiciones unataza de café
y una dona son topolégicamente equi-
valentes ya que deformando y estiran-
do cualquiera de ellas se obtiene la otra
como resultado de latransformacion.

El nacimiento de la topologia se suele
ubicar en el afio 1735, cuando Euler re-
solvié el problema de los puentes de
Kdnigsberg, solucién que no sélo exhi-
be un enfoque totalmente topoldgico,
sino que ademas aporta el primer inva-
riante de la topologia algebraica.

Hacia finales del siglo XVill el punto de
partida del desarrollo sisteméatico de la
topologia fue la definicion rigurosa de
conceptos fundamentales del analisis
como funcién, continuidad, diferenciabi-
lidad, asi como el estudio de las nuevas
geometrias no euclideanas y de objetos
geométricos como la banda de Mdbius
(1858) que se muestra a continuacion

la cual fue descubierta en forma inde-
pendiente por los matematicos alema-
nes August Ferdinand Mobius vy
Johann Benedict Listing en 1858.
Como se puede ver, esta banda se
caracteriza por ser una superficie con
un solo lado y un solo contorno ade-
mas de ser un objeto no orientable.
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A partir de esta figura se definen los siguientes elementos:
 Vértices (nodos)

Se indican por medio de un pequefio circulo y se les asigna un name::
letra. En el grafo anterior los vértices sonV = {a, b, c, d}.

- Lados (ramas o aristas) N

Son las lineas que unen un veértice con otro y se les asigna una letra,
numero o una combinacién de ambos. En el grafo anterior los lados
L={1, 2,3,4,5, 6)

- Lados paralelos

Son aquellas aristas que tienen relacion con un mismo par de vértices. |
el grafo anterior los lados paralelos son: P = {2, 3}.

- Lazo

Es aquella arista que sale de un vértice y regresa al mismo vértice. En
grafo anterior se tiene el lazo: A = {6}.

. Valencia de un vértice

Es el nUmero de lados que salen o entran a un vértice. En el grafo ante"
las valencias de los vértices son:

Valencia (a) = 2
(b) =4
Valencia (c) = 2
(d) =3

Valencia

Valencia

Hay que observar como en el caso del vértice d el lazo so6lo se consid
una vez, entrada o salida pero no ambos.

7.3 Tipos de grafos

- Grafos simples

Son aquellos grafos que o tienen lazos ni lados paralelos.
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7.3 Tipos de grafos

Ejemplo 7.1. En la siguiente figura se muestra un ejemplo de grafo

simple.

- Grafo completo de n vértices (Kn

Zs el grafo en donde cada vértice esta relacionado con todos los demas,
sin lazos ni lados paralelos. Se indica como Kn, en donde n es el numero

ie vertices del grafo.

Ejemplo 7.2. Enlasiguiente figura se muestran tres ejemplos de grafos

completos.

Ko

La valencia en cada uno de los vértices de los grafos completos es (n - 1),
7 el numero de lados esta dado por la expresiéon

i 1
NUm. de lados = -J-r-( ------ ) -

en donde n es el namero de vértices del grafo.

ALFAOMEGA
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290 VII. Grafos

Ejemplo 7.3. El grafo K5de la siguiente figura tiene

Valencia de cada vértice=(5- 1) =4

NUm. de lados = —— =10

- Complemento de un grafo (G')

Es el grafo que le falta al grafo G, de forma que entre ambos forman uz
grafo completo de n vértices. Este grafo no tiene lazos ni ramas paralelas

Ejemplo 7.4. En la siguiente figura se muestra un ejemplo de grafo G
junto con su complemento G':

ALFAOMEGA
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7.3 Tipos de grafos

- Grafo bipartido

Es el grafo que estd compuesto por dos conjuntos de vértices, A = {ah a2,
£ .., aj y B ={Hf jl2.= s> en donde los elementos del conjunto A se
relacionan con los del conjunto B, pero entre los vértices de un mismo
rcnjunto no existe arista que los una.

291

Ejemplo 7.5. Sean los conjuntos de vértices A = {1, 2, 3,4ty B= {5, 6,

7}, con los cuales se forman los siguientes grafos:

Estos dos grafos son bipartidos, ya que los elementos del conjunto A estan
relacionados con los del conjunto B, pero entre los elementos de un mismo

conjunto no hay relacién alguna.

Vrra forma muy sencilla de saber si un grafo es bipartido es aplicar el he-
no de que nunca tiene un ciclo de longitud impar, ademéas de que debe
re cumplir con la caracteristica mencionada anteriormente.

- Grafo bipartido completo (Krem

Es el grafo que estd compuesto por dos conjuntos de vértices, uno de ellos
A ={ah a2 a3..., an}y otro B={bh 12,..., bm, y en el que cada vértice de A
esta unido con todos los vértices de B, pero entre los vértices de un mismo
rrnjunto no existe arista que los una. El grafo bipartido completo se indi-
re como Kn m
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»

Ejemplo 7.6. En la siguiente figura se muestran dos grafos bipartidos

completos:
1 2 3 4
W
a b
K42

En el caso de 2 tiene que A - {1, 2, 3, 4}y B ={a, I3, mientras que en
K2i3se tiene que A ={a, b}y B={1, 2, 3.

ALFAOMEGA

7.4 Representacion matricial

El uso de matrices para representar sistemas de ecuaciones, relaciones :
grafos permite unarapiday clara manipulacion de la informacion, asi corn:
el determinar algunas propiedades de los grafos que de otra manera seriaz
mas dificiles de obtener. Ademas de esto se tiene que en la computadora
es mas facil el manejo de matrices, ya que se pueden tratar como arregles
o listas doblemente ligadas.

A continuacién se describen las representaciones matriciales de los
grafos.

- Matriz de adyacencia (Mg

Es una matriz cuadrada en la cual los vértices del grafo se indican con:
filas y como columnas: el orden de los vértices es el mismo que guardo-
las filas y las columnas de la matriz. Se coloca un 1 como elemento de »
matriz cuando existe una relaciéon entre uno y otro vértice, o bien un
cuando no exista relacion alguna.
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Ejemplo 7.7. A continuacién se muestra un grafo y su matriz de adya-
cencia correspondiente:

Ma =

®® O O T 9O

R O F 9
O R - O T
O R, P O
R O - O Q
O B O O - o

Algo que se puede observar en la matriz de adyacencia es que Nno se pue-
den representar en ella los lados paralelos, como ocurre con el par de

aristas que unen los nodos by d. En esta matriz también la mayoria de las

aristas estan repetidas, como ocurre con la arista que une alos vértices Db
y c que tiene un 1en lalinea b columna c, pero que también tiene un 1en

la fila c columna b. Por dltimo, los lazos, a diferencia de las aristas norma-
les solamente se representan una solavez. Se puede concluir que la matriz

de adyacencia es buena para llevar a cabo operaciones con relaciones,

pero que no permite registrar en ella toda la informacién del grafo.

- Matriz de incidencia (Mj)

En esta matriz se colocan los vértices del grafo como filas y las aristas
Dmo columnas.

Ejemplo 7.8. Considérese el siguiente grafo junto con su matriz de
incidencia correspondiente:

ri r2r3u i5rer7r8
al1l001110

b 11100000

Mi = ¢ 00O0O0O0TO 0T10
d 0o O0OO0100UO0GO0

e 00011101

2 21 2 2 2 2 1
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En esta matriz si es posible representar lados paralelos, como ocurre con '
ri. r2>r5Y r6- Al sumar los elementos de cada una de las filas se obtiene la
valencia de los vértices, y al sumar las columnas es posible distinguir
cuando se trata de un lazo ya que su suma es 1, como ocurre con r3y r8.
Cuando no se trata de lazos, el resultado de la suma es 2.

7.5 Caminos y circuitos

En un grafo se puede recorrer la informacion de diferente manera, lo cual
implica seguir distintas rutas para llegar de un nodo del grafo a otro. A
continuacioén se definen varios conceptos relacionados con el recorrido dé
un grafo, y en el ejemplo 7.9 se ilustran éstos.

. Camino

Es una sucesiéon de lados que van de un vértice x a un vértice w (dicho;
lados se pueden repetir).

- Circuito (ciclo)

Es un camino del vértice w al vértice w, esto es, un camino que regresa si
mismo vértice de donde salio.

- Circuito simple de longitud n

Es aquel camino del vértice wal vértice wque solamente tiene un ciclo en
la ruta que sigue.

- Camino simple de longitud n

Es una sucesion de lados que van de un vértice x a un vértice w, en donde
los lados que componen dicho camino son distintos e iguales a n. Es::
significa que no se puede pasar dos veces por una misma arista.

ALFAOMEGA
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Ejemplo 7.9. Con relacién al grafo

se tienen los recorridos que muestra la tabla con sus correspondientes
caracteristicas.

Camino Circuito
Recorrido Camino  simple de Circuito simple de
longitud n longitud n

fabcedri * *L =5
{a h ab, A )
{c, e € d, c, b} * *L =5
{d, e g, e e d * k
{e, €} * K *L=1
{h,a b, c a h * *
{c, d, e, ¢} - * *L =3
fa, b, c, d e ¢ *
[a h, a} - * *L =2
b ac df - * L =4

Observar que todo recorrido es un camino y que la longitud del camino o
del circuito es el nUmero de vértices que se tocan menos 1.

- Grafo conexo

Es aquél en el que para cualquier par de vértices w, x, distintos entre si,
caiste un trayecto para ir de w a x.

ALFAOMEGA
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Ejemplo 7.10. Aqui se muestra un grafo conexo y uno no conexo.

b

a Cc

Grafo conexo Grafo no conexo

En el grafo conexo (conectado) siempre existe un camino para ir de un
vértice a otro, sin embargo en el grafo no conexo existen vértices que n:
estan conectados y, por lo tanto, no se puede acceder a ellos. Asi, en e.
grafo no conexo del ejemplo 7.10 no se puede tener un camino para ir del
vertice Dbal e.

- Camino de Euler

Es aquel camino que recorre todos los vértices pasando por todas las ramas
solamente una vez.

Ejemplo 7.11. Considérese el siguiente grafo

Un camino de Euleres {a, b, e, d, ¢, f, g, d, h, h, i, g} o bien {g, i, h, h, d, g,
f, c, d, e b, a).

ALFAOMEGA
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7.5 Caminos y circuitos

Tia caracteristica importante de los grafos que tienen camino de Euler
»S que siempre comienzay termina en vértices que tienen valencia impar,

.. esta razon es imposible que en el grafo del ejemplo 7.11 un camino
ae Euler pueda comenzar en el vertice f. Por otro lado, si un grafo tiene
nas de dos vértices con valencia impar, entonces no puede tener un ca-
nino de Euler ya que es requisito que tenga dos y solamente dos veértices
ir valencia impar.

» Circuito de Euler

1le aquel ciclo que recorre todos los veértices pasando por todos los lados
ariamente una vez.

Tr grafo tiene un circuito de Euler siy soélo si es conexo y todos sus vér-
- :ss tienen valencia par.

Il siguiente algoritmo de Fleury permite determinar un circuito de
fcler:

1) Verificar que el grafo sea conexo y que todos los vértices tengan
valencia par. Si no cumple con estas condiciones entonces el
grafo no tiene circuito de Euler y finalizar.

2) Si cumple con la condicién anterior, seleccionar un vértice arbi-
trario para iniciar el recorrido.

3) Escoger una arista a partir del vértice actual. Esa arista seleccio-
nada no debe ser “lado puente”, a menos que no exista otra al-
ternativa.

Lado puente es aquella arista que si se elimina, los grafos
pierden la propiedad de ser conexos.

4) Desconectar los vértices que estan unidos por la arista seleccio-
nada.

5) Si todos los vértices del grafo ya estan desconectados, ya se
tiene el circuito de Eulery finalizar. De otra manera continuar con
el paso 3.

L¢ firma del diablo es un juego que consiste en dibujar una figura sin le-
isntar el lapiz del papel, partiendo de un punto y regresando nuevamen-
te aél sin pasar dos veces por una misma arista. Este problema se puede
pESolver por medio del circuito de Euler.

www.FreeLibros.me
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Ejemplo 7.12. Determinar un circuito de Euler en el siguiente grafo.

Solucioén

1) Sepuede observar que, efectivamente, se trata de un grafo conexo
y que todos sus vértices tienen valencia par.

2) Considérese que se inicia el recorrido en el vértice a

3) Hay que escoger una arista a partir del vértice actual, y esa aris-
ta seleccionada no debe ser “lado puente"” a menos que Nno exis-
ta otra alternativa.

Se puede seleccionar cualquiera de las dos aristas [a, b) o (a, c),
ya que ninguna es puente. Supdngase que en este caso se esco-
ge (a, b), indicada con linea punteada.

4) Registrese como parte del circuito de Euler dicha arista. Circuito
de Euler: {a, b).

5) Desconéctense los vértices que estan unidos por la arista seleccio-
nada. Después de eliminar la arista se tiene el siguiente grafo

Como en este caso todavia no estan desconectados todos los
vértices del grafo, se contintia desde el paso 3, obteniéndose las
siguientes posiciones:

ALFAOMEGA
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Como se ve en el siguiente grafo, del vértice actual b se puede
seleccionar cualquiera de las aristas (I3 ¢), (b, e) o (b, d), ya que
ninguna es puente. Supodngase que se escoge (M, ¢) indicada con
linea punteada. Circuito de Euler: (a, b, c).

a

Eliminando la arista seleccionada se obtiene el siguiente grafo:

a

Del vértice actual c se puede seleccionar cualquiera de las aristas
(c, e) o (c, i), ya que ninguna es puente. Supdngase que se esco-
ge (c, e) como se indica. Circuito de Euler: (a, I c, e).

a

Eliminando la arista seleccionada se obtiene el siguiente grafo:

a

ALFAOMEGA
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Del vértice actual e se puede seleccionar cualquiera de las aristas
(e, b) o (e, d), pero no (e, i) porque se trata de un lado puente.
Supdngase gue se escoge (e, d) como se indica en el siguiente
grafo. Circuito de Euler: (a, b, c, e, d).

a

Eliminando la arista seleccionada se obtiene el siguiente grafo:

a

En el vértice actual d solamente esta el lado puente (d, b), pero
como ya no existe otra arista se selecciona ésta. Circuito de Euler:
(@ b, c, e dDb)

Eliminado la arista seleccionada se obtiene el siguiente grafo:

a

ALFAOMEGA
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Se continda asi hasta que todos los vértices queden desconectados.

Finalmente se obtiene el circuito de Euler: (a, b, c, e, d, b, e f, c, a).

® [ J [ J
d e f

Como se menciond, con el circuito de Euler se puede dar solucién
al juego de La firma del diablo al reconstruir el grafo, partiendo

del nodo a, como lo muestra la numeracion de las aristas:

a

- Circuito de Hamilton

Se trata de un problema similar al del circuito de Euler, con la diferencia
je que en lugar de pasar por todos los lados del grafo solamente una vez,
en el circuito de Hamilton se pasa por cada vértice solamente una vez.

H problema surgié en el siglo xix cuando Hamilton inventé un juego en
ionde estaban colocados nombres de ciudades en las esquinas de un
¢odecaedro. El juego consiste en iniciar en cualquier ciudad, viajar a lo
_argo de las aristas y visitar cada una de las ciudades exactamente una
Tez y regresar al punto de partida.

Respecto de un grafo se sabe que tiene un circuito de Euler si es conexo
7 todos sus vértices tienen valencia par, sin embargo no hay forma de
saber con anticipacion si un grafo tiene o no un circuito de Hamilton.

www.FreeLibros.me

|  William Rowan Hamilton
(1805-1865)

Fue un matemaético, fisico y astrénomo
irlandés que hizo importantes contribu-
ciones al desarrollo de la 6ptica, la dina-
mica y el algebra. Sin lugar a dudas su
investigacién mejor conocida es su des-
cubrimiento de los cuaterniones, sin
embargo su trabajo también ha sido muy
importante en el desarrollo de la mecéani-
ca cuantica.

En relaciéon con los cuaterniones se
tiene que éstos se definen como el con-
junto de nameros de la forma

H = jatbi+cj+dk |a, b, ¢, d e R;
izj=k=ijk=-1;

Usando la definiciéon de sumay produc-
to entre matrices con elementos complejos
se definen la sumay el producto entre cua-
temiones, y la estructura algebraica que
se obtiene es la de un campo con producto
no conmutativo, esto es, la de un anillo con
division o campo asimétrico.

Ademéas de su
importancia intrin-
secay de su utilidad
enlateoria de nume-
ros, los cuaterniones
se aplican en elec-
tromagnetismo, teo-
riade la relatividad y
mecénica cuantica.
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Ejemplo 7.13. Determinar, si es posible, un circuito de Hamilton en el
siguiente grafo.

Solucién. El circuito de Hamilton es como se indica en el grafo.

Como se ve, el circuito de Hamilton es {a, b, h, g, &, j, i, f, d, ¢, &, la linea
punteada.

En general los algoritmos para obtener un circuito de Hamilton en un gra-
fo tardan un tiempo exponencial, y estan en funcion del ndmero de vértices
y aristas.
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7.6 Isomorfismo

5e dice que dos grafos Gi y G2son isomorfos cuando teniendo apariencia
aferente realmente son iguales, porque coinciden en:

El ndmero de lados.

e El ndmero de vértices.

e El conjunto de valencias.

* Ser 0 N0 conexos.

e El ndmero de circuitos de longitud n.

e Tener o no circuito de Euler.

Esto implica que todos los vértices de Gi tienen un vértice equivalente en
32, Y Que todas las aristas del grafo GTtienen una arista equivalente
en G2 La consecuencia de esto es que con las propiedades de un vértice en
3- como argumentos, y por medio de una funcién biyectiva f, se puede
rbtener un vértice en G2 con las mismas propiedades. También teniendo
las propiedades de un vértice en G2como argumentos, y por medio de una
rmcidn biyectiva g, se puede obtener un vértice en Gacon las mismas
propiedades.

Por otro lado, se sabe que dos grafos G1y G2son isomorfos siy sélo si para
Lguna ordenacion de vértices y sus aristas, sus matrices de incidencia
son iguales.

www.FreeLibros.me
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Ejemplo 7.14.

Solucion.

ALFAOMEGA

Grafos

Se tiene que las matrices de incidencia son:

X! x2 x3 X4 x5 x6 X7 x8 x9 x10

a 0 1
b 1 1
c 10
d 00
e 0O
f 0 O

rir2
1 0o 1
2 1 o0
3 0 1
4 o o
5 0 o
6 1 o

0

O O - O B

rs

0

O - O O -

4
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Determinar si los grafos siguientes Gi y G2son isomorfos,
haciendo coincidir sus matrices de incidencia, manteniendo una matriz
estatica y realizando intercambios de filas y/o columnas en la otra matriz.

0

R B O O O

r10

= ©O o

o

B
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7.6

Considerando estéatica la matriz de G1y realizando intercambios en la de

G2 se tiene:

r3ra r5r6 r7 I8 ro r2

r rio

i8 r9 rio

5 re6 r7
2 1 000100O0O0O

ri r2 r3 u

001 0O0O0O0TGO

01000111

0
0

1
0
0

2

1
4

10101000110

11100000
00010100

1
1

0
0

40011100001

1

0
0

6
5
3

6 1 000010101

100 11010
0 000 1O0O001

50010011010

30100001000

r3r51r8r? 16 r9 r7
01 000©O0O
0 011010
1100000
0010100

rd rio

ri
2 1 0 O
10 10

4 011

r4 r3r518 r2 r6 r9 r7
0 01 00O0O0TPO

10011010

rio

0
0

ri

1

0
0

2

1
4
6
5
3

11100000
00010100

01000111

1
1
0
0

6 1 0 1
5000
3000

1

0
0

1000111
0 001001

0 0001001

r8 r2 r9 ré r7

r3 rl

r5 rd rio
2 1 0 O
10 10

4 1 11

r3rl r8 r2 r6 r9 r?
0 10000O
0011010
100 00O0O
0 110100

r5 rd rio
2 1 00
10 10

4 1 11

010000O00QO0
0011100
10 00O0O00O
0110010

6 0 01

6 0 0 1

1000111
0 00 1001

5000
3000

1000111

50 00
3000

0 00 1O0O01

r8 r2 r9 r6 r7

r3 ri

rd4 r5 rio

r8 r2 r9 r6 r7

r3 rl

r5 r4 rio

0 00O0O0O

1

0
1

1

6 0 0 1

0

0
0

o 1 o
6 0 0 1

1

0 010
0 0O

1
0 0O

1

10010

1

1
1

11
0 O

5000
3000

100 0111

5000
3000

1

1 0 0 1

0 0O

Con lo anterior es posible comprobar que efectivamente Gay G2 son iso-

morfos.

ALFAOMEGA
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Es muy complicado demostrar que dos grafos son isomorfos haciendo m
tercambios de filas y/o columnas hasta que las matrices de incidencia c:
incidan, y lo es ain mas a medida que aumenta el namero de vértices
aristas, independientemente de si esto se hace en forma manual o en
computadora.

Debido a lo anterior, en lugar de hacer coincidir las matrices lo que se h
es una comparacion de las propiedades principales de los grafos de fo
gue si coinciden en todas ellas se concluye que son isomorfos, pero
existe alguna diferencia (ya sea en el namero de vértices, en el conjur
de valencias, o si uno de ellos es conexo y el otro no, o si uno tiene circn
to de Euler y el otro no, o bien si uno de ellos tiene mas circuitos de lonz:
tud n que el otro), esto es causa suficiente para determinar que los grai
Nno son isomorfos.

En la siguiente tabla se muestran las propiedades en donde debe h
coincidencia entre los grafos Gxy G2 anteriores para que se consider
isomorfos.

Propiedad g2 Observacion

Nam. de 6 6

vertices

NUm. de lados 10 10

Valencias 2, 4,4, 4, 4,2,2,4, Coinciden en el mismo nu-

4,2 4.4 mero de vértices de valen-
cias 2y 4.

Conexo Si Si Ya que para cualquier par dt
vértices se puede encontrar
un camino.

Camino de Euler No No Ya que todos los veértices
tienen valencia par.

Circuito de Si Si Ya que todos los vértices

Euler tienen valencia pary se trate,
de grafos conexos.

Circuitos de 6 6 En lugar de tener longitud:

longitud n. (En a b, d a 1,3, 51 3, se pudo ver cuantos cir-

este caso de b,ec b 1,6, 4,1 cuitos tienen longitud 4.

longitud 3.) b,dcDb 1,4, 5 1 Pero en cualquier caso debe

b,d e b 15 6,1 coincidir.
c,d e c 2,4, 6,2
c,efc 4,5 6,4
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Zs posible observar que en el caso de valencias, la coincidencia debe ser
en el nimero de nodos de cierta valencia, y cuando se trata del namero
ie circuitos de longitud n deben coincidir en el namero y la longitud. Por
e;emplo, si uno de ellos tiene un circuito de longitud 5y el otro no, eso es
rausa suficiente para concluir que no son isomorfos. Las propiedades de
"Camino de Euler” y “Circuito de Euler" son relativamente faciles de
Aeterminar. Sin embargo, no es facil determinar si tienen o Nno un circuito
de Hamilton. Si es posible determinar de una forma relativamente facil si
ios grafos tienen o no circuito de Hamilton seria recomendable hacerlo,
fiero en caso contrario, con que sean iguales en las caracteristicas que
rontiene la tabla anterior es suficiente.

7.7 Grafos planos

'‘Jn grafo plano es aquel que se puede dibujar en un solo plano y cuyas
snistas no se cruzan entre si.

Por otro lado, la ecuacion de Euler
A=L-V+2

en donde A = numero de areas, L = ndmero de lados y V = namero de
nertices, es valida para un grafo plano y conexo.

307

Ejemplo 7.15. EI siguiente grafo es un ejemplo de grafo plano y co-

nexo:
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Se consideran areas a todas aquellas secciones cerradas {1, 2, 3,4, 5, 6}y a
la seccion que rodea el grafo {7}, como se muestra en la siguiente figura.

De aqui se tienen los valores A = 7, L= 11y V = 6, los cuales satisfacen la
formula de Euler: 7= 11-6 + 2

ALFAOMEGA

Otra propiedad importante de un grafo plano es que cada lado es frontera
maximo de dos areas. Asi en el grafo del ejemplo 7.15 se tiene que el lado
c-fes frontera de las areas 5y 6,y el lado jb-clo es de las areas 1y 7.

De acuerdo con lo anterior, si se tiene un grafo en el que la igualdad A =L
- V + 2 no se cumple o bien uno de los lados es frontera de mas de dos
areas, entonces con esto es mas que suficiente para establecer que el gra-
fo considerado no es plano.

Existen grafos importantes que se vieron anteriormente, por ejemplo Z4es
un grafo plano ya que se puede dibujar sin que sus aristas se crucen, pero
K5es un grafo no plano ya que no hay forma en que por lo menos un par
de aristas se crucen.
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In el grafo I<4es facil observar que cada uno de los lados es frontera de
—aximo dos areas y que la ecuacion de Euler se cumple ya que A = 4,
1=6yV=4

In relaciéon con Kbse observa que si el grafo se pudiera dibujar en forma
dafa, la linea punteada seria frontera de las areas (b, d, e, b), (a, b, d, a
7 a, b, d, ¢, a). Incluso es complicado delimitar las areas.

;:ro grafo importante que no es plano, es el grafo bipartido completo K33
rué se muestra a continuacion:

Aqui se observa que no es posible dibujar en forma plana un K33

Intre mas grande y complejo sea el grafo, es mas dificil identificar las areas
t :ambién es mas complicado verificar si efectivamente cada uno de sus
¢ dos es frontera de maximo dos areas adyacentes, por lo tanto, préactica-
~ente es imposible determinar si la ecuacion de Euler se cumple y en
consecuencia es dificil determinar si el grafo es plano o no.

Ir. lugar de determinar si la ecuacion de Euler se cumple y si cada uno de
's lados es frontera de maximo dos areas, se utilizan K33y K5como pa-
runes para demostrar que otros grafos mas complejos no son planos. Esto

tr posible eliminando lados hasta encontrar oculto un grafo no plano K33
: X5 como lo establece el siguiente teorema:

"eorema de Kuratowski

7n grafo G es plano si y solo si no contiene un subgrafo Kbo K33

www.FreeLibros.me
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Ejemplo 7.16. Si se desea dibujar en forma plana el siguiente grafo

una buena aproximacion es el siguiente grafo en donde se han movido de
lugar los lados 3-4, 5-2y 4-8:

Sin embargo, el grafo aun no es plano ya que se cruzan dos pares de
lados.

Es posible que cambiando de lugar los vértices (algo que también es per-
mitido) se pueda lograr que solo se crucen un par de lados, pero nunca se
podré dibujar en forma plana ya que el grafo contiene en su interior un
grafo K33 que se sabe que no es plano. Esto se puede observar si se elimi-
nan los iados punteados 5-2, 6-9, 7-8, 2-4, 29y 6-7, y los vértices 2, 7y 9
de acuerdo con la siguiente figura.

Cuando se busca si G contiene un grafo no plano en su interior como K33
y K5se eliminan los veértices de valencia dos, como fue el caso de los nodos
10 y 11 pero no necesariamente se elimina la arista o bien pueden elimi-
narse las aristas, como ocurre con los vértices 9y 7. También es valido
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7.7 Grafos planos 311

eliminar todas las aristas y los vértices que permitan ver claramente que
el grafo G contiene en su interior un grafo K33y Kby que por lo tanto no
es plano como se muestra en la siguiente figura

Dibujando el grafo con los vértices y las aristas que se conservan, se pue-

de observar claramente que se trata de un grafo K33, como se muestra a
continuacion:

Es obvio que si un grafo tan pequefio como K33 no es plano, menos lo va
a ser uno mas grande que contenga dentro de él a un K33,

-=.y que tener presente que para determinar si un grafo tiene en su inte-
:r un grafo K5, éste debera tener cinco o mas vértices y cada uno de ellos
avalencia de cuatro o mas. Asi mismo, para que un grafo pueda tener
su interior un K33 como minimo debe contar con seis vértices y cada

~ o de ellos al menos debe tener valencia tres, ademas de que en el Kb
os los vértices estan relacionados entre ellos y en el K33hay dos con-
tos de vértices en donde los de un conjunto estan relacionados con

del otro y entre elementos de un mismo conjunto no existe lado
le los una.
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El siguiente grafo se conoce como de Petersen y se trata de un grafo
plano porgue contiene dentro de él un subgrafo K3 como se muestra
continuacion

Eliminando las aristas punteadas y los vértices blancos se tiene el siguie:
te subgrafo K32 que se sabe que no es plano, por lo tanto el grafo de ?:
tersen tampoco es plano:

’ 7.8 Coloracion de grafos

Sea G(V,A) un grafo y sea C un conjunto de colores. La coloracion de |
vertices V del grafo usando un color del conjunto C se encuentra dada
la funcién

f: V 4+» Ctal que V vifv2e V adyacentes

y f(va * (v

ALFAOMEGA
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Isto significa que cuando se lleva a cabo la coloracién cada par de vértices
iayacentes vxy v2del grafo deberan estar iluminados con un color dife-
rente.

A cada vertice del conjunto V, la funcion f le asocia un color del conjunto

Es importante mencionar que no es necesario que se utilicen todos los
rolores del conjunto C, lo que implica que se trata de una funcion que no
es suprayectiva.

En la coloracion de grafos lo que se busca es usar la menor cantidad de
::lores posible, cuidando que no existan veértices adyacentes del mismo
xlor.

7.8.1 NuUmero cromatico

5e llama numero cromatico del grafo G al namero minimo de colores con
rué se puede colorear un grafo, cuidando que los vértices adyacentes no
rengan el mismo color. EIl nUmero cromatico se indica de la siguiente como
16) .

313

Ejemplo 7.17. Considérese que se desea iluminar el siguiente grafo G

y que se dispone para ello del conjunto de colores C={1, 2, 3, 4, 5}, tenien-
do en cuenta que vértices adyacentes no deben tener el mismo colory que
se debe usar el menor numero de colores posible para encontrar el name-
ro cromatico.

Solucion

Se selecciona el vértice que tenga mayor valencia y se ilumina de un color
de los disponibles en el conjunto C, después se colorean los vértices ad-
yacentes a €l con un color diferente, verificando que no se presenten
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vértices adyacentes iluminados con un mismo color. Luego se toma el ver-
tice que tenga mayor valencia de este grupo de vértices coloreados en
segunda opcion y se colorean sus vértices adyacentes, cuidando que no
existan vértices adyacentes del mismo color y usando el menor niumero de
colores posibles para iluminar el grafo. Lo que se obtiene son los siguientes
estados del grafo:

Después de colorear el Después de colorear los
veértice d con el color 1 vértices adyacentes a d
e2
Después de colorear los Después de hacer los ajustes
vertices adyacentes necesarios y colorear los
faltantes a e vértices faltantes

En este ejemplo primero se ilumino el vértice d, por ser el que tiene valen-
cia mayor (en caso de dos o mas vertices de mayor valencia se selecciona
cualquiera de ellos). Después se colorearon los vértices adyacentes a él
cuidando que no existan vertices con el mismo color, por ejemplo si el
vértice c ya esta iluminado con el color 2, el vértice f no puede iluminarse
también con el color 2 o el color 1 porqgue es adyacente al vértice cy al
vertice d. Nuevamente se seleccion6 un vértice de mayor valencia que aun
no tenia todos sus vértices adyacentes iluminados, en este caso el vértice
e, y se coloreo el vértice adyacente faltante b con el color 1 Finalmente fue
necesario realizar los ajustes necesarios usando la menor cantidad de

ALFAOMEGA
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colores para lo cual fue necesario cambiar el color del vértice b al color 3
para gque el vértice a fuera iluminado con el color 1 Se encontré que el
numero maximo de colores utilizado para iluminar el grafo G son 3, por lo
tanto su numero cromatico es X(G)=3. Hay que observar que no fue nece-
sario utilizar todos los colores del conjunto C de forma que la coloracion
usando la funcion f: V —C se puede representar de la siguiente manera

Aqui se observa que f:V~ Cno es unafuncion suprayectiva, consideran-

do que Vv1v2e V adyacente f(vl) * f(v2.

coloracion de grafos es un problema NP-Computable y esto significa
irie no hay procedimientos eficientes para llevar a cabo esta tarea, sin
embargo existen métodos aproximados que pueden dar buenos resultados.
Zzo de ellos es el siguiente:

1)

2)

Seleccionar el vértice de mayor valencia v e iluminarlo con un
color cualquiera del conjunto C.

Colorear los vértices adyacentes al vértice v verificando que no
existan vértices adyacentes del mismo color. En caso de ser nece-
sario llevar a cabo intercambio de colores con la finalidad de usar
la menor cantidad de ellos. Siya estan coloreados todos los vértices
del grafo finalizar, en caso contrario continuar con el paso 3.

Seleccionar el vértice v de mayor valencia que ya esté coloreado
y que todavia tenga vértices adyacentes sin colorear. Regresar
al paso 2.

fce recomienda colorear del mismo color tantos vértices como sea posible
e iluminar al mismo tiempo los vértices que compartan nodos vecinos.

315
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Caracteristicas del niumero cromatico

El nUmero croméatico posee las siguientes siete caracteristicas fundame!

@) Un grafo G tiene nimero cromético X(G)=1 si y sélo si no tiezA
aristas:

c1l

ya que un vértice unicamente puede iluminarse de un soie|
color.

b) El niumero croméatico para un camino o un ciclo de longitud 2 r
X(G)=2 ya que siempre se podran alternar los colores:

X (G) =2
a1l b,2
¢1 c 1 d2

c) Siel grafo G tiene un ciclo de longitud impar entonces X(G) > 3

d2 c,3

c,3

a,l ib,2

X (G) = 3

d) El numero cromatico del grafo completo Knes X(Kn=n, consic?
rando que la caracteristica de este tipo de grafo es que todos.: \
vértices son adyacentes entre si. Por jemplo K4 tiene nume::
cromatico 4, porque es el menor namero de colores con el que ~
puede iluminar, cuidando que vértices adyacentes no tengan
mismo color.

www.FreeLibros.me



7.8 coloraciéon de grafos

d,2
X(K4 = 4

a3 Jo4
k4

e) En general la mayoria de los grafos tienen un niumero cromatico
X(G) < n porque se entiende que no estan relacionados todos los
veértices entre si, como ocurre con los grafos completos de n vér-

tices Kn.

f) Los grafos bipartidos o bipartidos completos (Knm), tienen un
numero cromatico X(G)=2.

c.l d,l e,l f,1

a,2

Grafo bipartido Bipartido completo K23

g) Todos arboles de cualquier orden tienen namero croméatico X(G)
= 2 o bien se dice que son 2-colorables.

www.FreeLibros.me
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Problema de los
cuatro colores

E ste problema surgié a mediados del
siglo xix cuando Francis Guthrie (1831-
1899), luego de colorear el mapa de Ingla-
terra con 4 colores, plante6 la cuestion de
si todos los grafos planos se podrian colo-
rear con solamente 4 colores. El problema
permanecio sin ser
resuelto por mas de
cien anos hasta que
en 1976 Kenneth
Appel y Wolfgang
Haken demostraron
con ayuda de una
computadora que
efectivamente todo
grafo plano tiene un
ndmero cromaético
menor o igual a 4.

ALFAOMEGA
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Un grafo G con numero cromatico X(G)=5 se llama 5-colorable y se infiere
gue si es 5-colorable es también 6-colorable ya que si un grafo G sé puede
iluminar con 5colores es obvio que también se podra colorear con 6, aunque
su numero cromatico es 5.

i.8.3 Coloracion de grafos planos

Todo mapa puede ser representado por un grafo plano, en donde cace
parte del mapa representa un vértice. En el grafo también se debe incluir
la parte que rodea al mapa como un vértice adicional, ya que es adyacente
a varias partes del mapa. Dos partes del mapa que son vecinas se repre-
sentan como vértices adyacentes en el grafo. A continuacién se muestre
un pequefio mapa con su correspondiente grafo plano.

Mapa

En relacidén con el coloreado de un grafo se tiene el siguiente teorema:

Teorema de los cuatro colores. (Appel y Haken)
Cualquier grafo plano G puede ser coloreado con cuatro colores dife-
rentes.

Esto significa que independientemente del tamafio o complicacion de un

grafo plano, su numero cromatico es X(G) < 4.

Sera menor de 4 si se trata de un grafo plano muy sencillo y maximo sera
de 4 para grafos complicados.
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Ejemplo 7.18. Para colorear y obtener el nUmero cromatico del grafo
plano G que se obtuvo a partir del mapa anterior, se procede de la siguien-

te manera:
Después de colorear el vértice k Después de colorear los veértices
y sus vertices adyacentes. adyacentes restantes de b.

Cambiando de color j y coloreando
el vertice g

Por tanto se tiene que X(G) = 4.

También es posible la coloracién de los grafos iluminando las aristas en
.igar de los vértices. El siguiente grafo tiene iluminadas sus aristas con
:ds colores {1, 2, 3} verificando que dos aristas de un mismo color no incidan
Eobre un mismo vértice.

. ALFAOMEGA
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La coloracién por aristas permite usar la coloracién en programacion ¢5
actividades con la finalidad de optimizar los recursos con que se dispor.r

Ejemplo 7.19. Sean el conjunto de maestros M = {mlt m2 m3, 1114 y el
conjunto de aulas A = {alt a2 a3. La representacion de la relacion entre los
maestros y las aulas por medio de un grafo usando aristas de distinto color,
en donde el color de la arista indica la hora a la cual se imparte la clase, es
la siguiente:

Aqui se tiene que

Clase de 8:00-9:00.
Clase de 9:00-10:00
Clase de 10:00-11:00
Clase de 11:00-12:00
Clase de 12:00-13:00
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7 8.4 Polinomio cromatico

numero de formas en que se puede colorear el grafo G usando w colores
jele llama polinomio cromatico de Gy se denota como P(G,w).

Las propiedades del polinomio cromatico son:

a) Si el namero de colores es menor que el niUmero cromatico, no
hay forma de colorear el grafo y por tanto el polinomio croméatico
es cero:

Siw < X(G) entonces P(G,w) =0
b) Si G es un grafo con un solo vértice y sin aristas, entonces el

numero de formas en que se puede colorear ese vértice con w
colores es w:

P(G,w) =w
c) Si G es un grafo completo de n vértices (Kn) entonces:
P(G,w) =P(Knw) =w(w - I)(w - 2)... [w- (n- 1) ]=w!

Por ejemplo, si el siguiente grafo se colorea a partir del vértice a
se tiene que

P(K4,w) =w(w - I)(w - 2)(w - 3) =4l
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d) El nimero cromatico para un camino simple es:

P(G,w) =w(w - D(w-D)...(w-1) =w (w - 1)1

w-1 e

e) Si G esta integrado por subgrafos, es necesario descomponer sil

Ejemplo 7.20.
fo G:

Solucion

grafo en subgrafos cuyo polinomio cromatico sea conocido. Le
descomposicion se lleva a cabo eliminando aristas para obtener
un subgrafo Gxy obtener de éste un subgrafo conocido que se
llamara G'x. En caso de ser necesario, se vuelve a descomponer
Gx hasta obtener solamente subgrafos conocidos. La expresion
que permite determinar el polinomio cromatico de G es:

P(G,w) = P(Gx,w) - P(G'X,w)

Determinar el polinomio cromatico del siguiente gra-

El polinomio croméatico del grafo anterior no es conocido ya que no es un
grafo integrado por un solo vértice sin aristas, tampoco es un camino sim-
ple, ni un grafo completo de n vértices Kn, por lo tanto se debe descompo-
ner en subgrafos cuyo polinomio cromatico sea conocido.

ALFAOMEGA
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Considérese que se elimina la arista x que conecta a los vértices dy f para
obtener el subgrafo Gx. Hay que observar también que G'xes subgrafo de
Gx.

G G G'

Sustituyendo valores en
P(G,w) = P(Gx,w) - P(G'X,w)
se tiene que
P(G.w) =w [w(w-l)(w - )(w-I] - w(w - )(w - I)(w - 1)
=w (W-I)(w-1(w-DHw-21=ww-I1HW
Con el polinomio cromatico, también es posible obtener el nUmero croma-
tico de G. Hay que observar que para un valor de w = 1se tiene que P(G,w)
= 0 lo que quiere decir que no es posible colorear ninguna vez el grafo.
Paraw = 2 el numero de formas en que se puede colorear G es:

P(GR2) =22 - I ¥=2

Por lo tanto X(G) = 2 ya que es el menor valor de w con el que se puede
colorear el grafo G.

Por otro lado, el namero de formas que se puede colorear G con w =5
es:

P(G,5) = 5(5 -1 Y4= 1280
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Ejemplo 7.21. Para el siguiente grafo G determinar el polinomio croma-
tico P(G,w), el numero cromatico X(G) y el namero de formas distintas en
gue se puede colorear dicho grafo siw = 5.

Solucidén

Debido a que G no es un grafo con el cual se pueda obtener directamente
el polinomio cromatico, es necesario descomponerlo en Gxy G'xcomo se
muestra en la figura.

h

Como del subgrafo Gxtampoco es posible obtener su polinomio cromatico,
se descompone nuevamente:
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Hay que observar que ahoraya es posible obtener el polinomio cromatico,
considerando que Gxesta integrado por un subgrafo completo de longitud
3y un vértice sin aristas y que G'xes dos veces un grafo completo K3.

Se tiene que
P(G,w) = P(Gx,W) - (G'Xw) - (G'XI)
Sustituyendo:
P(G,w) =w [w(w-I)(w - 2)] - w(w - I)(w - 2)- w(w - I)(w - 2)
=w (W - )(w-2)(w-1-1=w(w- I)(w- 2)2

Hay que observar que con w < 3 no es posible colorear ninguna vez el
grafo, por lo tanto P(G,w) = 0y el valor de w minimo con el cual se puede
colorear G es w = 3y por tanto el nidmero cromatico es X(G) = 3.

Si w = 5, entonces el numero de maneras diferentes en que es posible
colorear G es:

P(G,5) = 5(5 - 1)(5 - 2Q= 180

7.9 Aplicaciones de los grafos

Actualmente nada funciona de manera individual, por el contrario existe
n a relacion entre los distintos elementos que integran un sistema, traba-
0 equipo.

Puesto que los grafos permiten modelar todo aquello que estéa relacionado,
es evidente gque su aplicacion es muy amplia y variada.

Reconocimiento de patrones mediante grafos
de similaridad

los grafos de similaridad permiten agrupar informacion con caracteristicas
Ermejantes. Esto implica formar subgrafos en donde los veértices de un
ribgrafo estan relacionados entre si, pero no tienen relacion con los vértices
iel otro subgrafo, ya que no son similares. Una aplicacion de este tipo de
rrafos se encuentra en el reconocimiento de patrones, en donde se agrupa
informacion con propiedades muy parecidas de tal manera que se
nedan detectar enfermedades como el cancer, al agrupar conjuntos de
islillas que comparten caracteristicas similares. Otra aplicacion se encuen-
da en la cartografia, en donde grupos de pixeles (pequefios cuadritos de
Nna imagen) se agrupan porque son muy parecidos y por lo tanto se con-
fieran similares.
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En este tipo de grafo se debe definir una funcion que permita determina:
la similaridad que existe entre los vértices, principalmente la distancie
entre sus caracteristicas. Una funcion muy usada para determinar la dis-
tancia es:

n

S(Px ~ Py) ~~ IPx,i—Py,il = IPx,| Py1l +

=1 v

IPX,2 ~ Py,2 1 .occo..... + IPx,n —Py,m |

en donde Pxn es la propiedad n del punto Pxy Pymes la propiedad m del
punto Py. Con la funcion anterior es posible determinar la distancia que
existe entre las propiedades de los vértices X, y. Un valor grande de
S(PX- Py) indica que no existe similaridad entre los vértices X, y mientras
gque un valor pequefio significa que son muy parecidos o similares.

Pero ademas de la funciéon anterior, es necesario un valor referencial pare
discriminar la informacion que en este caso se llamaré coeficiente de infe-
rencia C. El valor de C se puede seleccionar de acuerdo con la experiencie
que se tenga en el campo, o bien por medio de una prueba piloto. Si Ces
grande, la similaridad es poco exacta, sin embargo para un valor de C pe-
queio la similaridad es muy fuerte.

Unavez que se tiene S(PX- Py) paratodos los puntos (vértices) en cuestion
se forman los grafos similares por medio del siguiente criterio: si S(PX- P7,
< C, se traza una arista entre los vértices Pxy Pyy se dice que Pxy Py son
similares. Los grafos similares forman un subgrafo y los no similares otrc
distinto, como se muestra en el siguiente ejemplo.

Ejemplo 7.22. La siguiente tabla muestra las caracteristicas que tienen
las diferentes partes de tejido de igual seccidon transversal de un analisis
de mama, de acuerdo con “temperatura”, “intensidad de color” e “infla-
macion”.

Parte (P) Temperatura (T) Color (Co) Inflamacion (1)

1 39 48 7
2 37 42 6
3 40 47 8
4 36 41 )
5 39 49 9

Determinar los grafos de similaridad para un coeficiente de inferencia

C=5.
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Lo primero que se debe de hacer es obtener la distancia entre los puntos
Pxy Py por medio de la siguiente funcién:

n

S(?x ~ Py) - 7~ IPx,i— Py,i I = IPx.1 — Py.1 1+ 1IPx,2 ~ Py,2 1+ m+ IPx,n- Py,m|

Si X =y se tiene que

S(Pi—--Pi) = IPi.i~Pi.il + IP12~P 121+ IP13~P 131

= |39-39| + |48-48 |+ 17- 71=0

Se observa claramente que entre Pj y P} existe una gran similaridad, es
mas, son iguales. Por lo tanto, no tiene caso obtener la similaridad entre
puntos iguales, de forma que se da por hecho que son similares y sola-
mente se registraran al final en el grafo correspondiente.

Six*y

S(Pi--pg =
S(Pi-_p3) =
S(Pi--p4 -
S(Pi--pp) =
S(P2~p3 =
S(P2-p4) =

S(P2~p9=

(
S(P3-p4)=
S(P3~-pH =
S(P4-_p5 -

Pro1~pr241+ P12- 2221+ |p1,3~p2,31

~139- 37|+ 48-42 + 17-6]=9

PI.1 ~23,1 + P12~ P3,2 T 21,3 ~p3.3

= 139 - 40|+ 148-47 + |7-8]= 3

w1 - pan 1+ P12- PA21+ 5y 5o pa31

- 139- 36|+ 148-41 + 17-5]=12

PI.1 - P51 1+ 1P12 ~ p5,2 1+ p1,3 ~p5.3

= |39-39] + 148-49 + 17--9]|=3

P20~p3,1 1+ P2,2~P3,2 1" |p2,3-P3,3 1

= |37- 40|+ 142-47 + 16-8|= 10

137 - 36 |+ 142 - 411+ 16- 5|=3
137 - 391+ 142 - 491+ |6-91= 12
140 - 36 |+ 147 - 411+ 18- 51= 13
140 - 39 |+ 147 - 491+ 18- 9= 4
136 - 39 |+ 141 - 491+ 15- 9= 15
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Se considera que dos puntos son similares si S(PX- Py) < Cy en este caso
se tiene que S(PX- Py) <5, con lo cual se puede decir que el grafo esta di-
vidido en dos partes como se muestra a continuacion:

Pc P.

Los lazos en cada uno de los vértices significan la similaridad entre ellos
mismos. Con los grafos anteriores se puede considerar que las partes de
tejido PIf P3, P5son similares asi como P2y P4también lo son. Si se consi-
dera un mayor dafo en las células cuyas caracteristicas de temperatura,
color e inflamacion estan mas alejadas de los valores normales, se puede
concluir que las areas mas dafiadas son PIf P3y P5.

7.9.2 Determinacion de la ruta mas corta mediante grafos
ponderados

En un grafo ponderado alas aristas se les asigna un valor al que se le llamé
ponderacién y que podria representar la distancia que hay de un nodo a
otro, o bien el costo de transportarse de una ciudad a otra.

Determinar la ruta mas corta es un problema tipico de la teoria de grafos
y consiste en encontrar el camino mas corto para ir de una ciudad origen
w a una ciudad destino x. Pueden existir distintas rutas para ir de un nod:
a otro, pero el objetivo es encontrar la mas corta o bien la mas econdémica
si es que la ponderacion representa un costo.

El método mas utilizado para encontrar la ruta mas corta de un nodo cual-
guiera w a cualquier nodo de la red, es por medio del algoritmo de DijkstrE
el cual consta de los siguientes pasos:

1. Seleccionar la ciudad origen a.

2. Usar una matriz que tenga como columnas el nimero de iteracion
una columna para cada nodo (a, b, ¢, d,...), la columna Actual que
se utilizara para indicar el vértice que se seleccione en cada ite-
raciéon y una columna Seleccionados para registrar los vértice;
que se van seleccionado en el proceso, como se muestra en la
siguiente tabla:
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Iteracion a b ¢ d .. Actual Seleccionados

3. Colocar en la matriz la distancia que existe de la ciudad origen a
ella misma (cuando se trata de encontrar la distancia de una
ciudad a ella misma considerar que es 0). A todas las demas
columnas se les coloca como distancia.

Iteracion a b ¢ d .. Actual Seleccionados
O 0O 0o 0o 0o

4. Colocar en la columna Actual el véertice que tenga la distancia
mas corta de entre todos los nodos (es obvio que en esta prime-
ra iteracion es el nodo origen). En la columna Seleccionados re-
gistrar dicho nodo escogido para ya no volverlo a elegir. (En
nuestro caso registramos esta distancia en tipo bold, negro y
subrayado.)

Iteracion a b ¢ d . Actual Seleccionados
O [e]o) [e]e) 00 a a

5. Registrar en la columna de cada uno de los nodos la distancia
mas corta que resulta de sumar la distancia registrada en el nodo
actual + distancia alos vértices adyacentes a él, y seleccionar la
distancia méas corta cuyo nodo aun no esté seleccionado de esa
fAla de la matriz (suponer que da> d2, por lo tanto, la matriz
sera:

Iteracion a b (o} d am Actual Seleccionados
! O 0 oo oo oo a a
) i 0 di d2 0o >u

Si el nodo seleccionado tiene una distancia diferente de m, que
es menor o igual a la que se obtiene de sumar la distancia regis-
trada en la columna del nodo actual + la distancia de ese nodo
actual a los nodos adyacentes a él, dejarla tal como est4, en caso
contrario cambiarla por la nueva suma.
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6. Registrar en la columna Actual el vértice que tenga la distancia
mas corta de entre todos los nodos y que no haya sido seleccio-
nado hasta ahora. Ademas de anotar en la columna Seleccionados
dicho nodo para ya no volverlo a elegir.

Iteracion a b c (o [ Actual Seleccionados
0 0 0o oo oo a a
1 0 4gi 02 o .. c a, C

7. Si ya estan todos los vértices seleccionados, finalizar. En cas:
contrario regresar al paso 5.

Ejemplo 7.23. Considerar que el siguiente grafo se obtiene al observar
la comunicacién que existe entre las ciudades {a, b, c, d, e, f, g] y que la
ponderacion que tiene cada una de las aristas (carreteras) es la distancia
que existe entre dos ciudades cualesquiera. Encontrar la ruta mas corta
para ir de la ciudad origen (a) a las ciudades restantes.

Solucidn

1. Seleccionar la ciudad origen (en este caso es el nodo a).
2. La matriz etiquetada es:

Iteracion a b ¢ d e f s Actual Seleccionados

3. Después de colocar en la matriz la distancia que existe de la ciudad
origen a ella mismay a todas las demas columnas «jse tiene que:

Iteracion a b ¢ d e f s Actual Seleccionados

0 0 oo 0o 0o oo 0o 0o

ALFAOMEGA
www.FreeLibros.me



7.9 Aplicaciones de los grafos

4. Despueés de registrar en las columnas Actual y Seleccionados el
vertice que tiene la distancia mas corta de entre todos los nodos,

la matriz queda como:

Ve

Iteracion a b ¢ d e i

0 0 oo oo oo [e]e} oo oo

Q Actual

a

Seleccionados
a

Hay que observar como la distancia del vértice elegido se distin-

gue por el subrayado.

5. Unavez que se anoto en la columna de cada uno de los nodos (no
seleccionados hasta ahora) la distancia mas corta que resulta de
sumar la distancia registrada en el nodo actual + distancia a los

vértices adyacentes a él se tiene:

Iteracion a b ¢ d e / g
0 QO oo o0 o0 o0 oo oo
1 O 2 1 oo oo oo oo

Actual
a

Seleccionados
a

6. Después de registrar en la columna Actual y agregar a la colum-

na Seleccionados dicho nodo:

Iteracion a b c d e f g
0 O o0 o0 o0 o0 oo oo
1 0] 2 1 oo 0o oo Oo

Repitiendo el paso 5 resulta:

Iteracion a b ¢ d e 1 g
0 O oo oo oo oo o0 oo
1 0 2 1 o o0 oo oo
2 0 2 1 5 oo oo oo

Repitiendo el paso 6 se obtiene:

Iteracion a b c¢c d e f g
0 O o oo o6 oa oo oo
1 0O 2 1 o0 o0 o0 oo
2 0 2 1 5 o0 o0 oo
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El proceso se repite hasta terminar con la siguiente matriz que muestra la
distancia mas corta que hay del nodo origen a todos los demas nodos del

grafo:
Iteracion a b c¢c d e / g Actual Seleccionados
0 O o o o o o @ g a ,
1 0 2 1 o0 o0 o0 o0 C a c
2 0 2 1 5 o o o b acb
3 0 2 1 4 3 6 o e a, c b, e
4 0O 2 1 4 3 5 8 d a c b, e d
5 0O 2 1 4 3 5 6 f ac b, e df
6 0 2 1 4 3 5 6 4 acb,edfg

Observar gque en la iteracion 3 en la columna d se registréo una menor dis-
tancia, porque la suma del nodo actual en ese momento b mas la distancia
de ese nodo actual a d dan como resultado 2 + 2 = 4, mismo que a su vez
es menor que el 5 que tenia anteriormente la columna d, por tal razén se
sustituye un valor mayor por uno menor.

ALFAOMEGA

Muchas de las aplicaciones de los grafos se pueden representar por m
de grafos ponderados, y por lo general siempre se desean optimizar
recursos reduciendo las distancias de tal manera que al encontrar la
mas corta se disminuye el costo, tiempo y por supuesto distancia.

7.10 Resumen

Un grafo es un diagrama que consta de un conjunto de veértices y un
junto de lados. Los nodos o vértices se indican por medio de un pequ
circulo y se les asigna un namero o letra. Los lados o aristas son las lin
gque unen un vértice con otro y se les asigna una letra, un namero o
combinacion de ambos. Cuando dos aristas unen a un mismo par de ve
ces, se les llama lados paralelos. Un lazo es aquella arista que sale de
vertice y regresa a él mismo. La valencia de un vértice es el nUmero
aristas que salen o entran a un veértice.

Los tipos de grafos mas comunes son:
e Grafo simple. Es aquel que no tiene lazos ni lados paralelos.

e Grafo completo de n vértices (Kn. Es aquel grafo en donde ¢
vértice esta relacionado con todos los demas, sin lazos ni lados paralel
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e Complemento de un grafo (G'). Es aquél grafo que le falta al grafo G,
para entre ambos formar un grafo completo de n vértices. Dicho grafo no
nene lazos ni lados paralelos.

e Grafo bipartido. Es aquel que esta compuesto por dos conjuntos de
rertices A y B en donde los vértices del conjunto A se relacionan con los
iel B, pero entre los vértices de un mismo conjunto no existe arista que
los una.

e Grafo bipartido completo (Knm). Es aquel grafo que esta compuesto
cor dos conjuntos de vértices, A y B, en donde cada vértice del conjunto
A esta unido con todos los vértices de B, pero entre los vértices de un
ziAsmo conjunto no existe arista que los una.

e Grafo conexo. Es aquél en el que para cualquier par de vértices w, X,
--gt.int.os entre si existe un camino para ir de w a x.

e Grafosisomorfos. Se dice que dos grafos Gi y G2son isomorfos, cuan-
zo teniendo apariencia diferente realmente son iguales, porque tienen
ccismO numero de lados, mismo ndmero de vértices, mismo conjunto de
Talencias, ambos son o no conexos, ambos tienen el mismo numero
¢e circuitos de longitud ny ambos tienen o no circuito de Euler.

e Grafosde similaridad. Son aquellos que permiten agrupar informacion
con caracteristicas semejantes. Este tipo de grafos es util en el reconoci-
miento de patrones, en donde se agrupa informacion con propiedades muy
parecidas.

e Grafoplano. Es aquel que se puede dibujar en un solo plano y cuyas
icistas no se cruzan entre si. Euler establecio que la ecuacion A =L - V +
1 se cumple para los grafos planos. Los grafos K5y K33 son grafos no pla-
nes importantes y se utilizan como patrones para demostrar que otros mas
ccmplejos no son planos.

« Grafosponderados. Son aquellos en donde a las aristas se les asigna
un valor al cual se le llama ponderacion y que podria representar la dis-
tancia que hay de un nodo a otro, o bien el costo de transportarse de una
idad a otra. Un problema tipico de la teoria de grafos consiste en encon-
trar el camino mas corto para ir de una ciudad origen (w) a una ciudad
costino (x). Pueden existir distintas rutas para ir de un nodo a otro, pero
e jbjetivo es encontrar el mas corto o bien el mas econdmico si es que la
| ponderacion representa un costo. El método mas utilizado para encontrar
a rata mas corta es por medio del algoritmo de Dijkstra.

mgrafo se puede representar por medio de una matriz de adyacencia M a

- cual es una matriz cuadrada en donde los vértices del grafo se indican

o filas, pero también como columnas de la matriz) o bien por medio de

a matriz de incidencia Mj (en la que los vértices del grafo se colocan
o filas y las aristas como columnas).
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La informacion de un grafo se puede recorrer de diferentes maneras y de
acuerdo con sus caracteristicas propias estos recorridos reciben respecti-
vamente alguno de los siguientes nombres:

e Camino. Esuna sucesion de lados que van de un vértice x a un vérti-
ce w.

e Circuito (Ciclo). Es un camino que regresa al mismo vértice de donde
salio.

e Circuito simple de longitud n. Es aquel camino del vértice w al vér-
tice w que solamente tiene un ciclo en la ruta que sigue.

e Camino simple de longitud n. Es una sucesion de lados que van de
un veértice x a un vértice w, en donde los lados que componen dicho cami-
no son distintos e iguales a n.

Algunos recorridos importantes en los grafos son los siguientes:

¢ Camino de Euler. Es aquel camino que recorre todos los veértices
sando por todas las ramas solamente una vez. Un camino de Euler debe¢sa
iniciar y terminar en vertices de valencia impar.

e Circuito de Euler. Es aquel ciclo que recorre todos los vértices pas
do por todos los lados solamente una vez. Un grafo tiene circuito de Eul
solamente si es conexo y todos su vértices tienen valencia par.

e Circuito de Hamilton. Es aquel circuito que pasa por cada verti
solamente una vez.

El nimero cromatico de un grafo X(G) es el minimo de colores necesari
para colorear dicho grafo de tal forma que vértices adyacentes no est
iluminados del mismo color. Todo grafo plano puede ser coloreado c__
maximo cuatro colores, de acuerdo con el teorema de Appel y Haken. Al
numero de formas en que se puede colorear el grafo G usando para ello
colores se llama polinomio cromatico P(G,w).

El uso fundamental de los grafos son las redes carreteras, telefonic
eléctricas, de agua potable, de alcantarillado, de computadoras, de car
grafiay de distribucion de tareas entre otras, y lo que siempre se busca
optimizar los recursos de dichas redes, reducir costos, disminuir distanci
o0 aumentar la velocidad de comunicacion. Por otro lado, los grafos permit
ilustrar estructuras quimicas, organigramas de una empresa o algoritm
en el area de la computacién.
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711 Problemas

¢Es grafo simple?
¢Es grafo Kn?

¢Es grafo Knin?
¢Es grafo conexo?

¢Es grafo plano? ¢En caso de ser plano, se cumple la ecua-
cion de EulerA =L -V+ 2?

¢ Tiene un camino de Euler?

¢ Tiene un circuito de Euler?

¢ Tiene circuito de Hamilton?
Obtener:

e El conjunto de vértices (V).

e Conjunto de aristas (A).

e Conjunto de lazos (L).

e Conjunto de lados paralelos (P).

Obtener la matriz de adyacencia y la de incidencia.

¢Cual es la valencia de cada uno de los vértices?

Decir si los siguientes recorridos son caminos, camino
simple, circuito, circuito simple:

(1,5, 8,9,7,6, 1,3).

(5,8,4,10,10,7,6,5).

(1,3,3, 1)

(4, 10,9, 7,6,5, 1, 3, 8,4).

2, 6,5, 8,9 10).

www.FreeLibros.me

335

ALFAOMEGA



336

ALFAOMEGA

VIL Grafos

7.2 Considérese el siguiente grafo G:

Es un grafo

e (Simple?
e (;Conexo?

Obtener las matrices de adyacencia y de incidencia del gra-
fo G.

¢ Tiene camino de Euler? Si es asi, cual es.
¢Tiene circuito de Euler? Si es asi, cual es.
¢ Tiene circuito de Hamilton? Si es asi, cudl es.

¢Es plano? En caso de ser plano verificar que satisface la ecua-
cion de Euler A =L -V+ 2y comprobar el resultado por medio
de sus propiedades.

¢Es un grafo Kn?
¢Es un grafo knn®
Obtener el complemento del grafo (G).

¢Qué valencia debe tener cada uno de ios vértices del grafo G
para que se considere un grafo Kn,y cual es el namero total de
aristas que deberia tener?

7.3 En cada uno de los incisos obtener el complemento del grafo en
caso de tratarse de un grafo simple, y en caso contrario explicar
por qué no es grafo simple.
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7.4 En cada uno de los siguientes incisos obtener el complemen-
to del grafo en caso de ser un grafo simple, en caso contrario
explicar por qué no es grafo simple.

b) c)

7.5 Enrelacion con cada uno de los siguientes incisos determinar
si el grafo es:

e Bipartido.

e Bipartido completo (Knin).

e Completo de n vértices (Kn).
e Ninguno de los anteriores.

www.FreeLibros.me
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En caso de ser bipartido o bipartido completo ¢cuales son los
elementos de los conjuntos? En caso de ser completo de n vértices
¢cudles son los elementos del conjunto y cual es el valor de n?

a) b)

V

7.6 Determinar si el grafo de cada uno de los siguientes incisos es:

Bipartido.

Bipartido completo (Knm.
Completo de n vértices (Kn).
Ninguno de los anteriores.

En caso de ser bipartido o bipartido completo ¢cuales son los
elementos de los conjuntos, y en caso de ser completo de n
vértices cuales son los elementos del conjunto y cual es el valor
de n?

ALFAOMEGA
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7.7 Se desea enviar informacién a los usuarios de internet. Esto
implica que si un usuario muestra interés en la informacion
deportiva y cultural entonces solo se le enviaran articulos de
tipo cultural y deportivo, si muestra que solo le interesa infor-
macioén cientifica entonces Unicamente esa informacion se le
enviara.

La informacion en internet esta clasificada en articulos: cul-
turales, deportivos y de caracter cientifico. Se realiza un
registro mensual de las preferencias de los usuarios obtenién-
dose que en el mes anterior las preferencias fueron como se
muestra en la siguiente tabla:

Usuario (U)  Culturales (C) Deportivos (D) Cientificos (Ci)

1 10 2 0
2 2 14

3 0 15 2
4 3 9 7
5 8 1 1
6 4 1 12 4

a) Obtener los grafos de similaridad para un coeficiente de

inferencia C = 6. ;Qué interpretacién se le puede dar a
estos grafos?

b) ¢Cbémo quedarian los grafos si C = 5? ;Cudl es la interpre-
tacion de estos grafos?

ALFAOMEGA
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7.8

7.9

Grafos

Las computadoras trabajan con tres colores basicos a partir de los
cuales construyen todos los deméas mediante un proceso de mez-
cla por unidades de pantalla denominadas “pixels”, estos colores
son rojo, azul y verde. EIl sistema asi definido se conoce como
sistema RGB (Red, Green, Blue). Cada pixel tiene reservado un
espacio en la memoria de la computadora, para almacenar la in-
formacion. o

Se desea determinar la similaridad del iris del ojo de una persona
(1), con el iris del ojo de otras personas (2, 3, 4, 5y 6) en una base
de datos. Los bloques de pixels en estudio son de las mismas di-
mensiones, 30 x 30, y la forma en que se distribuye la informacién
de las personas es como se muestra en la siguiente tabla:

Persona (P) Rojo Verde Azul
1 280 305 315
2 295 312 293
3 367 280 256
4 268 309 323
5 400 160 340

a) Obtener los grafos de similaridad para un coeficiente de infe-
rencia C = 50. ;Cual es la interpretacion de estos grafos?

b) ¢Como quedarian los grafos si C = 30? Hacer una interpreta-
cion.

Establecer si cada uno de los siguientes grafos tiene camino de
Euler y/0 circuito de Euler.

En caso afirmativo determinar dicho camino o circuito de Euler usan-
do el algoritmo de Fleury. En caso negativo explicar el porqué.
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0) d)

7.10 Establecer si cada uno de los grafos siguientes tiene camino
de Euler y/o circuito de Euler.

En caso afirmativo determinar dicho camino o circuito de Euler

usando el algoritmo de Fleury. En caso negativo explicar el
porqueé.

ALFAOMEGA
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7.11 Determinar si los siguientes grafos tienen circuito de Hamilton:

1

7.12 Determinar el circuito de Hamilton en cada uno de los siguientes
grafos.

a)

ALFAOMEGA
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10
7 - -8

7.13 Determinar si los grafos siguientes G1y G2 son isomorfos.

a) Por medio de las propiedades de Gy G2
b) Por medio de las matrices de incidencia.

4 X i
G,

7.14 Determinar si los grafos siguientes G} y G2 son isomorfos.

a) Por medio de las propiedades de Gay G2
b) Por medio de las matrices de incidencia.
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7.15 En cada uno de los siguientes, incisos, dibujar el grafo en forma
plana (en caso de ser plano probar que satisface la ecuacion de

Euler) o bien demostrar que no es plano obteniendo en él un gra-
fo K330 K5,

ALFAOMEGA
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7.16 En cada uno de los siguientes incisos, dibujar el grafo en for-
ma plana (en caso de ser plano mostrar que satisface la ecua-

cion de Euler) o bien demostrar que no es plano obteniendo
en él un grafo K330 K5,
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7.17

7.18

7.19

7.20

Grafos

Dibujar un grafo plano conexo de 10 vértices y valencias 2, 2, 2, 3
3, 4,44 4,0.

a) ¢Cuantos lados y cuantas caras tiene dicho grafo?
b) Probar que se cumple la ecuacion de Euler.

Dibujar un grafo plano conexo de acuerdo a como se indicaen cada
inciso:

a) 9 vértices convalencias: 2, 3,3, 4,4, 4,5,5, 6.
b) 12 vértices convalencias: 2, 3, 3,4, 4, 4,4,4,5 5, 6,6.

Para cada uno de los incisos:

e Cuantos lados y cuantas caras tiene el grafo.
e Probar que se cumple la ecuacion de Euler.

Colocar una E en la celda correspondiente de la siguiente tabla

cuando el grafo Knmtenga un circuito de Euler y colocar una H en
la celda cuando el grafo Knmtenga un circuito de Hamilton.

1 2 3 4 5 6 m

o g WDN R

n

a) ¢Para qué valores de n y m un grafo Knmtiene Unicamente
circuito de Euler?

b) ¢Para qué valores de ny m un grafo Knmtiene Unicamente un
circuito de Hamilton?

c) ¢Para qué valores de n y m un grafo Knmtiene un circuito de
Euler y ademas un circuito de Hamilton?

Colocar en la siguiente tabla un asterisco en lafila E si el grafo Kn

tiene un circuito de Euler, y colocar un asterisco en la fila H si el
grafo Kntiene un circuito de Hamilton.
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a) ¢Para qué valores de n el grafo completo Knno tiene circui-
to de Hamilton?

b) ¢Para qué valores de n el grafo Kntiene circuito de Hamil-
ton exclusivamente?

c) ¢Paraqué valores de n el grafo Kntiene un circuito de Euler
y ala vez un circuito de Hamilton?

7.21 Determinar la ruta mas corta en el siguiente grafo ponderado,

7.22

para ir del nodo a hasta los nodos restantes del grafo, usando
el algoritmo de Dijkstra.

Determinar la ruta mas corta en el siguiente grafo, usando el
algoritmo de Dijkstra.

a) Para ir del nodo g a todos los demas
en el inciso a

b) Para ir del nodo c a todos los demas
en el inciso b.
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7.23 Representar por medio de su grafo plano el siguiente mapa, colo-
rear dicho grafo y obtener el niumero croméatico X(G):

7.24 Representar por medio de grafos planos los mapas de cada uno
de los incisos, colorear dichos grafos y obtener el nUmero croma-
tico X(G):

7.25 Para cada uno de los siguientes grafos obtener:

a) El polinomio cromatico P(G,w).
b) El nUmero cromatico X(G).

c) El ndmero de maneras distintas que se puede coloreas cada
grafo si w=6.

ALFAOMEGA
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7.26 Para cada uno de los siguientes grafos obtener:

a) El polinomio cromatico P(G,w).
b) El niUmero cromatico X(G).

c) El nimero de maneras distintas en que se puede colorear
cada grafo si w=6.

a e a b) c)

ALFAOMEGA
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CAPITULO

VI

Arboles

Iteraciéon N
Ib.d} la,c,e.f,g,hj
ib.d.fj la,c.e,g,h}

9 la.c.eh}
)b
n-1
*e,f,g,h)
|b,d,tgl (a.c.e.hi
|b.d;f,g.aj ic.e,h]
jb.d,f,g,a,cfe, le.!
b)
|b.d,f,g,a,c.el W
i-1 ib.di.a.a.ce.hi O

8.1 Introduccion

8.2 Propiedades de los arboles
8.3 Tipos de arboles.

8.4 Bosques

8.5 Arboles con pesos

8.6 Arboles generadores
8.7 Recorrido de un arbol
8.8 Busquedas

8.9 Aplicacion de los arboles
8.10 Resumen

8.11 Problemas
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i(b,d),(d.f;

i(b,d),(d,f),(d,9)i

!(b,d},(d.f),(d:g).(g,a)i
i(b.d),(d.f),(d,9).(9.a).j
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Arbol

Wi =

{d,i).(d,g)!l

(d,i),{d,9).(9,)i

(d.f),(d,9).(g,a).(b.c)|
9i(d,g).(g,a).(bc).(d,e)!
[;i~d,g).(g.a).ib,c).(d,0),(e,Nij

Arbol

Q¢d,9)]
),(d,9),(g'ali

X(d.9),(g,a),<b,c}]
Hdg),.da )" ick;(diei}

{d.f).(d.a).ig.a).(b.ctd.e).r :

Objetivos

Con los arboles se representa la
dependencia logica entre la deci
los atributos

Nicolas Bourbaki

Establecer los principios fundamentales para abordar el tema de arboles.
Reconocer los diferentes tipos de arboles, sus propiedades y aplicaciones.
Conocer las caracteristicas que debe tener un grafo para ser considerado como &rbol

y obtener un arbol a partir de un grafo.

Aprovechar las propiedades de los arboles para modelar y resolver problemas

especificos.

Aplicar la estructura de arbol en la organizacion y procesamiento de informacion.
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8.1 Introduccidn

Uno de los problemas principales para el tratamiento de los grafos es que
no guardan una estructura establecida y que no respetan reglas, ya que
relacion entre los nodos puede ser tan compleja como la misma naturaleza
Sin embargo, este es un problema cuando se trata de usarlos para el tra-
tamiento y organizacion de informacién, dentro del campo de la computacion
En lugar de usar grafos que estan estructurados sin regla alguna, ei
computacion se utilizan grafos con caracteristicas particulares que permiten
un mejor tratamiento de la informacion y que se conocen como arboles.

En computacion hay dos objetivos basicos: el primero es que cada vez se
desarrollen equipos con una capacidad de almacenamiento mayor y e
segundo es que cada vez se exige que la computadora entregue los resul-
tados en forma mas rapida y ordenada. De la mayor capacidad de almac+
namiento se encargan los disefiadores de hardware, los cuales han creaci:
equipos computacionales y de comunicacion cada vez mas pequefos que
permiten almacenar mayores cantidades de informacion en dispositivce
de almacenamiento secundario de dimensiones cada vez menores que se
usan en computadoras, celulares y diferentes sistemas de comunicacion
De lo segundo se encargan los disefiadores de software y aqui se ha avan-
zado muy poco en comparacion con el desarrollo de equipo. Sin embarc:
uno de los progresos mas significativos en el desarrollo de software es la
utilizacion de arboles para el almacenamiento y manipulaciéon de dates
Los arboles son estructuras jerarquicas que permiten una organizacic
ordenada de la informacion, de forma que cuando se requiera se puec
encontrar en forma rapida y precisa.

Una de las primeras aplicaciones de los arboles se presenté en 1847 cuan
do Gustav Kirchhoff los utilizé en la manipulacién de redes eléctricas; otrs
aplicacion importante la llevo a cabo Grace Harper en 1951 al utilizarlos

el manejo de expresiones matematicas. En la actualidad los arboles se use
en la computacion en los procesos de clasificacién de informacion, base
de datos, codificacion de informacion, estructuras de datos y reconocimiei
to de patrones.

Tomando en cuenta la teoria de grafos expuesta en el capitulo anterior,
concepto de arbol se puede definir en los siguientes términos:

Definicion. Un arbol es un grafo conexo que no tiene ciclos, lazos ni
lados paralelos.
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8.2 Propiedades de los arboles

las propiedades béasicas de un arbol son las siguientes:

a) Es un grafo conexo en donde existe un camino entre cualquier
par de vértices (w, X).

b) Este grafo no tiene ciclos ni lados paralelos.

c) Todo arbol con al menos dos vértices tiene al menos una hoja (si
se considera al otro vértice la raiz).

Vn grafo con caracteristicas de arbol es el que se parece a un arbol real
:m sus ramas hacia abajo, como se muestra en la figura 8.1.

Figura 8.1 Ejemplo de arbol.

los vértices de un arbol reciben el nombre de nodos y los lados de ramas.
Tu grafo esta compuesto por niveles y el mas alto de la jerarquia se llama
Nn:z. La raiz tiene un nivel O, los vértices inmediatamente debajo de la raiz
lenen un nivel 1y asi sucesivamente. La altura o peso de un arbol es el
jslor de su nivel mas bajo, por ejemplo en el arbol de la figura 8.1 la altu-
e es 3

Tin excepcidn de la raiz, todo nodo esta vinculado a otro de mayor nivel

rie recibe el nombre de padre, también cualquier nodo puede tener uno

e mas elementos relacionados en un nivel mas bajo y a éstos se les llama

I_;0s. En el arbol de la figura 8.1 la raiz es ay los hijos de la raiz son {b, c,
I . Como se ve, ningun hijo puede tener mas de un padre.

L- los elementos que estan en las puntas de las ramas (es decir, que no

:enen hijos) se les llama hojas. En el grafo de la figura 8.1 las hojas son
i 00,k 1 m, nk.
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A todos los elementos colocados debajo de un nodo, independienteme':e
de su nivel, se les llama descendientes. En el grafo de la figura 8.1 el nono-
c tiene como descendientes alos nodos {h, i, 1, m, n} y entre ellos se pueie
formar el subarbol {c, h, i, , m, n}. En casos como éste se dice que un arid
puede estar integrado por varios subarboles.

Los elementos colocados en una misma linea de descendencia, antes oe
un nodo, se llaman antecesores. En la figura 8.1 los antecesores de k s:z
{f, b, a}.

Por otro lado, se llaman vértices internos a todos aquellos que no s::
hojas. En la figura 8.1 {a, b, c, f, h} son vértices internos.

8.3 Tipos de arboles

Los arboles se pueden clasificar de acuerdo con su numero de nodos y es
funciéon de su altura.

8.3.1 Clasificacidn por numero de nodos

En este caso los arboles pueden ser binarios (cada nodo padre tiene uz.:
o dos hijos maximo), trinarios (cada nodo padre tiene maximo tres hijos.
cuaternarios (cada nodo padre tiene como maximo cuatro hijos), etcéten
En la figura 8.2 se muestra un ejemplo de arbol trinario y cuaternario.

(@ (b)
Figura 8.2 Dostipos de arbol: (a) trinario; (b) cuaternario.
« Arbol binario. En este tipo de arbol cada nodo tiene como maximo
dos hijos, esto es, el nodo puede tener dos ramas, una o ninguna, pero

nunca puede tener mas de dos. En la figura 8.3 se muestra un ejemplo
de arbol binario.
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Los arboles binarios son especialmente importantes en el area de la
computacion ya que por su naturaleza de tener solamente dos valores
(0, 1), o bien falso o verdadero, son muy utiles en aplicaciones de
sistemas digitales. '

Figura 8.3 Ejemplo de arbol binario.

« Arbol binario completo. Es aquél en el que cada nodo tiene dos
ramas o ninguna.

Un arbol binario completo con i nodos internos tiene (i + 1) hojas y
(2i + 1) vértices en total.

Figura 8.4 Ejemplo de &rbol binario completo.

En el caso del arbol de la figura 8.4 los nodos internos son i = 6, por lo
-anto tiene:

Hojas =i+ | =6+ 1 =7
Total de vértices =2i+ 1=2(6) + 1= 13
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Finalmente hay que destacar que los arboles completos trinarios, cuater-
narios o con mas hijos se usan para organizar informacién voluminosa.

8.3.2 Clasificacidon por altura

De acuerdo con este criterio los arboles pueden ser balanceados (cuand:
la diferencia de altura entre sus ramas es maximo 1) y desbalanceados
(cuando la diferencia de altura entre las ramas es mayor de 1).

« Arbol balanceado. Se dice que un arbol con una altura h esta ba-
lanceado si el nivel de cualquier hoja es h o (h - 1), esto es, si hay una
diferencia maxima de un nivel entre hojas. Algunos autores consideran
que un arbol esta balanceado cuando la diferencia maxima entre hojas
es de 1, pero ademas cada nodo padre debe tener el mismo ndmero de
hijos, a excepcion del que no se complete colocado en la parte baja del
arbol. Es por esa razén que al balancear un arbol se debe indicar también
el numero de hijos que tendra cada uno de los nodos.

Para balancear un arbol con una cantidad constante de hijos de los
nodos padres, se llenan empezando por la raiz y descendiendo con
un avance de izquierda a derecha.

Ejemplo 8.1. Balancear como binario el arbol del inciso (a) y como tri-
nario el del inciso (b).

Solucidn. Estos arboles son desbalanceados porque la diferencia de
alturas entre hojas sobrepasa (h - 1). Por ejemplo, en el arbol del inciso (a)
el nivel del véertice (c) es 1 mientras que la altura del arbol es h = 4y ob-

ALFAOMEGA

www.FreeLibros.me



8.4 B osques 357

viamente 1* h - 1 En la siguiente figura se tienen los mismos arboles
balanceados por lo que la diferencia maxima entre hojas es de 1.

Balanceados

8.4 Bosques

'‘Jn bosque es un conjunto de arboles, en otras palabras un arbol es un
josque conectado.

De un arbol se pueden obtener varios subéarboles, mismos que conforman
jn bosque. A suvez un arbol puede considerarse como un bosque conec-
:ado, solo se debe tener en cuenta que el arbol mas pequefio esta intégra-
lo por cuando menos dos nodos conectados por una arista.

2n la figura 8.5 se muestra un ejemplo de un arbol y de un grafo que no es
arbol, mientras que en la figura 8.6 se presentan dos ejemplos de bosque.

a) b)

=jgura 8.5 El grafo de (a) es un arbol ya que es conexo y no tiene ciclos, el de(b) no es arbol
porque tiene ciclos.
ALFAOMEGA
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David Albert Huffman
(1925-1999)

F ue un ingeniero eléctrico estadouni-
dense que hizo importantes contribucio-
nes en el estudio de aparatos finitos,
circuitos aleatorios, sintesis de procedi-
mientos y disefio de sefiales, teoria de la
informacion y codificacion, disefios de
sefial para aplicaciones de radar y comu-
nicaciones asi como procedimientos de
disefio para circuitos légicos asincronos;
sin embargo es mas conocido por su
“codigo de Huffman”, un sistema de
compresion y codificacién de longitud
variable.

El c6digo de Huffman puede ser usado
en casi cualquier
aplicacion ya que es
un sistema vélido
para la compresién
y posterior transmi-
sion de cualquier da-
to en formato digital,
pudiendo aplicarse
afaxes, médems, re-
des de computado-
ras y television.
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a) b)

Figura 8.6 Considerando las tres partes que integran el grafo de (8) se tiene que éste no e;

arbol porque no es conexo, pero es bosque porque se compone de varios arboles. El grafo ce

(b) es arbol porque es conexo y no tiene ciclos, ademas de que es bosque porque es un arb:
conectado.

8.5 Arboles con pesos

Para representar caracteres en el cédigo ASCII se usan cadenas de 8 b:is
sin embargo se puede aumentar la velocidad de procesamiento o b:e:
aprovechar mejor la memoria de la computadora, mediante una compa:-
tacion de la informacién, usando cadenas de diferente longitud. Las cade]
fas mas pequefas pueden representar a los caracteres que se presentai.
con mas frecuencia, como son las vocales y las consonantes {b, c, d, f, -.
n, p, r, sk

Para codificar la informacién los bits se colocan en un arbol binario com-
pleto donde las cadenas de bits de los caracteres mas frecuentes estan mas
cerca de la raiz y los que casi no se usan estdn mas alejados de ella. Er -
técnica de codificar la informacion la desarroll6 David A. Huffman y sq
conoce como “codigo de Huffman”.

Para codificar o decodificar la informacion se comienza en la raiz y se avaz-
za por la rama que indica el bit, esto es, si el bit es 1 avanza por la rarra.
derecha, en caso contrario se toma el de la rama izquierda, que esta mer-
cado un 0. Se van tomando ceros 0 unos, segun el caso hasta llegar asi
hoja. Una vez que se descifra el caracter se comienza nuevamente desl-
ia raiz hasta llegar a la hoja, para encontrar otro caracter y asi sucesiva -
mente.
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Ejemplo 8.2. Usando el siguiente arbol

¢cudl es el significado de la cadena de caracteres?

01101000101100010100100110101111110111001010100110100010000010
1011

Solucién. Comenzando por laraiz y tomando bits hasta llegar a la hoja,
se tienen los cédigos de los siguientes caracteres

000 =0 Zoo=d 101010 = n 111 = espacio
Ol=a 101000 =r 101011 =s 1011 =b
001 =e 101001=1 110=u

de forma que la decodificacion del mensaje anterior es

01 101000 1011 000 101001 001 101011 111

a r b 0 1 e s espacio
1011 100 101010 01 101000 100 000 101011
b i n a r i 0 S

E:s caracteres con cadenas mas pequefas son producto de la frecuencia
fe iso. Cuando se desea compactar la informacién de un documento lo
Jpe se recomienda primero es darle una pasada para determinar el name-
ALFAOMEGA
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ro de veces que se presenta cada uno de los caracteres que integran dichc
documento, posteriormente se elabora el arbol 6ptimo que permita codif-
car con menos bits los caracteres que se repiten mas y con un namero de
bits mas grande los que se repiten menos. Esto permite que la informacioi
ocupe menos espacio en memoria y algo semejante hace el software en-
cargado de compactar informacion.

En el ejemplo 8.2 primero se plantea un arbol, mismo que se utiliza tan::
para la codificacién de informacion como para la decodificacion de ésta, ni
obstante se recomienda crear un arbol especifico para cada uno de los usos
El arbol del ejemplo anterior posiblemente no fue el éptimo, sin embargi
es recomendable obtener siempre el arbol 6ptimo con la finalidad de logre:
mejores resultados en la compactacion, codificacion, decodificacion y ve-
locidad.

Para obtener un arbol 6ptimo primero se ordenan los pesos de meno:
mayor, después se combinan los nodos de menor peso y se coloca la sume
en el nodo padre. Posteriormente se unen dos nuevos nodos, o bien e
nuevo nodo padre con alguno de los nodos, siempre y cuando la suma se:
la menor, y asi sucesivamente hasta terminar de integrar todos los nod::
al arbol 6ptimo.

El arbol binario 6ptimo se llama asi porque su altura es minimay los pes:s
o frecuencias estan distribuidos de manera que los méas pesados estan mes
cercanos a laraiz y los menos pesados se encuentran mas alejados de ele
ademas de que se trata de un arbol binario completo.

Ejemplo 8.3. Se tienen los caracteres y frecuencia de uso de cada ca-
racter en la siguiente tabla. ¢Cual es el arbol binario 6ptimo para el cédigo
de Huffman?

Caracter Peso o frecuencia
d 15
e 23
m . 5
a 31
t 3
S 16

Descifrar con dicho arbol el siguiente mensaje:

ALFAOMEGA
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Solucién. Para obtener el arbol 6ptimo, primero se ordenan los pesos
de menor a mayor. Después se combinan los nodos de menor peso y se
coloca la suma en el nodo padre:

15 16 23 31

Los pares de nodos candidatos a unir son los vértices con pesos 15y 16
ademas de los nodos con pesos 8y 15; se toman los ultimos porque su
suma es menor y asi el subarbol queda de la siguiente manera:

16 23 31

Algunas veces la suma de los nodos candidatos a ser combinados son
iguales, como ocurre en este caso en donde el nodo con peso 16 se puede
unir con el que esta ala derecha de un solo vértice o bien al subarbol cuyo
peso también es 23; en esta situacion se recomienda unir los nodos nuevos
con la finalidad de que el arbol tenga menor altura. Combinando el nodo
con peso 16y el que esta solo de peso 23 se tiene:

39

16 23 31

361
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Sumando ahora los nodos con pesos 23 y 31, finalmente se combinan los
nodos con pesos 54y 39 para obtener el arbol éptimo siguiente:

Por ultimo se cambian los pesos por los caracteres y se les asignan los bits
Oy 1en las ramas correspondientes:

La decodificacion del mensaje siguiente:

000101001110110110000 es madeaset

ALFAOMEGA
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Es obvio que en la practica los arboles son mas grandes ya que segura-
mente se tienen todas las letras del alfabeto ademéas de nameros y simbo-
los raros, lo que ademas hace que el numero de bits de los caracteres
menos frecuentes se incremente de manera considerable, circunstancia
mie es compensada cuando se tienen cadenas muy cortas de caracteres
recuentes como las vocales.

Por otro lado, no necesariamente deben ser letras las que se codifiquen,
:=mbién pueden ser palabras de un lenguaje como C, Java o Pascal, en
zonde so6lo se utilizan unas cuantas palabras para editar un programa y
en donde palabras como printf() o write() son frecuentes, de forma que si
serepresentan con cadenas de caracteres pequefas los programas podrian
ser compactados para ocupar menos memoria.

8.6 Arboles generadores

le un grafo conexo es posible obtener un arbol (eliminando aristas redun-
mntes) que permite mantener conectados a todos los nodos del grafo;
sste arbol recibe el nombre de arbol generador.

Izisten dos formas en que es posible obtener el arbol generador: usando
nisqueda en profundidad o bien por medio de busqueda a lo ancho. A
rzntinuacion se exponen ambos procedimientos para luego aplicarlos en
_£obtencién de un arbol generador en grafos.

£.6.1 Busqueda a lo ancho

In este procedimiento se comienza en laraiz y después se examinan todos
,:S hijos de la misma de izquierda a derecha. Si la informacion que se
irsca no se encuentra en ese nivel, se procede a buscar en el siguiente
mvel también de izquierda aderecha, y asi sucesivamente hasta encontrar
minformacion. Si se recorri6 todo el arbol y no se encontro la informacion
ciscada, se debe mandar el mensaje correspondiente.
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Ejemplo 8.4. Considérese que en el siguiente arbol se esta buscando
la letra “n”. Primero se busca en la raiz (a), después en todos los nodos
dependientes de laraiz de izquierda a derecha (en este caso b, ¢, d) y como
aun no se encuentra la informacion se procede a buscar en el siguiente
nivel (e, f, g, h, i, j, K) y asi sucesivamente de manera que el recorrido que
se debe realizar para encontrar el nodo buscado es (a, b, ¢, d, e, f, g, h, i,

j» kK, L m, n).

ALFAOMEGA

Si se recorre todo un arbol y no se encuentra la informacién es convenien-
te mandar el mensaje “informacion inexistente”. La budsqueda a lo anche
es util cuando los arboles estan balanceados o tienen pocos niveles en
relacion a la informacion que contienen.

8.6.2 Busqueda en profundidad

En este caso se comienza en el nodo raiz, después se busca en el hijo de
la izquierda y si este nodo tiene hijos se continda con el de la izquierday
asi sucesivamente hasta llegar a la parte mas baja del arbol. Si este nodc
ya no tiene hijo izquierdo, se contintda con el hijo de la derecha (o el que
se encuentra mas a la izquierda en caso de no ser un arbol binario) haste
llegar ala hoja. Si no se ha encontrado la informacion, se recorre el camini
andado hasta el nodo inmediato anterior que tenga hijos y cuyos hijos nc
hayan sido inspeccionados, dando preferencia al de mas a la izquierda
Cuando se llega nuevamente a la hoja, se regresa hasta el nodo inmediata
anterior que tenga hijos sin inspeccionar y asi sucesivamente.

En la busqueda en profundidad posiblemente se regrese hasta el nodo raiz
(lo cual significa que se reviso6 toda la rama dependiente del hijo izquierde
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ie la raiz). Si la raiz tiene hijos que aun no han sido inspeccionados se
selecciona el nodo mas cercano al hijo izquierdo y todos sus descendientes,
lando preferencia alos nodos de la izquierda. Este procedimiento se lleva
a cabo hasta encontrar la informacion o bien recorrer todo el arbol.

Zn el arbol del ejemplo 8.4 el recorrido para encontrar la letra “n” es:
e Comenzar en la raiz (a).

e Como tiene hijos, continuar con el de la izquierda (a, b).

e Como tiene hijos se sigue con el de la izquierda (a, b, e).

Como el nodo “e” ya es una hoja y no se ha encontrado la informacion
rascada, se regresa al nodo antecesor “b” y se busca en el nodo inspec-
tlonado “f” de tal manera que el recorrido es (a, b, e, f); continuando con
el de la izquierda se llega al nodo “1” para tener el recorrido (a, b, e, f, ) y
asi se continda hasta llegar a la informacién buscada. De esta forma el
recorrido en profundidad para buscar informacion en el arbol hasta encon-
trar la letra “n” es: (a, b, e, f, 1 m, ¢, g, h, n). El recorrido del arbol comple-
to por medio de la busqueda en profundidad es: (a, b, e, f, L, m, ¢, g, h, n,
t.t0i0,p,Q dj Krs).

Zs importante mencionar que en este caso se esta dando preferencia para
rascar la informacién al nodo de la izquierda, pero podria ser al de la de-
recha; siempre y cuando se respete la forma de busqueda en todos los
rasos, se estara hablando de una busqueda en profundidad.

3.6.3 Obtencion de arboles generadores

Jn arbol es un grafo muy importante ya que permite la estructuracion y
tratamiento de la informacién de manera mas sencilla. De todo grafo conexo
se puede obtener un arbol que recibe el nombre de arbol generador y
tuyas caracteristicas son:

a) Es un grafo conexo.
b) Es un grafo que no tiene ciclos.

Zs posible obtener un arbol generador por medio de basqueda a lo ancho
r bien por busqueda en profundidad, sin embargo en un grafo cualquiera
10 se puede establecer niveles, ni tampoco se puede identificar el nodo
ie la izquierda como se realiz6 en el caso de arboles. Por lo tanto se reco-
mienda establecer un orden de preferencia de bdsqueda, mismo que
puede ser en forma ascendente en caso de que los nodos sean numeros o
bien alfabéticamente si los vértices se indican con letras.
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Ejemplo 8.5. Obtener un arbol generador a partir del siguiente grafo uti-
lizando una busqueda a lo ancho y una busqueda en profundidad, partiendo
del vértice (a) y considerando prioridad en la eleccion el orden alfabético.

Porbusqueda alo ancho. El arbol generador por medio de una busqueda
alo ancho comienza en el vértice origen (a), después se integran los nodos
adyacentes a él para obtener el siguiente grafo:

El nodo (a) ya no tiene nodos adyacentes a él que no hayan sido integrados
y alfabéticamente el nodo (b) es el siguiente a inspeccionar, de forma que
se anexan los nodos adyacentes a éste cuidando que no se formen ciclos
con los nodos ya existentes y lo que se obtiene es la siguiente figura:

ALFAOMEGA
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Los nodos (a) y (b) del grafo anterior ya no tienen nodos adyacentes sin
inspeccionar, y de los nodos restantes el mas pequefio alfabéticamente es
el (c). Por lo tanto se integra al arbol generador el nodo (h):

Finalmente el arbol generador queda de la siguiente forma:

Se puede observar que se trata de un arbol porque es conexo y no tiene
ciclos. Es un arbol “libre” porque no tiene raiz ya que cualquiera de sus
nodos puede hacer las veces de raiz. Si se considera que la raiz es el vér-
tice inicial (a) el arbol generador es el siguiente:

ALFAOMEGA
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Porbusqueda en profundidad. Considerando el inicio del arbol generador
en el nodo (a) y de los vértices adyacentes (b), (d) y (g), se selecciona el
vértice (b) por ser el menor alfabéticamente y se integra al arbol generador
como se muestra en la siguiente figura:

Ahora los nodos potenciales a integrarse son (c), (e) y (f), y como el nodo
actual es el (b) entonces alfabéticamente el siguiente es (c), por lo que se
tiene:

A partir del nodo (c), los nodos potenciales a integrar son (e) y (h) por lo
que tomando el mas pequeno alfabéticamente se tiene:

Luego del nodo (e) los nodos que se pueden seleccionar son (d), (f) y (h), y
como (d) es el alfabéticamente mas pequefio se integra al arbol genera-
dor:

Del nodo (d) el inico nodo que se puede seleccionar es el (a) pero con ello
se forma un ciclo y el procedimiento establece que no se deben de formar
ciclos, por lo tanto se debe de regresar al nodo anterior para ver si adn
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existen nodos que no han sido integrados. De esta forma se integra al
arbol generador el nodo (f):

A partir del nodo (f) se puede seleccionar (g) o (i), y por la prioridad alfa-
bética se selecciona (g):

Desde el nodo (g) solo se puede seleccionar (h) por lo que se tiene:

A partir de la posicion del nodo (h) ya no es posible seleccionar ningun
nodo, ya que tanto (c) y (e) estan en el arbol y volverlos a seleccionar im-
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plicaria la formacion de ciclos. Por esta razén se regresa primero al nodo
(g) y después al (f) de donde se puede seleccionar el nodo (i) que permite
tener el siguiente arbol generador final, obtenido por medio de una bus-
queda a profundidad partiendo del nodo (a) y con prioridad de seleccién
en orden alfabético:

Se observa que el arbol generador obtenido por medio de busqueda a pro-
fundidad es diferente del que se obtuvo por busqueda a lo ancho. Esto
muestra que un grafo puede tener dos o mas arboles generadores, los
cuales se obtienen en funcién del procedimiento aplicado.

8.6.4 Arbol generador minimo

Se llama arbol generador minimo de un grafo conexo a aquel que permite
mantener unidos a todos los vértices y que no tiene ciclos, ademas de que
es la forma mas barata o corta ya que la trayectoria o costo es minim:
Existen varios campos en donde es conveniente mantener funcionando lee
sistemas al menor costo (algunos de ellos son las redes telefonicas, eléc-
tricas, carreteras, de alcantarillado, etc.) y en donde es conveniente man-
tener la comunicacion entre los nodos pero sin aristas redundantes
demasiado costosas.

Para obtener el arbol generador minimo en un grafo conexo con pesos se
puede utilizar alguno de los dos métodos siguientes: el de Prim o el de
Kruskal.
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Método de Prim

Robert Prim desarroll6 un método para obtener un arbol generador minimo
a partir de un grafo conexo etiquetado. Este método se puede poner en
practica aplicando un algoritmo que se utiliza cuando se desea eliminar
conexiones redundantes y dejar sélo las aristas del grafo que tengan me-
nor distancia o costo, ademas de ser solo las necesarias para mantener
:onectados todos los nodos.

En este método los vértices se dividen en dos conjuntos: vértices intégra-
los (I) —que son los que forman parte del arbol generador minimo— vy
vértices no integrados (N). El conjunto Arbol contiene todas las aristas
Nnue se van integrando en cada iteracion, y asi en cada paso se agrega un
vértice en el conjunto | mientras que el conjunto N es disminuido en uno.
Il algoritmo se puede resumir de la siguiente forma:

1) Se selecciona una arista de costo minimo (s, X).

2) Se integran los vértices de esa arista al conjunto | = (s, x}, ya
que seran los primeros nodos que conforman el arbol gene-
rador minimo.

3) Todos los demas nodos del grafo pertenecen al conjunto N

N-1
4) El Arbol tiene como primera arista (s, x), esto es, Arbol =
{(s, x)}.

5) Mientras el conjunto N sea diferente de vacio (N * O) iterar.
En caso contrario terminar.

6) Seleccionar nueva arista con costo minimo (w, x). Una carac-
teristica es que w debe estar contenido en | (w e I) mientras
que x debe estar en N (x e N).

7) Se agrega al arbol la arista minima seleccionada: Arbol =
Arbol u (w, x).

8) Se agrega al conjunto | el nuevo nodo seleccionado: | =1 u
(x).

9) Se elimina el nodo seleccionado del conjunto N, esto es, N =
N - (X).

10) Regresar al paso 5.
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I Robert Clay Prim
T (1921)

1M aci6 en 1921 en Sweetwater, Estados
Unidos. En 1941 termind la carrera de
ingeniero electricista en la Universidad
de Princeton, posteriormente en la mis-
ma Universidad obtuvo el grado de doc-
tor en el area de matematicas y fue in-
vestigador de 1948 a 1949.

En plena segunda guerra mundial,
Prim trabajé como ingeniero para Gene-
ral Electric. Desde 1944 hasta 1949 fue
contratado por la United States Naval
Ordenance Lab como ingeniero y mas
tarde como matematico. En los laborato-
rios Bell trabajé como director de investi-
gacién matematica desde 1958 hasta
1961 y ahi Prim desarroll6 el conocido
Algoritmo de Prim. Después de su estan-
cia en los laboratorios Bell, Prim paso a
ser vicepresidente de investigacion en
Sandia National Laboratorios.

Durante su carrera en los laboratorios
Bell, Robert Prim junto a su compariero
Joseph Kruskal desarrollé dos algoritmos
diferentes para encontrar los &rboles
generadores minimos en un grafo ponde-
rado.
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Otra forma de expresar este algoritmo es por medio de un diagrama
flujo como el que se muestra a continuacion:

ALFAOMEGA
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Ejemplo 8.6.

8.6 A rboles generadores

mo aplicando el método de Prim.

e

gsepP

Supodngase que se selecciona la arista (b, d) ya que su costo
es de 2.

| = {b, d}.

N={a c e f g, hh

Arbol = {(b, d)}.

Mientras (N * O) iterar, en caso contrario terminar. En este
caso N es diferente de vacio, por lo tanto se debe iterar.

Seleccionar nueva arista. Considérese que se selecciona
(d, f) ya que su costo es de 3. No puede ser (e, h) porque un
requisito es que uno de los vértices de la arista esté selec-
cionado (w ¢ I)yelotrono (x¢ N). Ennuestrocaso (dg I)y
el otro no (fg N).

Se agrega al arbol la arista minima seleccionada (Arbol
Arbol u {(d, )} = {(b, d)} u i(d, f)} = {(b, d),(d, f)}.)

Integrar el nodo seleccionado (f) al conjunto | = 1 u (f) =
{b, d, f}.
Eliminar el nodo seleccionado (f) del conjunto N = {a, c, e,

g. ht-

10) Regresar al paso 5.
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Determinar en el siguiente grafo el arbol generador mini-
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En la siguiente tabla se resume el resultado de cada una de las iteraciones:

Iteracion

n-1

| N Arbol
{b,d} {a,c.ef.g.iit  {(b,d)}
{b,d,f} {a,c,e,g,h} {(b,d),(d,f)}
{b.d.f,q} {a,c,e,li} {(b,d),(d,f),(d,g)}
{b,d.f,9,a} {c.e,h} {(b,d),(d,f),(d,9).(g,a)}
{b.d.f,g,a,c} {e.h} {(b,d),(d.f),(d.,9).(9.a),(b,c)}
bdfgace  ih {(b,d),(d,f),(d,g).(g,2),(b,c),(d,e)}
{b.dfgacel} 0 {(b,d),(d.,f),(d,9).(9,a),(b,c),(d,e),(e,h)}

Aqui n es el numero de vértices que integran el grafo.

De esta forma, con el conjunto Arbol se puede obtener el siguiente arbol generador

minimo:

ALFAOMEGA

Cuando se tienen aristas de la misma longitud, como en el ejemplo anterio:
es posible obtener mas de un arbol generador minimo, por lo tanto si en e.
momento de seleccionar la arista se opta por otra rama de igual longitui
(o peso) entonces el arbol generador minimo es diferente.
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Método de Kruskal

Este método se destaca por integrar al arbol generador minimo a aquellas
aristas que tengan menor costo, cuidando siempre que no se formen ciclos.
El algoritmo se puede resumir de la siguiente forma:

1) Ordenar los costos de las aristas del grafo en forma ascen-
dente y colocar en el conjunto N las aristas, de acuerdo a este
orden.

2) Se incluye la arista con menor costo Arbol = {(s, t)}.
3) Se resta del conjunto N la arista seleccionada N =N - (s, t).

4) Seregistra en un contador el nUmero de aristas incluidas, en
este caso C = 1, ya que s6lo se ha incluido una arista.

5) Mientras C < (n - 1) iterar. En caso contrario finalizar.

6) SiArbol u (w, x) no forma ciclos, entonces
Arbol = Arbol u (w, x)
C=C+1

7) Regresar a paso 4.

Aqui se tiene que:

Arbol: conjunto que contiene las aristas que integran el arbol
generador minimo.

N: conjunto que contiene las aristas que aun no han sido selec-
cionadas.

C: variable para contar las aristas incluidas.
N: ndmero de veértices que conforman el grafo.
(s, t): arista con menor costo que se integra al arbol generador.

(w, X): arista a integrarse al arbol generador, siempre y cuando
con ella no se formen ciclos.
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Joseph B. Kruskal

J7 ue investigador del Centro de Mate-
maticas de los Laboratorios Bell, y en
1956 descubrié el algoritmo para obtener
un arbol generador minimo a partir de un
grafo ponderado: el arbol del costo total
minimo también Illamado arbol recubri-
dor euclideo minimo. Este problema es
un problema tipico de optimizaciéon com-
binatoria, y fue considerado originalmen-
te por Otakar Boruvka (1926) mientras
estudiaba la necesidad de electrificacion
rural en el sur de Moravia en Checoslova-
quia.

La aplicacion tipica de este problema
es el disefio de redes telefénicas: una
empresa con diferentes oficinas trata de
trazar lineas de teléfono para conectarlas
unas con otras. La compaiiia telefénica
ofrece esta interconexion, pero presenta
tarifas o costos diferentes por conectar
cada par de oficinas. ¢Entonces cémo
conectar las oficinas al minimo costo
total?

La formulacién de este problema tam-
bién ha sido aplicada para determinar
soluciones en diversas areas: disefio de
redes de transporte, disefio de redes de
telecomunicaciones (TV por cable, siste-
mas distribuidos), interpretacion de

datos climatologi-
cos, vision artificial
(analisis de image-
nes), extraccion de
rasgos de parentes-
co, analisis de clus-
ters y basqueda de
superestructuras
de quasar, plega-
miento de proteinas,
reconocimiento de
células cancerosas,
y otros.
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Ejemplo 8.7. La siguiente tabla muestra los resultados obtenidos en cada una de las itera-
ciones del algoritmo de Kruskal aplicado al caso del ejemplo 8.6.

C Arbol
o O
1 {(b,d)}

2 {(b,d),(e,h)}

3 {(b,d),(e,h),(d.9)}

4 i(b,d),(elh))(d,g)1dIf)}

5 {(b,d),(e;h),(d,g),(d",Ni(a,d)}

6 {(b,d)3e,li)i(d,g)dd.f),(a,d),(bd)}

7 {(b,d),(e)h),(d,9).(d,f).(a,d),(b,c)I(d,e)}

N

{(b,d),(e,h),(d,9),(d)f).(a,d),(a,fl(a,g),(d,c),
(b.f),(c,d),(d,e),(c.e).(e,g).(c,h),(g,h)Xblli)}

{(e,h),(d,9).(d,f),(a,d),(a.f),(a,9),(b,c),(b,),
(c.di.id.eJXc.eJd.ie.gJd.ic.hJ.ig.li),~, N}

{(d.g),(d,),(a,d),(a,f),(a,g),(b,c),(b,f),(c,d)I
(d,e).(c.e),(e,9).(c,h).(g,h),(b,li)}

Kd.fMa.dMa.fMa.gMb.cMb.fMc.dMd.e),
(c.”.ie.gj.ic.hj.ig.hj.ib.li)}

{(a,d).(a.f),(a,9).(b,c),(b,f),(c.d),(d,e),(c.e),
(€,9).(c,1i),(9,h),(b,h)}

{(a.f),(a,9)l(b,c),(b,f),(c,d).(d.e),(c.e)l(e,qg),
g ,

{(@,f).(a,9),(b,f),(c.d)(c,e).(e,q).(c,1i),(g,1i),(b,I1)}

De esta forma el arbol generador minimo queda de la siguiente manera:
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8.7 Recorrido de un arbol

En relacion con los ejemplos 8.6 y 8.7 es necesario observar que el arbol
generador minimo obtenido por el método de Kruskal es diferente al que
se obtuvo por el método de Prim, debido principalmente a caracteristicas
propias del método cuando se presentan aristas con la misma pondera-
cion.

8.7 Recorrido de un arbol

Por lo general la informacion de un arbol se coloca de acuerdo al uso que
se le dara posteriormente, de tal forma que una misma informacion pue-
de servir para diferentes usos. Existen tres maneras de recorrer la infor-
macioén de un arbol, y el nombre del recorrido indica el orden en que se
coloca el padre en relacion a sus hijos. Los tipos de recorridos son en orden
primero, en orden segundo y en orden final. La descripcion de cada orden
es la siguiente:

a) Recorrido en orden primero (padre, izquierdo, demas hijos). En
este recorrido primero se toma el padre, luego el hijo izquierdo
y al final los demas hijos. Se comienza por la raiz, después se
sigue por el nodo de la izquierda, si este nodo tiene hijos se sigue
por el de la izquierda hasta llegar a la hoja. Si esta hoja tiene
hermanos se toma el que esta mas cercano a ella (mas a la iz-
quierda). Después de que se termina con la rama izquierda,
continla con la rama mas cercana a ella y asi sucesivamente
hasta terminar con el recorrido de todo el arbol.

b) Recorrido en orden segundo (izquierdo, padre, demas hijos). En
este recorrido primero se toma el hijo izquierdo, segundo el padre
y al final los demas hijos. Comienza con la hoja que se encuentra
mas a la izquierda del arbol, después se regresa al padre y pos-
teriormente a todos los hermanos, después se regresa al padre
de esta rama y con las ramas de éste (tomando siempre la que
esta mas a la izquierda) y asi sucesivamente hasta terminar el
recorrido del arbol completo.

c) Recorrido en orden final (izquierdo, demas hijos, padre). En éste
recorrido se toma primero el hijo izquierdo, después los demas
hijos y al final el padre. Se comienza en la hoja que se encuentra
mas a la izquierda del arbol, después se continda con los herma-
nos, si éstos tienen hijos primeramente recorre los hijos y hasta
el final el padre, dando preferencia a los hijos de la izquierda y
hasta el final el padre. En este tipo de recorrido lo ultimo que se
recorre es la raiz, ya que tienen preferencia los hijos sobre el
padre.
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Ejemplo 8.8. Considérese el siguiente arbol:

Entonces se tienen los siguientes recorridos.

e Primero: (a)blelj)i,o,p,c,f,g,hXk,l,dliimin,q).
e Segundo: (eliljlolpfbfalf,clglk,hlld,mlilgIn).
e Final: (A,0,p,},e,b,f,0,k,I,h,c,m,q,n,i,d,a).

8.7.1 Recorridos en arboles etiquetados

En el &rea de la computacion los arboles etiquetados se usan para evalua:
expresiones matematicas, y las constantes o variables se ubican en lai
hojas mientras que los operadores (signos aritméticos o funciones) se cc-
locan como nodos intermedios.

Ejemplo 8.9. Elaborar el arbol binario completo que representa la ex-
presion:

ab+c3
b- (c+d)e

y determinar los recorridos en orden primero, segundo y final.
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8.7 Recorrido de un Arbol 379

Solucién. De acuerdo alajerarquia de operaciéon que se usa en compu-
tacion el arbol se estructura de la siguiente forma:

A
C 3
b +c3 a(b +c3
+
C d
c+d (c + d)e b- (c+de
alb +c3
b- (c+de

ALFAOMEGA
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Hay que observar como creceel arbol de acuerdo con la literalde la ecua-
cion: si la literal se encuentra a la derecha crece hacia laderechay si se
encuentra a la izquierda crece en ese mismo sentido.

El recorrido del arbol en orden primero, segundo y final es:

Primero: /*a+bAc3 -b* +cde
Segundo: a*b+cA3/b-c+d*e
Final: abc3A+ *bcd +e*-/

El recorrido en “orden primero" también recibe el nombre de “notacion
polaca” y es una de las maneras mas usadas para evaluar expresiones
matematicas dentro de la computacion. La forma en que se realiza es co-
locando en una pila operadores aritméticos y variables, hasta que se pre-
sentan dos variables seguidas se sacan de la pila junto con el operador mas
cercano y se realiza la operacion correspondiente, se guarda el resultad:
de la operacion en la pila hasta que nuevamente se presenten dos canti-
dades seguidas, se sacan junto con su operador, se realiza la operacion j
se guarda en la pila. Este procedimiento se repite hasta evaluar por com-

pleto la expresién matematica.

Ejemplo 8.10. Supdéngase que en el arbol anterior las variables tienen
losvaloresa=3 b=5c=-1,d=4ye =3. Siel recorrido en orden prime-
ro es /*a+ b~c3 -b* + cde, la forma en que se evalla la expresion es:

-1 -1
-1 +
+ +
-4
12 12 12

Estados de la pila.

Se puede observar en primer lugar que se introducen en la pila todos los
valores y signos aritméticos, hasta que se tengan dos variables (o cantida-
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des seguidas), en este caso cuando estan seguidos -1 y 3 que son los
valores de cy su exponente. En el siguiente estado de la pila se observa
que se saco -1 y se elevo alapotencia 3, (-1)A3. Como nuevamente quedan
dos valores juntos, se extraen de la pila y se les aplica el operador mas
cercano acellos, por lo que se obtiene 5+ (-1) =4y se vuelve aguardar
el resultado en la pila.

En el tercer estado de la pila nuevamente vuelven a quedar juntas dos
cantidades, mismas que se extraen de la pila con su operador mas cerca-
Nno para obtener 3*4=12. Como ya no existen dos cantidades seguidas, es
necesario introducir a la pila mas valores.

Posteriormente se extraen de la pila-1 y 4 juntamente con el operador “+”
para llevar a cabo la operacion (-1 + 4 = 3) y asi sucesivamente hasta ob-
tener como resultado el -3 que esta en el ultimo estado de la pila, el cual
es el mismo resultado obtenido al evaluar la expresion matematica:

ab+cy _ 35+(-1)3
b(c + d)e 5- (-1 +4)3

381

El recorrido en “orden final” también es muy util en la evaluacion de ex-
presiones matematicas, solo que en este caso se introducen en la pila los
valores de las variables hasta que llega un signo aritmético. En este mo-
mento se extraen de la pila el signo aritmético y los valores que estan mas
cerca de él, se realiza la operacion y se guarda el resultado. Cuando llega
otro signo aritmético se vuelven a extraer dos valores juntamente con el
signo para realizar la operacién correspondiente y guardar el resultado.
Estos pasos se llevan a cabo hasta terminar de evaluar la expresion ma-
tematica como se muestra a continuacion.

Ejemplo 8.11. Supdngase nuevamente que los valores sona= 3, b =5,
c=-1,d =4ye = 3. Siel recorrido en orden final es abc3A+ *bcd -fe*-/, la

forma en que se evalua la expresién es:

3 + 4 3

-1 -1 * -1 3 9

5 5 4 5 5 5 -4

3 3 3 12 12 12 12 -3
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Primero se introducen valores a la pila hasta que se tenga un signo aritme-
tico. Al llegar el signo “A” se extraen los valores mas cercanos a él, se
lleva a cabo la operaciéon (-1)A 3 = -1 y se guarda el resultado en la pila
como lo muestra la figura.

La siguiente informacion de acuerdo al orden final es el signo “+", como
lo muestra la pila correspondiente, mismo que se saca de la pila junto con
los valores que estan cercanos a él para realizar la siguiente operacion
5+ (-1) = 4. Se continla de esta manera guardando la informacion en la
pila y sacando las dos dltimas cantidades guardadas, una vez que se pre-
senta un signo aritmético, para llevar a cabo la evaluacion correspondien-
te hasta obtener el resultado que se muestra en el ultimo estado de la
pila.

En el recorrido por “orden segundo” la evaluacion de la informacion en el
arbol debe ser por niveles y de izquierda a derecha. Por ejemplo, si los
valores sona=80,b =12, a=5d =3y e = 2, primero se evaltuan los nive-
les mas bajos y si hay empate en cuanto al nivel tienen prioridad las ope-
raciones que estan mas a la izquierda. Sustituyendo valores por variables
la evaluacion se lleva a cabo de la siguiente forma:

12 8

Después de sumar 5+ 3=8

10
80 Finalmente
se divide
80/8 = 10
Después de restar Después de multiplicar
12-8 =4 4*2 = 8
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Cuando se evalUa una expresion matematica puede haber mas de una hoja
gque tenga el mismo valor, asi como también es frecuente que dos o mas
nodos intermedios tengan el mismo signo aritmeético.

Ejemplo 8.12. Considérese que el recorrido de un arbol binario en orden
final es ab + cd/ef - gb + *-*. Determinar:

a) El arbol.
b) El recorrido en orden primero y segundo.

Solucién. En el recorrido en orden final una operacion se lleva a cabo
hasta que se tienen las dos cantidades y el signo de la operacion que se
realizara. El procedimiento completo para estructurar el arbol es:

v 4 v < v
b g b
ab + cd/ ef- gb +

En todos los casos anteriores primero se deben de tener dos cantidades y
la operacion aritmética para de esa manera unir los nodos. La operacion
aritmética se lleva a cabo con las dos cantidades mas cercanas alaizquier-
da del signo. Unavez que se realiza la operacion el resultado se considera
como una cantidad, misma que se puede tomar en el momento en que se
presente un signo. Hasta ahora se lleva evaluado ab + cd/ef - gb + del
recorrido en orden posterior.

e f g b
Dos ultimos resultados ; b
con el nuevo operador 9
aritmetico ef - gb+* Mas recientes resultados con

el nuevo operador aritmético
ab + cd/ef - gb+* -

. ALFAOMEGA
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Finalmente se obtiene el siguiente arbol,
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a)

b) Recorridos en orden:

e Primero: *+ ab - /cd* - ef + gb
e Segundo:a+b*c/d-e-f*g+b

8.8 Busquedas

Se puede considerar que uno de los usos principales de la computadora es
guardar la informacion para después recuperarla en el orden deseado y en
forma rapida. Cuando la informacion es pequefia no hay ningun problema
ya gque el tiempo en que encuentra la informacion almacenada es relativa-
mente pequefo, pero conforme ésta aumenta el tiempo de respuesta es
importantisimo. Por esta razén es necesario guardar los datos de forma que
sea posible acceder a ellos en un tiempo razonable y para esto se utilizan
arboles de busqueda binarios (ABB), arboles AVL y arboles B.

8.8.1 Arboles de busqueda binarios

Es posible crear un arbol que desde el momento en que se captura la in-
formacidén quede de forma que sea relativamente facil acceder a ella, ade-
mas de que el arbol de busqueda binario es sencillo de crear y
manipular.
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Ejemplo 8.13. Crear un arbol de busqueda binario con la siguiente
informacion: 30, -10, 3,4, 9, 68, 50, 30, 3, 7, 6, 72, 98, -7, 56, 31, 58.

Solucién. Se entiende que la raiz es el primer dato, en este caso el 30,
y que los siguientes datos de colocaran a la izquierda si son menores que
30 0 a la derecha si son mayores o iguales a 30. Lo mismo sucederé en los
nodos restantes: el nuevo dato estara a la izquierda de un nodo cualquie-
ra si es menory ala derecha si es mayor o igual a él. Con estas reglas para
estructurar el arbol se tendré lo siguiente:

Una vez estructurado el arbol es posible obtener la informacién de sus
nodos siguiendo las mismas reglas que se usaron para elaborarlo: se bus-
cara ala izquierda si es menor gue la informacién del nodo y a la derecha
si es mayor o igual a él. Por ejemplo, si el dato a buscar es el niumero 56,
dado que es mayor que 30 se busca a la derecha ya que se tiene la certe-
za de que todos los datos que estan a la izquierda de 30 son menores que
él. A la derecha de 30 esta el 68, pero como el 56 es menor ahora se busca
alaizquierda para llegar al 50y como el 56 es mayor se busca a la derecha
para localizarlo finalmente. Si en algun caso se llega a una hoja y no se
encuentra la informacién que se busca, entonces se debera mandar un
mensaje de “informacion inexistente”.

Por otro lado, los recorridos en orden primero, segundo y final son:
Primero: 30, -10, 3,-7, 4, 3,9, 7, 6,68, 50, 30, 31, 56, 58, 72, 98
Segundo: -10, -7, 3, 3,4, 6,7, 9, 30, 30, 31, 50, 56, 58, 68, 72, 98

Final: -7, 3,6,7, 9 4, 3,-10, 31, 30, 58, 56, 50, 98, 72, 68, 30
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Hay que observar que el recorrido en orden segundo permite obtener la
informacion del arbol ordenada en forma ascendente. Esa es una de las
ventajas de acomodar la informacion en un arbol con estas caracteristicas,
ya gue se puede encontrar un dato en forma relativamente facil y ademas
se puede obtener el total de la informacion del arbol en forma ordenada.

Considérese ahora que se desea dar de baja algunos elementos del arbol.
Si el nodo que se da de baja es una hoja no hay ningun problema, solamen-
te se quita el nodo y la demas informacién no se mueve de su lugar. Pero
cuando el nodo es intermedio (0 sea que tiene hijos) es recomendable es-
tablecer cudl de los hijos tendré& prioridad para ocupar el lugar del padre.
Se acostumbra dar prioridad al nodo izquierdo, esto implica que al desapa-
recer el padre el hijo izquierdo tomara su lugar cambiando la reestructura-
cién del arbol. Por ejemplo, si se da de baja el nodo 68 el arbol quedara de
la siguiente manera

Se entiende que si el nodo que ocupa la posicion del padre tiene hijo dere-
cho, ese hijo derecho con toda su descendencia pasa a formar parte de la
rama derecha como ocurre con el nodo 56 y su descendiente 58, que de-
pendian del 50 y ahora dependen del 72.
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Si ahora se da de baja al nodo 3 el arbol queda de la siguiente manera:

-10

En este caso se observa que cuando hay informacién repetida, como es el
nodo 3, el que se da de baja es el primero que se encuentra ya que esta

387

mas cercano a la raiz.

Un problema importante de los arboles de busqueda binario es que algu-
nas veces crecen en forma descontrolada. Cuando el volumen de informa-
cion es considerable el tiempo de busqueda se incrementa, ya que se
trata de arboles no balanceados, y en estos casos es conveniente utilizar
arboles AVL o arboles B.

8.9 Aplicacion de los arboles

La estructura de arbol, independientemente de si se trata de arboles bi-
narios, AVL o B, se usa principalmente para guardar la informacion orga-
nizada de tal manera que sea posible tener un rapido acceso a ella. La
diferencia principal que permite decidir qué tipo de arbol usar depende
de la forma en que esta estructurada la informacion, pero sobre todo del
volumen de la misma (si la informacion es poca, entonces hay que usar
arboles binarios o AVL dependiendo de la forma en que esté organizada;
si el volumen de informacion es grande entonces hay que usar arboles B)
ya que cuando es posible manipular la informacion en memoria principal,
los arboles binarios y AVL son recomendables. Sin embargo, cuando no se
puede transferir la informacion completamente de memoria secundaria a
memoria principal para posteriormente manipularse, sino que se trae
parcialmente a memoria principal y después de procesarla se regresa al
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dispositivo de almacenamiento secundario, entonces es recomendable la
utilizacion de arboles B o B++. Por ejemplo, para eliminar informacion du-
plicada en una base de datos.

Si la base de datos no tiene un gran volumen de informacion y es posible
sSu manejo en memoria principal, esta actividad normalmente se realiza
colocando la informacion de la base de datos en un arreglo de forma que
para eliminar los registros duplicados habra que hacer en el peor de los
casos Nnn = n2comparaciones, ya que se toma el primer elemento y se com-
para con todos los demas, colocando una marca (*) a los elementos dupli-
cados, el segundo se compara con todos los demas y asi sucesivamente
hasta comparar el altimo elemento con todos los demas y colocar las mar-
cas correspondientes, para finalmente eliminar las posiciones que tengan
dicha marcay hacer el recorrido de la informacién, como se muestra en la
siguiente tabla.

Finalmente
A A A A A A
1 20 20 20 20 20 1 20
2 3 3 3 3 3 2 3
3 -7 -7 -7 -7 -7 3 -7
4 50 50 50 50 50 4 50
5 9 9 9 9 9 5 9
* k *
6 6 18
* * * *
7 20 7
* *
8 -7 -7 -7 8
9 18 18 18 18 18 9
Iteracion la 2a 3a 4a ... n

Sin embargo, si esto mismo se lleva a cabo por medio de un arbol binario,
el cual se crea con la informacion de la base de datos en el momento en
gue se manda la informaciéon a memoria principal, de tal manera que solo
se registran como nodos aquellos registros que no estan duplicados y des-
pués se regresa nuevamente la informacién a la base de datos, entonces
el nimero de comparaciones se reduce sustancialmente de tal forma que
con la informacion anterior se tendria el siguiente arbol binario.

20 A A
1 20 1 -7
2 3 2 3
3 -7 3 9
4 9 4 18
5 18 5 20
6 50 6 50
Primero Segundo
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Si después de crear el arbol se regresa la informaciéon a la base de datos
en orden primero, la informacién conserva una estructura semejante a la
gque tenia, como se ve en la figura anterior, pero si se pasa la informacion
del &rbol a la base de datos, usando para ello el recorrido en orden segun-
do, entonces no solo se eliminan los repetidos sino que ademas se colocan
ordenados ascendentemente. El nUmero de comparaciones para crear un
arbol binario es menor que n2 ya que el dato no se tiene que comparar con
todos sino solamente con los que sean necesarios para encontrar la colo-
cacion del dato en el arbol. De esta manera se reduce significativamente
el tiempo requerido para eliminar la informacion repetida en una base de
datos.

Si esta misma operacion se realiza usando arboles AVL los resultados son
semejantes, ya que un arbol AVL es también un arbol binario que segu-
ramente requerira de mayor tiempo para su estructuracion porque al
mismo tiempo que se crea el arbol se balancea cuando es necesario, pero
ese tiempo se compensa cuando se manda la informacion del arbol a la
base de datos. El proceso de estructuracion del arbol AVL se muestra en
la siguiente figura.

20 3 3

Doble giro, uno derecho y luego izquierdo sobre 9

Hay que recordar que para buscar informacién en un arbol AVL el niumero
de comparaciones en el peor de los casos es log n, sin embargo en un arbol
binario que no es AVL el peor de los casos es n (cuando los hijos estan
alineados en un mismo lado con respecto al padre).

La diferencia entre los arboles B, AVL y binarios es que para usar los ar-
boles B se requiere mas trabajo para desarrollar y programar las operacio-
nes de altas, bajas y cambios, pero unavez gue ya se tienen programados
as algoritmos, la velocidad de respuesta en los arboles B es significativa-
mente menor ya que ademas de mantenerse balanceados como ocurre con
;08 arboles AVL, la propiedad de tener informacion de mas de un registro
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de una base de datos en un mismo nodo permite el manejo de un mayor
volumen de informacion. Al incrementarse el namero de registros en un
mismo nodo se reduce la altura del arbol, las operaciones para balancear
el arbol decrecen y de esta manera se aumenta la eficiencia de los arboles
B. Considérese también que los arboles B se utilizan cuando la memoria
principal de la computadora no es lo suficientemente grande como para
manejar toda la informacion de la base de datos, sino que se aprovechan
las caracteristicas de los discos rigidos (memoria secundaria) de tal mane-
ra que un nodo ocupa un bloque de disco con espacio, para n registros de
la base de datos, procurando que la informacién quede en pistas o cilindros
cercanos para evitar la pérdida de tiempo en la lectura y grabacion de la
informacion.

8.10 Resumen

Un arbol es un grafo conexo que no tiene ciclos, ni lazos, ni lados paralelos,
ademas de que esta compuesto por niveles y al mas alto de la jerarquia se
le llama “raiz”. La raiz tiene un nivel O, los vértices inmediatamente deba-
jo de la raiz tienen un nivel 1y asi sucesivamente. La altura o peso de un
arbol es el valor de su nivel mas bajo. A los elementos que estan en las
puntas de las ramas se les llama “hojas”. A todos los elementos colocados
debajo de un nodo, independientemente de su nivel, se les llama “descen-
dientes”. A los elementos colocados en una misma linea de descendencia
antes de un nodo, seles llaman “antecesores”. Se llaman “vértices internos”
a todos aquellos que no son hojas.

Los arboles se pueden clasificar de acuerdo al nimero de nodos en: binarios,
trinarios, cuaternarios, etc., y de acuerdo a su altura en balanceados y
desbalanceados.

Arboles generadores. A partir de un grafo conexo es posible obtener un
arbol (eliminando aristas redundantes) que permite mantener conectados
a todos los nodos del grafo, y que recibe el nombre de “arbol generador”.
Existen dos formas en que es posible obtener el arbol generador: usando
bdsqueda en profundidad, en donde se busca por ramas de arriba hacia
abajo y de izquierda a derecha, o bien por medio de busqueda a lo ancho
en donde la busqueda se hace por niveles.

Un arbol generador minimo de un grafo es aquel que permite mantener
unidos a todos los vértices y que no tiene ciclos, pero que ademas es la
forma mas barata o corta ya que la trayectoria o costo es minimo. Existen
varios campos en donde es conveniente mantener funcionando los sistemas
al menor costo y algunos de ellos son las redes telefonicas, eléctricas, ca-
rreteras, de alcantarillado, etc., en donde es conveniente mantener la co-
municacion entre los nodos pero sin aristas redundantes o demasiado
costosas. Para obtener el arbol generador minimo en un grafo conexo con
pesos es posible aplicar el método de Prim o bien el de Kruskal.
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Existen tres maneras de recorrer la informacion de un arbol y el nombre
del recorrido indica el orden en que se coloca el padre en relacion a sus
hijos. Los recorridos son:

e Recorrido en orden primero. En este recorrido primero se toma el padre,
luego el hijo izquierdo y al final los demas hijos.

e Recorrido en orden segundo. En este recorrido primero se toma el hijo
izquierdo, segundo el padre y al final los demas hijos.

e Recorrido en orden final. En este recorrido se toma primero el hijo iz-
quierdo, después los demas hijos y al final el padre.

Recorridos en arboles etiquetados. En el area de la computaciéon los arbo-
les etiquetados se usan para evaluar expresiones matematicas. Las cons-
:antes o variables se colocan en las hojas y los operadores (signos
aritméticos o funciones) se sitian como nodos intermedios.

Uno de los usos principales de la computadora es guardar informacion
para después recuperarla en el orden deseado y en forma rapida. Cuando
la informacién es pequefia no hay ningun problema ya que el tiempo en
el que encuentra la informacién almacenada es relativamente pequefio,
sinembargo a medida que crece el tiempo de respuesta es importantisimo.
Por tal razon es necesario guardar los datos de tal manera que sea posible
ecceder a ellos en un tiempo razonable y para ello se utilizan los arboles
de busqueda binarios (ABB), arboles AVL y arboles B.
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8.11 Problemas

8.1 Considérese el siguiente arbol.

a

a) ¢Cudl es el recorrido en orden primero, segundo y final?
b) Balancear el arbol a trinario.

c) ¢Cual es el recorrido en orden primero, segundo y final, ahora
que esta balanceado?

8.2 Considérese el siguiente arbol.

ALFAOMEGA
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a) ¢Cual es el recorrido en orden primero, segundo y final?
b) Balancear el arbol a binario.

c) ¢Cual es el recorrido en orden primero, segundo y final,
ahora que esta balanceado?

n .. ., (a+ e N .
Sea la siguiente expresion------->----—- . Determinar

a) El arbol binario que representa dicha expresion.
b) El recorrido en orden:

e Primero.
e Segundo.
e Final.

c) Sia=6,b=2 c=3yd =4 ¢cudl es la forma en que se
lleva a cabo la evaluacion en orden primero y final?

d) Silos valores son los que se indican en el inciso (c), por me-
dio de un arbol ilustrar la evaluacion en orden segundo.

Considérense la expresion de cada uno de los incisos:

a
—————— + de
a
) _dsa
b
(a - bc)d
b)
(b + a)ce
+f

c+d ca- be

c+d

(e+da+ca-e

b+f
d) a+b adf

ALFAOMEGA
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Determinar:

A rboles

El arbol binario que representa la expresion.
El recorrido en orden primero, segundo y final.

Sia=8,b=4,c=2,d=1e=-2yf=06,¢:cudl eslaformaen
gue se lleva a cabo la evaluacion en orden primero y final
en cada uno de los incisos?

Si los valores son los que se indican anteriormente,
por medio de un arbol ilustrar la evaluacién en orden se-
gundo.

8.5 Sea el recorrido en orden primero. +a— *bcd/e+fg.

8.6

a) Construir el arbol binario.

b) ¢Cual es el recorrido en orden: segundo y final?

C)

d)

¢Cual es la simulacion de la evaluacion, usandopilas para el
recorrido primero y final?

¢Cual es la evaluacion en orden segundo, ilustrandolo por me-
dio de arboles? Con los valores donde sea necesariode a =1,
b=2c=3 d=5¢e=4,f=-3,g=5

¢Cual es la ecuacion matematica que representa el arbol bina-
rio?

Sea el recorrido en orden:

a)
b)
c)
d)
e)

f)

Final: db*b-cab*/+a*d-
Final: ab+cd/ef-gh+*-*
Segundo: atb-e/c-e+a/b*d
Segundo: a*d/f/g*h+e+b-c
Primero: /a+*+bc-ec/d-ba
Primero: *+/c*+abfde

En cada uno de los incisos realizar lo siguiente:

Construir el arbol binario.
Determinar el recorrido en orden segundo y final.

Simular la evaluacién usando pilas para el recorrido prime-
ro y final. Con los valores donde sea necesario de a = 3,
b=2c=-1,d=1e=4,f=6,9=-3, h=4

llustrar la evaluacién en orden segundo, usando arboles.
Determinar la ecuacién que representa el arbol binario.
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8.7 Con la siguiente informacién: (m, d, c, e, a f, g, ¢, b, m, z, a):

a) Elaborar un arbol binario de busqueda. Considerar que la
informacion se coloca a la izquierda de un nodo determi-
nado si es menor o igual al nodo y a la derecha exclusiva-
mente si es mayor.

b) ¢Cudl es el recorrido en orden primero, segundo y final?

c) ¢Como queda el arbol si se dan de baja los nodos my c,
dando prioridad al nodo izquierdo sobre el derecho para
ocupar el lugar del padre? Ademas dar de alta los nodos n,
i y h.

d) ¢Cudl es el recorrido en orden segundo una vez que se han
Illevado a cabo los ajustes correspondientes?

8.8 Considérese la informacién siguiente:

a) 40, 12, -8,0, 60, 35, 5, -1, 7, 23, 42, 70, 38
b) o, 7, 17,-7, 4, -2, 60, 11, -5, O, 8

c) 100, 3, 7, 5, -2, 60, 80, 115, -1, O

d) 48, 32, 12, 27, 72, 85, O, 1, 60, 70, 56, 49, 48

En relacion con cada uno de los incisos:

e Elaborar un arbol binario de busqueda. Considerar que
la informacion se coloca a la izquierda de un nodo de-
terminado si es menor o igual al nodo y a la derecha
exclusivamente si es mayor.

e ¢(Cual es el recorrido en orden primero, segundo y fi-
nal?

e (Como queda el arbol, si se hacen los siguientes movi-
mientos en cada uno de los incisos? Concediendo prio-
ridad al nodo izquierdo sobre el derecho para ocupar el
lugar del padre cuando existe alguna baja.

a) Baja: 12; altas: 58, 3 y 6.

b) Bajas: 17 y -7; altas: O, -2 y18.
c) Bajas: -2 y 80; altas: 9y 72.

d) Bajas: 48 y 12; altas: -9, 64y 40.

e ¢Cual es el recorrido en orden primero, despueés de ha-
ber hecho los ajustes?
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8.9 Considérese el siguiente grafo:

Determinar el arbol generador, partiendo del nodo 1y prioridad en orden
ascendente. Por medio de budsqueda:

a) A lo ancho.
b) En profundidad.

8.10 Determinar el arbol generador de los grafos de cada inciso, par-
tiendo del nodo 1y con prioridad de seleccion ascendente, usan-
do para ello busqueda.

e A lo ancho.
e En profundidad.

ALFAOMEGA
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8.11 El siguiente grafo representa la red carretera entre las ciuda-
desa b, c d, e f g, hijyk, asi como lalongitud de cada una
de las carreteras que unen las distintas ciudades:

Determinar el arbol generador minimo usando el método de:

a) Prim.
b) Kruskal.

8.12 Determinar el arbol generador minimo de los grafos de los
incisos (a), (b) y (c) usando para ello los métodos de Primy
Kruskal. Si existen mas arboles de expansidon minimos mues-
tre adicionalmente uno para cada grafo.
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b) C)

8.13 En un texto se encontro que la frecuencia de uso de cada uno de
los caracteres es la siguiente.

Carécter Peso o frecuencia

0 20
1 8

u 15
S 6

a 23
n 6

[ 25
b 10
e 19

a) ¢Cual es el arbol optimal para el cédigo de Huffman?.

b) Con el arbol obtenido, codificar el mensaje: solounabuenailu-
sion.

ALFAOMEGA
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8.14 En un documento se encontré que la frecuencia con la que
ocurren los caracteres es:

Caracter Peso o frecuencia

a 80

e 72

f 55

g 28

h 19

i 78

1 33

m 43

0 69

S 36

u 48
espacio 47

a) ¢Cual es el arbol optimal para el cédigo de Huffman?
b) Con dicho arbol codificar el mensaje: hola amigos.

ALFAOMEGA
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CAPITULO

L-iJiGuyiikaOiSiis'

entero:- 1 <fraccién> i <ei/ar5? <i?accfofiv:=

=<entero-sin-signo> /<en :ero-con-signo> <entero> ::=<entero-s
~signo ::= - <entero-sin- jgno> /+ <enrero sin-sign -"fig|ggg”8igno> ==
signo> : <diguo> /<dig &> <entero-sau-signo> M<fntei”™ smJ*gno>
:= e <entero-sin-signo> Ie ra
0/1/2/3/4/5/6/7/E

<real> ::= <entei:> <fraccion>

letra jno> <fraccion;

;1= - <entero-sin igno> <fraccion

- <digito> <digitel<digito>
- <digito> <digito> <digito>
-153.87

entero> /<fraccion> /<entero> <fraccién>

Introd 1IC
- <entero-sin-signo> j <entero-con-signo>
a OS e I l g l l aJ eS esigno ::= - <entero-sin-signo> /+ <entero-sm-signo>,

signo ::=<digito> / <clgito> <entero-sin-signo>
|=+ <entsro-sin-aigtio>

formales

<real> ::= <entero> <fraecion>
;1= <entero-con-signo> <fraccion>
;1= - <entero-sin-signo> <fraccion>

9.1 Introduccién

9.2 Gramaticas y lenguajes formales
9.3 Autématas finitos

9.4 Maquinas de estado finito

9.5 Teoria de la computabilidad

9.6 Aplicacion de los lenguajes formales
9.7 Resumen

9.8 Problemas
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/M teccion> /<entero> <fraccion> Las palabras o el lenguaje, ya sea escrito

<entero> ::= <entero-sir «sicuo> /<en.tero-eon-signo> o hablado, no parecen desempefiar
ro-sm-stgno> <entero-cpn-signo> : entero-sm-signo> /+ <entero-sm. ningan pape| en mi mecanismo de
-signo> <entero-sin.signo> ::= irx» /<digito> <entero-sm-signo . - cai
g g girx g g pensamiento. Las entidades fisicas que

<iracci6on> ::= = centero [R-signo>

<digito> ::=0/1/2/3/ 25/6/7/8/9 parecen servir como elementos del

pensamiento son ciertos signos e
I> ::= <entero> <fraccion> imagenes mas o menos claros que

mtero-con-signé> <fraccion> . .
o o pueden reproducirse y combinarse
<entero-sm-S|gno> <fraccio!i>

" C e voluntariamente.
fl M 11 E piigit®><fiacd
fero-sin-signo> = - <digito> <digitim <dligito> « <ent
I=cligito> <digito> = <ciigito> <digito> <digito> « <dig  Albert Einstein
:=-153.87

:ero> /<fraccion> /<entero> <fraccién>
‘ntero-sm-signo> /<enterocon-signo>
sin-signo> eilno> ::=- <entero-siii-signo> / : <entero-sin-
-signo> ;i no> 1= <digito> i <digito> <entero-sin-signo
<entero-sin-sigao>
1/273/4/5/6/7/8/9

<réal> ::= <entero> <fraccion>
;= <entero-con-signo> <fraccion>

- <eni:ero-sin-sigiio> <fracciéon>

Objetivos
Identificar las gramaticas regulares, libres de contexto y sensibles al contexto, asi
como la importancia que tienen en el area de la computacion.
Representar las gramaticas regulares usando automatas finitos y maquinas de estado
finito.
Convertir un autdmata finito no deterministico (AFN) en un automata finito
deterministico (AFD) equivalente.
Representar las graméticas libres de contexto por medio de &rboles de derivacion,
diagramas sintacticos y diagramas Backus-Naur (BNF).
Comprender el funcionamiento de las maquinas de Turing en el manejo de cadenas.
Comprender la teoria de la computabilidad y de la complejidad, asi como la utilidad
en el &rea de la computacion.

401
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IX. INTRODUCCION A LOS LENGUAJES FORMALES

9.1 Introduccidn

Un lenguaje es un conjunto de simbolos (o palabras) y métodos para es-
tructurar y combinar dichos simbolos. Un lenguaje también recibe el nom-
bre de idioma y como tal consta de todos los simbolos validos por dicho
lenguaje y los métodos para estructurar correctamente cada una de las
palabras, frases y oraciones. Esta clase de lenguaje recibe el nombre de
lenguaje natural.

Existen lenguajes de menor capacidad para simular y modelar lenguajes
naturales, como el lenguaje binario, Java, C, Basic o Pascal que se utilizar-
en la comunicacion con las computadoras. A este tipo de lenguajes se les
llama lenguajes formales.

Es dificil modelar un lenguaje natural con todas sus reglas y palabras, por
esto se utilizan lenguajes formales para establecer la comunicacion con las
computadoras y sus periféricos. Se tienen lenguajes para controlar sistemas
de produccion automatizados en empresas, para programar robots, contro-
lar aviones o manejar bases de datos, pero todos ellos estan limitados al
conjunto reducido de palabras que se pueden formar con el alfabeto propio
del lenguaje y las reglas para estructurar las palabras validas. El problema
para simular un lenguaje natural por medio de un lenguaje formal radica
no solamente en la estructuracion correcta de las palabras (sintaxis) sino
también en el significado de una palabra o frase (seméantica) que muchas
veces varia de persona a persona, dependiendo del lugar, contexto o esta-
do de animo.

9.2 Gramaticas y lenguajes formales

Lenguaje L(G). Este tipo de lenguaje se basa en la gramatica, asi como en
las reglas o métodos para la creacion de palabras propias del lenguaje.

Un lenguaje L(G) consiste en una gramatica (G) con todos los arreglos que
se pueden obtener a partir del estado inicial (s) y las composiciones (c).

9.2.1 Estructuracion de las gramaticas

Las graméticas estan integradas por varios elementos que permiten la
estructuracion de palabras. La gramatica

G={E, N, T, ¢
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9.2 GRAMATICAS Y LENGUAJES FORMALES 403

es el sistema que permite establecer las reglas que han de aplicarse a un
lenguaje y aqui se tiene que:

2: es el alfabeto o conjunto de simbolos con el cual se forman pala-
bras de un lenguaje.

N: conjunto de simbolos no terminales en un lenguaje.

T: conjunto de simbolos terminales.

s: estado inicial.

c: conjunto de composiciones o reglas que se deben usar para la

estructuracion de las palabras validas en el lenguaje.

Un simbolo es cualquier caracter o figura, por ejemplo: a, b, p, 3, 5 #, &
@, etcétera.

Ejemplo 9.1. Sea

2={a, b, cd,... z}
L(G) ={hola, conejo, pera, pifna,...,}

Con los simbolos del alfabeto es posible estructurar palabras de un len-
guaje como hola, conejo, pera, siguiendo ciertas reglas para su correcta
estructuracion.

En una gramatica los simbolos terminales (T) se indican por medio de
numeros o letras mindsculas y los simbolos no terminales (N) por letras
mayusculas o la letra s para indicar que se trata del simbolo inicial.

Las palabras validas en un lenguaje dependen del alfabeto y de las com-
posiciones (c) propias de la gramatica. Las composiciones de un lenguaje
estan integradas por simbolos terminales y no terminales.
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www.FreeLibros.me
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Ejemplo 9.2. Sea

L={a g, hi,1m,o,r}

cuyas composiciones (c) son

B — rD F->gC
D —=mE C->a
E->iF

Comenzando en el estado inicial (s) es posible formar palabras propias del
lenguaje como

s->hA iioB holC -> hola
s —=hA hoB —iiorD -> hormE hormiC -> hormiga

Hay que observar cobmo se pueden sustituir los simbolos no terminales (s,
A, B, C, D, E, F) por su equivalente para la estructuracién de las palabras
de un lenguaje, de forma que el lenguaje conste de todas aquellas pala-
bras que se puedan estructurar partiendo de la gramatica:

L(G) = {hola, hormiga, ...}

Si alguna otra palabra, ademas de hola y hormiga, se puede derivar con la
gramatica anterior, esta palabra también sera parte del lenguaje L(G).

Para que una palabra se considere parte de un lenguaje debera estar for-
mada solamente por simbolos terminales, ya que los simbolos no termina-
les forzosamente llevaran a integrar nuevos simbolos terminales y
simbolos no terminales. Siempre se deberd comenzar en el simbolo no
terminal (s) para la formacion de palabras de un lenguaje.
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9.2.2 Clasificacidon de las gramaticas

Las gramaticas se pueden clasificar como:

Tipo O: si no se pone ninguna restriccion a las composiciones de G

Tipo 1. si para cualquier composicion di —d2 de la gramatica G, la
longitud de simbolos de la izquierda de la composicion (di)
es menor o igual a la longitud de simbolos de la derecha

(efe).

Tipo 2: si el lado izquierdo de cada composicion es un simbolo no
terminal y el lado derecho consta de uno o mas simbolos
terminales y/o0 no terminales.

Tipo 3: si el lado izquierdo de la composicion es un simbolo no ter-
minal y el lado derecho tiene uno o mas simbolos, incluyen-
do a lo mas un simbolo no terminal.

A las gramaticas Oy 1también se les conoce como Sensibles al contexto.
Este tipo de graméaticas son muy complicadas y, por lo tanto, dificiles de
analizar y estudiar. En general, son muy pocos los conocimientos que se
tienen de ellas debido principalmente alalibertad que se tiene para formar
palabras de un lenguaje.

La gramatica tipo 2 recibe el nombre de gramatica Libre de contexto. Este
tipo de gramaticas es el que se usa actualmente para la creacion de len-
guajes formales, ademas de que tiene relacion con los autématas finitos,
automatas de pila'y maquinas de Turing.

La gramatica tipo 3 o también llamada Regular, tiene reglas muy simples
de sustitucion y generacion de palabras de un lenguaje. En esta gramati-
ca se sustituye un simbolo no terminal por uno terminal o bien por uno
terminal seguido de uno no terminal. La gramatica regular tiene una gran
relacion con los automatas finitos.

Hay que observar que una gramatica regular es, a su vez, una gramatica
libre de contexto y también una gramatica sensible al contexto, de la mis-
ma forma que una gramatica libre de contexto es una gramatica sensible
al contexto.
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Ejemplo 9.3. Considérese la siguiente gramatica G en donde:

T={a, b} Conjunto de simbolos terminales.

N ={s, A, B} Conjunto de simbolos no terminales, donde s es el sim-
bolo inicial.

Composiciones:

s -» aA A aaB AB -> sB
AjbB —aA B b Aa —a

Esta gramatica es sensible al contexto, ya que no presenta ninguna res-
triccion a las composiciones. Una caracteristica es que el namero de sim-
bolos del lado izquierdo de la composiciéon AjbB -> aA es mayor que el
numero de simbolos del lado derecho, cosa que no es permitido en ningu-
na de las demas gramaticas.

Ejemplo 9.4. Considérese la siguiente graméatica G en donde:

T={a, b}

N={s,A, B}

Composiciones:
s-> aB A —jbA B -> abA
A ->jbs A->£> B a

En este caso se trata de una gramatica regular, ya que en el lado izquierdo
de las composiciones hay un solosimbolo no terminal y del lado derecho
hay uno o mas simbolos terminales (a, jb) y a lo mas un simbolo no terminal
(s, A, B). Se sabe que una gramatica regular también es libre de contexto
y sensible al contexto, porque reudne los requisitos para ello.
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9.2.3 Representacion de las gramaticas

Como ya se vio, existen gramaticas regulares, libres de contexto y sensibles
al contexto, y cada una de ellas tiene su propia forma de representacion.

Gramaticas regulares. Se representan principalmente por medio de auto-
matas finitos los cuales son elementos generadores de palabras de un
lenguaje, en donde una palabra se genera comenzando en el simbolo ini-
cial y terminando como una cadena de simbolos terminales que no contie-
ne ningun simbolo no terminal.

Se puede decir que la gramatica de un lenguaje regular es semejante a un
automata finito, lo que se debe de hacer es representar en forma grafica
cada una de las composiciones de la gramatica teniendo en cuenta que

los simbolos no terminales se encierran en circulos y los simbolos termi-
nales son las etiquetas de las aristas del automata finito.

Ejemplo 9.5. Sea la gramética G, en donde:
T={a, b}
N={s, A, B}
Composiciones:
s->aB A -» jbB B -> JoA B->b
s ->bA B as A -»as s |Jb
El autémata finito que representa esta gramatica es:

b

www.FreeLibros.me

407

ALFAOMEGA



408 IX. INTRODUCCION A LOS LENGUAJES FORMALES

Hay que observar como cada una de las transiciones o composiciones esta
representada en el automata finito por medio de una arista o flecha con la
etigueta respectiva.

s -> aB

La flecha que incide sobre el circulo que contiene a s indica que se trata
del simbolo inicial. ElI simbolo no terminal que tiene doble circulo y que
permite saber si la palabra pertenece o no al lenguaje se obtiene con las
transiciones B -> b y s -> b, ya que ambas inciden sobre el simbolo no
terminal “A”, ademas de que estas transiciones ya no contienen simbolos
no terminales en el segundo término, de tal manera que al llevar a cabo un
recorrido con una palabra y terminar en el simbolo de aceptacion, esto
significa que dicha palabra pertenece al lenguaje. Si el recorrido de una
palabra através del automata finito no termina en el simbolo de aceptacion,
entonces dicha palabra no forma parte del lenguaje.

Por ejemplo, para determinar si la palabra bbaab pertenece al lenguaje
L(G) se pueden usar las composiciones de la siguiente manera:

s DbA bbB -> bbas bbaaB -> bbaab

Usando el autémata finito se puede observar que a partir del simbolo inicial
s la cadena bbaab realiza el siguiente recorrido:

S->A->B-*s—=B->A

Después de que se recorre toda la cadena, si se termina en un simbolo no
terminal aceptado, como es el caso de “A” (ya que tiene doble circulo), se
dice que la palabra o cadena bbaab es una palabra del lenguaje L(G). Los
lenguajes regulares propios de las gramaticas regulares se trataran con
mas detalle posteriormente, pero es importante dejar claro que los auto-
matas finitos son su mejor forma de representacion.
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Gramaticas libres de contexto. Este tipo de gramaticas son las mas usa-
das en la elaboracion de compiladores, traductores e intérpretes, y se
pueden representar por medio de arboles de derivacion, representacion
BNF y diagramas sintacticos.

Representacion mediante arboles de derivacion. El procedimiento para
determinar si una palabra pertenece a un lenguaje por el método de arbo-
les de derivacidon es semejante al desarrollado por medio de composiciones,
sOlo que en este caso se estructura un arbol teniendo como raiz de ese
arbol al simbolo inicial sy colocando como hijos a los signos del lado de-
recho de la composicion. De esta manera se representan cada una de las
composiciones de la gramatica en el arbol, sustituyendo el padre cuando
se trata de un simbolo no terminal por los simbolos del lado derecho de
cada una de las composiciones y respetando el orden en que se encuentran
colocados cada uno de los simbolos de las composiciones. El arbol se ter-
mina de estructurar cuando todas sus hojas son simbolos terminales y la
palabra formada por los simbolos terminales de izquierda a derecha es
una paiabra que pertenece al lenguaje L(G).

Ejemplo 9.6. Seala gramatica libre de contexto G:

T={a, b}

N={s, A, B}

Composiciones:

s->AB A —a B—Db

A -» bB B-» aBA

Usando las composiciones se puede derivar la cadena babaaba de la si-
guiente manera:

s —AB —jbBB - » JbaBAB —babaB -» babaaBA -» babaaba

ALFAOMEGA
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O bien por medio del arbol de derivacion:

Db a

Debido a que la palabra que se forma con las hojas del arbol de izquierda
a derecha es babaaba se dice que esta palabra forma parte del lenguaje
L(G). Es obvio que existen muchas palabras que se pueden obtener con

esta gramatica y todas ellas forman parte del lenguaje.
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La diferencia principal entre los automatas finitos y los arboles de deriva-
cion es que con el mismo automata finito es posible determinar si una o
varias palabras pertenecen a un lenguaje, y en el caso de arboles de deri-
vacion cada palabra requiere de la estructuracion de un arbol de derivacion
diferente.

Representacion BNF (Backus-Naur). Se mencion6 con anterioridad que la
gramatica libre de contexto se utiliza con frecuencia para la representacion
de lenguajes formales como C, Pascal, Basic, etc. La representaciéon BNF
es un buen ejemplo de ello.

En la gramatica BNF la flecha (-») de una composicién se indica con
“::=". Por ejemplo, la composicion s —=AB, se representa de la siguiente
manera:

s ::=AB

Cuando un mismo simbolo no terminal implica diferentes cadenas de sim-
bolos es posible compactar la informacién usando para ello el caracter
que tiene el significado de o. Las siguientes composiciones s —AB, s —
gjbB, s -» bAa, s -» b equivalen en representacion BNF a

s::=AB/abB/bAa/b
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Ejemplo 9.7. Seala gramatica libre de contexto G:
T={x,y}
N ={s, A, B, C}

Composiciones:

S-»XxB B yxC C -> BxA
A -> xBy B —yyC C -> xy
A —CBx B -> x A-»y

La representacion de la gramatica por medio de BNF es:
s::=xB B: := yxC /yyC /x

A ::=xBy/CBx/y C::=BxA /xy

Algunas veces en la representacion BNF los simbolos no terminales em-
piezan con terminan con “>” y la flecha (-») de una composicion se
indica con “::=".Por ejemplo, la composicion s-> AB se representa de la
siguiente manera:

<s> = <A> <B>

Composiciones de laforma s->AB,s alB s JbAa s->b sonequiva-
lentes a

s :=<A><B>/ab<B>/b<A> a/b

Ejemplo 9.8. La gramatica libre de contexto G en representacion BNF
para leer un numero real en Pascal es:

T—{,—5+0 1,234,56,7, 8,9

H= {real, entero, fraccién, entero-sin-signo, entero-con-signo, di-
gito}
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Composiciones:

<real> ::=<entero /<fraccion> /<entero> <fraccion>

<entero> ::= <entero-sin-signo> /<entero-con-signo>

<entero-con-signo> ::= - <entero-sin-signo> /+ <entero-sin-signo>

<entero-sin.signo> ::= <digito> /<digito> <entero-sin-signo>

<fraccion> ::= e <entero-sin-signo>
<digito> ::=0/1/2/3/4/5/6/7/8/9

Por lo tanto, la derivacion para determinar si la palabra -153.87 pertenece
al lenguaje es como sigue:

<real> ::= <entero> <fraccion>

<entero-con-signo> <fracciéon>

<entero-sin-signo> <fraccion>

<digito> <digito> <digito> <fraccion>
<digito> <digito> <digito> * <entero-sin-signo>

<digito> <digito> <digito> = <digito> <digito>

::=-153.87

Con lo cual se concluye que la palabra -153.87 pertenece al lenguaje

L(G).
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Cuando se compila un programa, lo que se hace es determinar si cada una
de las lineas del programa forma parte del lenguaje. Es obvio que cada
una de las lineas se somete ala verificacion de la gramatica correspondien-
te, y en caso de que alguna instruccion no esté bien escrita el compilador
mandara el mensaje correspondiente para que el programador lleve a cabo
la correccion respectiva.

Diagramas sintacticos. Esta es una forma gréafica para representar una
gramatica por medio de graficas dinamicas que permiten determinar en
forma mas ilustrativa si una palabra pertenece a un lenguaje; a esta gra-
fica se le conoce como diagrama sintactico o diagrama de sintaxis. Toda
palabra reservada de un lenguaje formal es susceptible de ser representa-
da por medio de diagramas sintacticos.
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En un diagrama sintactico los simbolos no terminales se representan den-
tro de un cuadro, y los simbolos terminales se encierran dentro de un
circulo.

El diagrama sintactico que representa a la composicion A ::=aBC /Alb/
ba es el siguiente:

Un identificador de un lenguaje cualquiera esta integrado por una sola
“letra” o bien una “letra seguida de una combinacién de letras o numeros”,
como se muestra en el siguiente ejemplo.

Ejemplo 9.9. Considérese la siguiente gramatica:

N = {identificador, letra, digito}
Composiciones:

<identificador> ::= <letra>
<letra> ::= <letra> <letra> /<letra> <digito>/a/b /c/... /z

<digito> ::=0/1/72/.../79

ALFAOMEGA
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digito

Ademéas de los arboles de derivacion, representacion BNF y diagramas
sintacticos, las gramaticas libres de contexto se pueden representar por
medio de un automata de pila y maquinas de Turing.

9.3 Autdmatas finitos

Todo proceso que recibe una o varias entradas, que las transforma y que
después emite una salida recibe el nombre de sistema. Existen sistemas
muy complejos, como los sistemas de los seres vivos; por ejemplo una
planta que recibe como entrada agua, sales minerales, oxigeno y luz solar,
procesa esas entradas y emite como salida hojas, tallos, fores y frutos. Este
sistema parece muy sencillo, sin embargo no lo es ya que de acuerdo con
las entradas, cantidad y calidad de elementos, asi como el medio ambien-
te que rodea a la planta, puede tener mejores flores y frutos.

Un sistema aun mas complejo es el comportamiento del ser humano, el cual
recibe infinidad de informacidon de varios lados que se procesa de acuerdo
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con su estructura cognitiva y que en funcién de esto toma una decision de
lo que debe hacer. Sucomportamiento o reaccion a la informacion propor-
cionada no se puede determinar con exactitud, ya que depende ademas
de la informacion de entrada, del entorno socioeconémico, edad, valores
morales entre otras muchas cosas mas. Este tipo de sistemas recibe el
nombre de sistemas infinitos.

Los autdmatas finitos también reciben como entrada informacion que
procesan y en funcion de ello emiten una salida. Un automata finito recibe
una palabra, la cual debe procesar por medio de un recorrido a través de
los diferentes estados que integran el automata, y si al final del procesa-
miento de ésta el recorrido termina en un estado o posicion de aceptacion,
se dice que la palabra forma parte del lenguaje. A diferencia de los siste-
mas infinitos, un autémata es un sistema finito y por eso se le llama auté-
mata finito, en donde si es posible determinar con exactitud la salida que
se tendré& con cierta informacion.

9.3.1 Terminologia basica

Las gramaticas regulares son parte esencial de los lenguajes regulares y
los autématas finitos (AF) son una representacion gréafica de los lenguajes
regulares. Es conveniente, antes de abordar el tema de AF, tener en cuen-
ta algunos conceptos importantes que permiten la manipulacion correcta
de los lenguajes regulares y los autématas finitos, por esta razon se trata-
ran algunos aspectos que se consideran importantes antes de entrar de
lleno con el tema de automatas finitos.

Una palabra que pertenece a un lenguaje L(G) realmente es una cadena
de simbolos o caracteres, y por esto la relacion existente entre simbolos,
cadenas, lenguajes, alfabetos y gramaticas es importante.

Cadena.

Esta consiste en una secuencia de simbolos yuxtapuestos (se coloca uno
seguido del otro).

Sean

w= 10 x =02 y=011 z= 12012

En este caso w, X, y, z son cadenas formadas con simbolos del alfa-
beto Z-
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Stephen Kleene
(1909-1994)

f ue un loégico y matematico estadouni-
ense naci6 en Hartford, Connecticut, el
de enero de 1909, fue director de los
epartamentos de matematicas y de ana-
sis numérico de la Universidad de Wis-
ansin. Se especializ6 en el estudio de las
inciones recursivas y la teoria de los
autématas, y entre
sus numerosas obras
destacan Introduc-
cion a la matemati-
ca que publicé en
1952 y Logica mate-
matica en 1967,
ademasde queintro-
dujo la operacion
clausura de Kleene
denotada por el
simbolo X*.
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Cadena vacia (e).

Es aquella cadena que no tiene simbolos. Aqui se tiene que ew = we y
88 = 8.

Si w = pera, entonces
ew,= pera=ws.

Inversa de una cadena (w).
Es la cadena que se obtiene al escribir los caracteres en forma invertida.
Sea w - Hola, entonces
w* = (Hola)i = (ola)JH = (la)JoH = (a)iloH = (e)JaloH = aloH
Cadena elevada a una potencia (vi/l.

Si n es un elemento del conjunto de nUmeros naturales (ne N)y wes una
cadena, entonces:

w° = e (cadena vacia)

wil= ww?°

w2=ww1l= WWWO

w3= ww2= WWW1= wwwwO
Wi- OTI/T1

Sea w = Hola, entonces

\
w4 = ww3= www?2= wwwwl= wwwwwO0 = HolaHolaHolaHolae =

HolaHolaHolaHola

Cerradura de Kleene o cerradura estrella (L*).

Es el lenguaje con todas las cadenas que se pueden formar con el alfa-
beto (X).

Sea
| ={0, 1}
=4, 1, 00, 01, 10, 11, 00O, 100, 101, 110, 111, 0OO0OO, 0001,
0010,...}

X es un conjunto finito, pero X* es infinito ya que el namero de ca-
denas diferentes que se pueden formar es infinita.
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Cerradura estrella sobre un lenguaje (L*).

Es la union de todos los lenguajes potencia de L desde n = 0 hasta infinito
(n e N), que se pueden formar con el alfabeto (X).

Sea

I ={a, b}, L ={abb};

L*=L°u Llu...uL” ={e} u {algd u {agbghd3d u...u {ahly “
*= {e, abb, abbabb, abbabbabb,...}

Cerradura positiva de un lenguaje (L.

Es la union de todos los lenguajes potencia de L, desde n = 1 hasta infini-
to, que se pueden formar con el alfabeto (X).

Sea

E ={a, b},L = {abb};
L+=L1u L2u...u L = {ajbjbju{ajbjbajb£)}u...u{ajbIb}
L+= {abb, abbabb, abbabbabb,...}

Inversa de un lenguaje (L2J.

Es el lenguaje que se obtiene al escribir los elementos de un lenguaje en
forma invertida.

Sea

L = {Morelia, Michoacan}; X = {a, b, c,..., zj
Li= {aileroM, nacaohciM}

Operaciones.

Considerando que un lenguaje es un conjunto de simbolos o palabras
sobre un alfabeto, se pueden llevar a cabo algunas operaciones de con-
juntos como la union, interseccion, diferencia y complementacion.

Sean L y M lenguajes, entonces

) ={X I XE Loxg M0 xg (Ln M)}
) ={XIxg LYXg M}
L-M)={x1xg LyxgM)

I/=X*- L={x | xg Z*yx¢L(

(LuM
(LnM
(
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Sean

| ={a, b, ¢}
L - {e, abe, aab, aabb, bbc, cb, cab}; M= {aa, ab, aabb, bab, cb, cc

Entonces

(LuM) = {e, aa, aab, aabb, ab, abe, bab, bbc, cab, cb, cc)
(LnM) = {aabb, cb)

(L - M) = {e, abe, aab, bbc, cab}

L'=X*- L={x | xe X*y xé{e, abe, aab, aabb, bbc, cb, cab}}

Lenguajes regulares.

Con el alfabeto X es posible formar una gran cantidad de lenguajes, perc
no existe un método efectivo para saber cuantos de ellos son regulares.
Todos los lenguajes sobre X son sublenguajes del lenguaje universo X*, en
lugar de ello se utilizaran algunas propiedades de los lenguajes para de-
terminar cudles de ellos son regulares. El conjunto de lenguajes regulares
sobre X son:

e Ellenguaje vacio O.

El lenguaje que contiene la cadena vacia como unico elemento {e}.
e El lenguaje unitario {a} es regular V a< X

e SiLy M son lenguajes regulares, entonces también lo son el lenguaje
gue resulta de la uniéon (L u M), la concatenacion (LM), la potenciacion
(Lno MA vy la cerradura de Kleene (L*).

« Ningun otro lenguaje sobre X es regular.

Se puede concluir que a partir del alfabeto X los lenguajes obtenidos con
las operaciones union, concatenacion, potenciacion y cerradura de Kleene
son lenguajes regulares, ademas de los lenguajes de un solo elemento,
incluyendo la cadena vacia y el lenguaje vacio.

Expresiones regulares.
Es una nueva forma de expresar los lenguajes regulares y tiene como fina-
lidad facilitar la manipulacién y simplificacion de los mismos. La equiva-

lencia entre lenguajes regulares y expresiones regulares es como se indica
en la siguiente tabla:

www.FreeLibros.me



9.3 Autématas finitos

Lenguaje regular Expresion regular
(a} a
i e
0= e
{ap a+
{a}* ar
{ab} ab
{aju{¢}={a, 1 aujb

De esta manera el lenguaje {a, bc}*{e, aab}0{c} sobre Z = {a, b, ¢}, se puede
indicar por medio de una expresion regular:

(auJdbc)*(euaajb) ec

Los paréntesis solamente se usaran en casos extremos, ya que la finalidad
de las expresiones regulares es la simplificacion en la representacion de
los lenguajes regulares.

AutOmatas finitos (AF).

Los AF constan de cinco elementos fundamentales AF = (£, E, F, s, 8). Un
alfabeto (X), un conjunto de estados (E), estado inicial (s), un conjunto de
estados finales (F) y unafuncién 8: E x X -> E que permite determinar cual
es el estado siguiente.

Las expresiones regulares se pueden representar por medio de autématas
finitos, a su vez los autdmatas finitos pueden expresarse en forma grafica
por medio de un diagrama de transicion o bien por medio de una tabla que
recibe el nombre de tabla de transicion.

Diagrama de transicion.

En los diagramas de transicion, los estados se representan por medio de
un circulo con el nombre del estado dentro de él. Los estados de aceptaciéon
o finales se distinguen porque tienen doble circulo, las transiciones se
representan por aristas y se etiquetan con un simbolo del alfabeto. El
estado inicial se distingue porque se hace incidir sobre €l una flecha. Por
ejemplo, el diagrama de transicion que permite representar ala expresion
regular (0 u 1)*01 es el siguiente:
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Diagrama de transicion del
automata finito que reconoce
cadenas de ceros y unos y cuya
expresion regular es (0xj 1)*01.

Aqui se tiene que

X ={0, 1) es el alfabeto.

E = {Qo. Qi>Q2 es el conjunto de estados.

S=q0es el estado inicial, que se reconoce por la flecha que incide
en él.

F= {Q2Z} conjunto de estados finales, que se distinguen por el doble
circulo.

8: E x| ,/fE es la funcion para determinar el estado siguiente.

En el diagrama de transicidén se puede observar que pertenecen al lengua-
je indicado por la expresion regular (O u 1)*01 cadenas de caracteres que

terminan con 01. Por ejemplo, las cadenas 10001 y 101 pertenecen al len-
guaje.

La funcién de transicion 8: Ex X~ E permite determinar el estado siguien-
te, partiendo del par estado (E) y un simbolo del alfabeto (X) para acceder
a otro estado del conjunto E. Por ejemplo, si la cadena es 10001, la ruta que
se sigue para reconocer la cadena es:

b{qQ 1) = qO0 Se inicia en el estado inicial qOy con el simbolo 1,
nuevamente el estado siguiente es g0 como se puede
ver en el diagrama de transicion.

Qo 0) = 4i De QY con elsimbolo Ose traslada a estado g3
S(?2 0) = ql1 De qly con el simbolo Opermanece en g
S(Qi, 0)=qg2 De gjy con elsimbolo Opermanece en gh
8(qi, 1) = (fe De qly con elsimbolo 1se traslada a g2

Como g2es un estado de aceptacion, se dice que la cadena 10001 pertene-
ce al lenguaje.
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9.3 Autématas finitos

Algunas veces es mas facil indicar la ruta que se sigue para evaluar la
cadena de la siguiente manera:

1 0 0 0 1
Q@ ~* Q@ ~* Q “* Qi ~* O ~* @

De esta misma forma la cadena 1011010 no pertenece al lenguaje, como
se muestra a continuacion:

1 0 1 1 0 1 0
Qo Q Ql 02 Qo Ql 2 ~* Qi
ya que el estado g2donde queda finalmente, no es un estado de aceptacion.
Tabla de transicion.
La informacién de un autémata, asi como los valores que puede tomar la

funcién 5, también se puede representar por medio de una tabla de tran-
sicion. La tabla de transicion que representa al AF anterior es:

5 0 1
@ i @ s=q0y F={a3
o o 02
@ O Q

Tabla de transicion

También por medio de esta tabla de transicion, el estado inicial y los es-
tados de aceptacion, es posible determinar si alguna cadena pertenece o
no a un lenguaje.

9.3.2 Autdmatas finitos deterministicos (AFD)

Se dice que un autdmata finito es deterministico si por medio de lafunciéon
de transicion 5. E x | -> E es posible determinar claramente cual es el
estado siguiente. ElI autdmata anteriormente visto es un AFD, ya que cu-
ando se esta en un estado cualquiera y se tiene un simbolo del alfabeto,
es posible determinar claramente cual es el estado siguiente.

También es un AFD el siguiente, en donde:

=W

E = {Qo, Qv 02, Qs, 04}
s=q0

F={Q3
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cuyo diagrama de transicion es:

Se observa que partiendo de cualquier estado del conjunto E y con un
simbolo del alfabeto X, es posible acceder al estado siguiente por medio
de la funcion de transicion 5: E x X ->E.

Con la tabla de transiciones, dicho AFD queda indicado completamente de
la siguiente manera:

Qo Vo <J4

Q i Qi cte S:QIO Y F:{qs}

Dicho AFD acepta cadenas de caracteres que comienzan con xy terminan
con yx. Aqui el lenguaje regular esta representado por la expresion regu-
lar x{xuy)*yx, de forma que cadenas como XxXXyXyyyX, XyX, XyyyX, perte-
necen al lenguaje pero las cadenas yyxyx, XyXxy no son reconocidas por
el AFD.

9.3.3 Autdomatas finitos no deterministicos (AFN)

La diferencia fundamental entre un autémata finito deterministico (AFD
y un automata finito no deterministico (AFN), es que en el AFN la funcion
de estado siguiente no conduce a un estado Unico determinado.
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Ejemplo 9.10. Considérese el siguiente diagrama:

a b a

Como se ve, se trata de un AFN porque no esta determinado en todos los
casos cual es el estado siguiente para los diferentes simbolos del alfabeto.
Por ejemplo en los estados qOy g2para un simbolo de a hay dos posibili-
dades de cambiar de estado o quedarse en el mismo. En el estado g3
también hay problemas ya que no se sabe qué pasa en caso de que se
presente el simbolo a. Con una indeterminacion que se presente es sufi-
ciente para decir que se trata de un AFN.

En este caso

I ={a, 1

E ={q0 gh q2
s-q0

F={Qo, Qi}

Este mismo AFN se puede representar por medio de unatabla de transicion
de la siguiente manera:

5 a b

, 021 02
;’ {QOO gi s= q0y F={qQ qi}
a2 {Qi, @ 0

Una cadena es aceptada por un AFN si existe algin camino para esa ca-
dena que comience en el estado inicial y termine en el estado aceptado.

Cadena ¢Se acepta? Ruta

aabaabbb Si do, g0 g2 @, Qi Qi
bbba No g0 g2 indeterminado
bbaba No g2 indeterminado

o S Ya que el estado inicial qOes también
un estado de aceptacion
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9.3.4 Conversion de un AFN a un AFD

Es posible convertir cualquier AFN a un AFD equivalente.

Ejemplo 9.11. Determinar el AFD equivalente del siguiente AFN.

Se observa que:

| ={a, B

E={qdQqgh g2
s=q0

F={a2&

Se puede representar por medio de la tabla de transicion, pero tomando
como base el conjunto potencia P[E).

Se sabe que el conjunto potencia P(E) esta integrado por todos los subcon-
juntos del conjunto E, y que el namero de subconjuntos del conjunto po-
tencia esta dado por:

IP{E) I = 2n

donde n es el numero de elementos de E.

En este caso el conjunto E tiene 3 elementos, por lo tanto IP{E) | —23= 8,
los cuales son:

P{E) = {0, {qG; {at\ {2, {dG g3, {d0 g {gh g3, {qQ gh g2\

Tomando en cuenta que la tabla de transiciones debe integrarse con todos
los elementos de P[E), por lo tanto ésta queda de la siguiente manera
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Elemento a b

0 0 0

{ool o1} {oo

{or} 0 {oi,
{02 0 0

{Qo, Gi} {Oi} {Qo, Oi, &2
{do, 2 {oi) {00}

{oi, o2 0 {oi, &
{Co, di, & {01} {Co, Oi, O2

Hay que observar las aristas en cada uno de los nodos del diagrama de
transicion para poder llenar la tabla de transiciones, por ejemplo, el ele-
mento {qQ g2 tiene {g2 en la columna &, lo cual significa que saliendo de
qOy simbolo a se puede acceder solamente al mismo {grd y saliendo de g3
y simbolo a no se puede acceder a ningdn otro elemento, por lo tanto se
gueda Unicamente {g-3. El elemento {qQ g2 tiene en la columna b {qQ gh
g2, lo cual .indica quesaliendo de {qGQ y simbolo b, es posibleacceder al
mismo{qQ, saliendo de {g2y simbolo b es posible acceder{g2 o {g2de

forma que uniéndolos se tiene que partiendo de {gQ g2 y simbolo b, se

puede ~cceder a[gQ g2 g2.

El estado siguiente en la tabla de transiciones se llena tomando en cuen-
ta que el estado siguiente del conjunto vacio (O ) siempre sera O ,de forma
gue:

0=50,a=0
0 =50, b)=0

Los estados siguientes g0 g2y g2se toman del diagrama de transiciones
y los restantes estados se pueden obtener como sigue:

{cio, 02 = 8({Oo, (til ~ =8{gQ ajuS{g2 a} ={g3u0 ={g3

{Co, 02 = 8({0o, qi), b) = 5{qQ b}us{gh b} = {gOM g2 Q7 = i[> % O

{Co, OZ = 8({g0 g3, &) = 5{g0 a}u8{g2 a = {g3u0 ={g3

{lo, dA- 8({ga g2, b) = 8{g0 JbjuS{g2, I3 = (ggu0 = {gO\

{di, d2 = 8({0i, g2, a) = 8{gh a}uS{q2,a}=0u0 =0

{di, O = S({9j, 93, b) = 8{g2 £5}us{g2 ¥ ={92 g2u0 ={g2 q2

{cio, di, d2) = 8({g0, qlt g3, a) = 5{g0 a}uS{g2 aju5{g2 a} ={g3u0u0 ={g 3

{Co, di, &% = 8({gQ qlt g2, b) = 8{g0 £>}uS{g2 jbjus{g2, jih = {gOM g,f gZlu0
= {00, Oi, 2

) ALFAOMEGA
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Estos ultimos también se pueden obtener de la siguiente forma:
{cio, Q1, @i = 8({qd qlt q2), a) = 8{qQ a}vd{ghq2 a} ={g2u0 ={g3
{iloi, <i. g =S({g0, 9% 92, BH=5{q0 g2 Ijud{g2 H={gGu{glf g2 = {90,

di, QA
Haciendo
=y @gi}={{g gt=ks
{gi} = {ei} {00 42 ={e9
{QA={e2 {9i, g2 ={e3

y considerando ademas que los estados aceptados son aquellos que con-
tienen a g2 se tiene la siguiente tabla de transiciones:

Elemento a Db
0 0 0
ied iej} {®o}
0 (%)
{e2 0 0
{e3 {e3 ief
{e4 ief}  fed
(%} 0 (%)
{%0} {e3  {efi)
En esta tabla se tiene que eOes estado inicial, e2 e4 e5y e6son estados de

aceptacion.

Asi el diagrama de transicion queda de la siguiente forma:

ALFAOMEGA
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Eliminando los estados que no se tocan, se tiene el siguiente AFD equi-

valente:

Esto no significa que los AFD sean mejores que los AFN, porgue en muchos
casos es mejor usar un AFN para representar lenguajes, ademas de que
son mas compactos. Sin embargo en este caso lo que se hizo fue mostrar
que es posible convertir un AFN en un AFD.

9.4 Maquinas de estado finito

Una méaquina de estado finito es una forma especial de representar los au-
tomatas finitos, en donde no existen estados aceptados y donde los simbo-
los de salida se colocan junto con los simbolos de entrada en cada una de
las aristas de la maquina. Las maquinas de estado finito son muy utilizadas
para desarrollar innumerables tareas. Una de ellas, quiza la mas popular y
compleja es la computadora, la cual recibe informacion de algan dispositivo
de entrada, la procesa y mas tarde la manda a un dispositivo de salida.

Existen maquinas de estado finito mas sencillas, por ejemplo el funciona-
miento de un elevador, el cual con base en la informacion que recibe,
cierra o abre la puerta, se traslada a cierto piso, antes de cerrar la puerta
espera un cierto tiempo, etc. La informacion se le da a través de teclas,
sensores o impulsos de reloj y las salidas se observan claramente. Sin
embargo, lo que no se puede ver es como toma la decision, que es en si la
esencia de los automatas y maquinas de estado finito.

Las maquinas tragamonedas es otro ejemplo tipico de las maquinas de
estado finito, las cuales funcionan solamente con cierta seflal y permiten
seleccionar el juego y numero de jugadores. En algunas de ellas el juego
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se interrumpe cuando ha trascurrido cierto tiempo, en otras porque el
usuario llegé a la meta. Todo esto y otros estados se deberan considerar
en una maquina de estado finito.

Una magquina de estado finito, en donde M= {E, A, B, s, 8, a} se define como
un sistema que cuenta con un numero finito de estados E, que acepta un
conjunto finito de entradas A y que puede tener un namero finito de salidas
B, ademas tiene un estado inicial s. Cuenta también con dos funciones:
8, también llamada funcién de estado siguiente y se define conc: Ex A

E (depende del estado y la entrada, su salida es un estado siguiente) y la
funcion 8 denominada también funcién de salida esta definida como 8:
Ex A —B (depende del estado y la entrada, y se obtiene como resultado
un elemento del conjunto de salida B).

Ejemplo 9.12. Lamaquinapara sumar dos cantidades de base 3 es como
se muestra a continuacion:

10=1 22=2
11=2 21=1
20=2 20=0
00=0 12=1
01=1 21=0 11=0
02=2 12=0 02=0

22=1

01=2

10=2

Esta maquina de estado finito esta integrada por:

E =[eQ ej) Conjunto de estados.
A ={00, 01, 02, 10, 11, 12, 20, 21, 22} Conjunto finito de entradas.
B={0, 1, 2} Conjunto de salidas.

s = e0 Estado inicial.

Se observa claramente que ninguno de los estados del conjunto E es de
aceptacion, porque las maquinas de estado finito no tienen estados acep-
tados. El conjunto E={e0, e} tiene dos estados, eOque a suvez es el esta-
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do inicial y el estado en el que no hay ningdn acarreo. El estado eZes la
posicion en que se le suma el acarreo a los nuevos bits sumados y perma-
nece ahi, siempre y cuando la suma de los bits nuevos y el acarreo generen
un NUevo acarreo, en caso contrario regresara al estado eQ

El conjunto A contiene todas las combinaciones posibles que se pueden
presentar cuando se suman dos cantidades en binario {00, 01, 02, 10, 11,
12, 20, 21, 22}.

El conjunto B contiene todos aquellos simbolos de salida posibles {0, 1, 2.

La maquina de estado finito también se puede representar por medio de
su tabla de transicion, de igual forma a como se hizo con autématas finitos.
En este caso para sumar dos cantidades de base 3 latabla de transiciones
gue representa a la maquina de estados finitos es como se muestra a con-
tinuacion:

8 a
Edo.
OO 01 02 10 11 12 20 21 22 00 01 02 10 11 12
e0 e0 e0 eo €0 e0 ei e0 ei o 1 2 1 2 0
ei e0 e0 €3 e0 % © e e e 1 2 0 2 0 1
Como ejemplo considérese si los numeros que se suman en el sistema ter-
cianario son 10222 y 1201. Lo primero que hay que tener en cuenta es que
las cadenas deben ser de la misma longitud y en caso de no ser asi se com-
pleta con ceros a la izquierda la cadena de menor longitud. Después se le
agrega un 0 alaizquierda de cada cantidad, con lafinalidad de que la maqui-
na regrese al estado eOdespués de sumar las cantidades de forma que las
cadenas de ceros y unos quedan de la siguiente manera: 010222 y 001201.
Tomando los caracteres que estan mas a la derecha de cada una de las
cadenas, se tienen los siguientes valores para las funciones de estado
siguiente 5y de salida o:
8(eQ 21) - €? ofeo, 21)- 0 Oy selleval
8(ej, 20) = ¢j G(ej, 200=0 Oyselleval
8(e2 22) = ej o(eif22)=2 2y selleval
S(ei; 01)=e0  o(ei, 01)=2
8(eo, 10)=e0  o(eo, 10) =1
8o, 00)=eo ©0(e000)=0
De esta forma se tiene que
0102223 + 0012013 = 0122003
ALFAOMEGA

www.FreeLibros.me

429

20

21

22



430 IX Introduccién a los lenguajes formales

9.4.1 Equivalencia entre autdmatas finitos y maquinas
de estado finito

Un automata finito se puede considerar como una maquina de estado fini-
to. Recordando que los autématas tienen los elementos AF = (X, E, F, s, 8)
y que los de las maquinas de estado finito son M = {E, A, B, a 8, a}, se
puede observar cierta equivalencia entre ellos que permite determinar la
maquina de estado finito equivalente de un autémata finito y viceversa. La
equivalencia entre elementos es como sigue:

a)

b)
c)

d)

Ejemplo 9.13.

El alfabeto finito de simbolos de un automata, equivale al conjun-
to de simbolos finitos de entrada de una maquina de estado fini-
to X = A.

El conjunto de estados en un AF, equivale al conjunto de estados
en una maquina de estado finito E=E.

El conjunto de estados aceptados en un AF, equivale a las transi-
ciones que inciden en un estado y cuyo simbolo de salida es 1.

La funcion de estado siguiente 5en un AF, equivale a la funcion
de estado siguiente 5en una maquina de estado finito 8= 5.

El estado inicial s en un AF, equivale al estado inicial s de la ma-
guina de estado finito s= s.

En los automatas finitos no existe la funcion de salida o de una
maquina, ya que para determinar si una palabra pertenece a un
lenguaje se tienen los estados aceptados.

Considérese el siguiente autébmata que acepta cadenas

de caracteres que terminan en ab como bab, bbab, aab, aababab, cuyo
diagrama de transiciones se indica a continuacion
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donde
| ={a, F={q2Z
E={g0 Qb @} s=q0

y cuya funcion de estado esta expresada por la siguiente tabla de transi-
ciones

5 a b
Q@ Q Q
Vi Q
2 QG Q

La maquina de estado finito equivalente es semejante al automata finito,
solamente desaparece el estado aceptado y se coloca en las aristas, ademas
del simbolo propio del alfabeto, el simbolo de salida. Por lo general los
simbolos de salida en una maquina de estado finito son 10 0; si sobre un
estado todas las aristas que inciden tienen como simbolo de salida 1, en-
tonces ese estado se considera aceptado:

donde
A ={a, jb}
E={qQ gh g2
s= q0

Las funciones de estado siguiente 5y de salida a se pueden expresar por
medio de la siguiente tabla de estados:

0
Edo.
b a b
Qo QA @ 0 O
Qi G @ 0 1
P2 Qi @ O O
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Para probar si la palabra bbaabbab pertenece al lenguaje, se puede usar
el diagrama de transiciones haciendo pasar por la maquina de estado fini-
to la cadena y observar que al final el simbolo de salida es un 1, lo cual
significa que la palabra es aceptada por el lenguaje. O bien usando para
ello las funciones de estado siguiente y de salida:

5Q b) = q0 <y(@0 jb=0
8(qQ b) = g0 cr(@o b) =0

S(Oo, a) = Of 0(g0 a) =0
5(01,a) =g2 o(gha=0
5(0i, b) = g2 o(qirb)=1
§{q2 b) = (o 0(g2P=0
8(0q a) = 0(9Q a) =

§(0i, b) = g2 a(gif =1

Como el simbolo de salida al procesar toda la cadena es un 1, entonces se
considera que la palabra bbaabbab pertenece al lenguaje.

De una maquina de estado finito se puede obtener también un autémata
finito, s6lo hay que identificar los estados aceptados por medio de las aris-
tas que inciden sobre un estado y cuya salida debe de ser 1 Si todas las
aristas que inciden sobre un estado no tienen como simbolo de salida un
1, entonces ese estado no es de aceptacion.

Ejemplo 9.14. Considérese la siguiente maquina de estado finito:

Aqui:
A = {a, b)
E ={q0 qv qv g3}

Aqui hay que observar cémo sobre los estados (] y 2 inciden solamente
aristas cuya salida es 1, de forma que ésos son los estados aceptados en
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el automata finito. El autdmata finito equivalente es como se muestra a
continuacion:

Aqui:

X={a 1

E ={d0 qv 92 q3}
s=Q

Se puede decir que los autématas finitos y las maquinas de estado finito
son semejantes, y por lo tanto factibles de usarse para representar len-

guajes regulares.

Maquinas de Turing

Una maquina de Turing (MT) consiste en una cinta que se extiende de

manera

una cabeza de lectura-escritura. La MT es un conjunto de elementos MT
=(E, X, A, s, b, F, 8) en donde:

E
X
A

S:
b:

F:
8:

infinita, en donde se escribe o se lee informacion por medio de

433

Alan Mathison Turing

(1912-1954)

F u e un Matematico, informatico teoéri-
co, criptografo y filésofo inglés que es
considerado uno de los fundadores de la
ciencia de la computaciéon y uno de los

precursores de la informéatica moderna.

: Conjunto finito de estados.
: Conjunto de simbolos de entrada.
. Alfabeto de la cinta.

estado inicial se E.

Simbolo blanco, el cual es un elemento del alfabeto de la cinta,
pero no del conjunto de simbolos de entrada; ée A, b €X-

Conjunto de estados de aceptacion.
Funcion de transicion en donde 5: ExXA-"ExAXx{D,Tj.

En la funcidon de transicion entra el estado actual en donde se encuentra
laMT (e) y un simbolo de la cinta (0) para obtenerse con dicha funciéon una
terna conformada por el estado siguiente (f), el simbolo escrito en la cinta
(a) y un movimiento de la cinta (m)

8(e, a) =(i;a, m)

en donde m es un movimiento | = izquierda, D = derecha.
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Con su paradigma conocido como maqui-
na de Turing proporcioné una influyente
formalizacién de los conceptos de algorit-
mo y computacién. También formulé su
propia version de la hoy ampliamente

aceptada tesis de
Church-Turing, la
cual postula que cual-
quier modelo com-
putacional existente
tiene las mismas
capacidades algorit-
micas, o un subcon-
junto, de las que
tiene una maquina
de Turing.
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Ejemplo 9.15.

8(e®x) = (elf y, D): cambia el simbolo x que se encuentra en una celda de
la cinta por el simbolo y, cambia del estado e0Oa ej y mueve la
cabeza de lectura-escritura una posicion a la derecha de donde

* se encuentra actualmente.

b(eh x) = (e2 x, i): reescribe el simbolo x que se encuentra en una celda de
la cinta, cambia del estado e2a e2y mueve la cabeza de lectura-
escritura una posicion a la izquierda de donde se encuentra ac-
tualmente.

8{elt b) = (ef; b, 1): reescribe el simbolo blanco b que se encuentra en una
celda de la cinta, permanece en el estado e2y mueve la cabeza
de lectura-escritura una posicion a la izquierda de donde se en-
cuentra actualmente.

Considérese que se tiene una MT con los siguientes elementos:

E- {&o, &, 62 Conjunto de estados de la MT.
1={0,1} Alfabeto de entrada.

A ={0, 1,*} Alfabeto de la cinta.

F={e2} Estado de aceptacion.

s=e0 Estado inicial.

La funcién de transiciéon 8 tiene las siguientes composiciones:

8(eo, 0) - (eo, 1, D) 8(eh 0) - (e}, 0,1
H&O 1) = (ed O, D) 8(elf 1) = (eh 1,2
8(eQ b) = (eh b, 1) 8{eh U) = (e2 b, D)

En este caso la MT encuentra el complemento de una cadena de unos y
ceros y regresa al estado inicial eQ

Considérese que en la cinta se encuentra la cadena 1001011, que el estado
inicial es e0y que la cabeza de lectura-escritura esta sobre el simbolo que
indica la flecha en la siguiente figura

b 1 0 0 1 0 1 1 b b 0 0 0 1 0 1 1 b
t T
eo eo

ALFAOMEGA
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Como la cabeza de lectura-escritura se encuentra sobre el simbolo de la
cinta “1” y la MT se encuentra en el estado eQ entonces se utiliza la com-
posicion S(eQ, 1) = (e0, O, D) que cambia el 1 por Oy la cabeza de lectura-
escritura se mueve una posicion ala derecha de la cinta. Observar también
como el estado no cambia.

b 01 0 1 0 1 1 b b 0 1 1 1 0 1 1 b
T T
€eo e0

Después de aplicar la composiciéon 8(eQ 0) = (eQ, 1, D) en dos ocasiones

b o 1 1 0 0 1 1 b b o 1 1 0 1 1 1 b
t t
eo e0

Después de aplicar las composiciones 8(ed 1) = (e0Q O, D) y 8(e0Q, 0)
(% 1, D)

b 0 0 O 1 b b 0 0O 1 0 0 b
T T
e0 eo

Después de aplicar la composicion 8(eQ, 1) = {eQ, 0, D) en dos ocasiones

b 0 1 1 0 1 0 0 b b 0 1 1 0 1 0 0 b
T T
ei el

Después de aplicar las composiciones S(eQ b) = (elt b, 1) y 8(eit 0) =

[@i, 0,)

b 01 1 0 1 0 0 b b 0 1 1 0 1 0 0 b
T T
ei ei

Después de aplicar las composiciones: S(e2 0) = (e2 O, I) y S(e2 1)
iei1.]

b 01 1 0 1 0 0 b b 0 1 1 0 1 0 0 b
T T
ei ei

ALFAOMEGA
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b 0 1 1 0 1 0 0 b b 0 1 1 0 1 0 0 b.
T T
e2 e2

b o 1 1 0 1 0 0 b

t 0o &?

Hay que observar cémo al final se aplicé la composicion 8(ef; b) = (e2 b, D),
que reescribe el simbolo blanco y mueve la cabeza de lectura-escritura a
la posicion inicial. Como ya no esta definido qué debe realizar la MT cuan-
do esta en el estado e2 y simbolo O, la MT se detiene, pero el estado en
donde se detiene es de aceptacion, lo cual hace inferir que el proceso para
encontrar el complemento de la cadena 1001011 terminé de manera satis-
factoria.

No es necesario que la cabeza regrese a la posicion inicial, ya que podria
haber quedado al final de la cadena, pero siempre y cuando el estado final
sea de aceptacion, se entiende que su terminacion fue satisfactoria.

El procedimiento anterior es ilustrativo, pero ocupa mucho espacio, en
lugar de eso se utilizan las composiciones para derivar la posicion final,
como se muestra a continuacion.

be01001011b~ é0e0001011é. Lo cual significa que si se esta en el estado
e0y con la cabeza de lectura-escritura sobre el simbolo “1” (que esta a la
derecha del estado) al aplicar la composicion 8(ed 1) = {eQ 0, D) cambia el
1 por 0, se mueve hacia la derecha y permanece en el estado eQ

&0e@01011:k i-» ¢, OleoOIlOllé: Si se esta en el estado e0 con la cabeza de
lectura-escritura sobre el simbolo “0” (que esta a la derecha del estado) al
aplicar la composicion 8(eQ 0) = (e(f 1, D) cambia el 0 por 1, se mueve hacia
la derecha y permanece en el estado eQ.

De esta forma la derivacion para encontrar el complemento de la cadena
es como se indica a continuacion:

beo0l00101ib M)e0001011& ~ M)Ie001011¢s> £011e01011fe
£0110e0011£-

2>&801101edll&- HP£011010 edb ™~ bOIIOIOOefi

En este caso ya se tiene el complemento, pero regresando la cabeza a la
posicion inicial, las derivaciones complementarias son:
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94 M aquinas de estado finito

M)110100e0& b011010eI0b  ~OIlIOIejOO~ A MUIOejlOCH?
b011e10100b-

~ bOle”OlOOb «>b0e1110100b ~ (~OIlIOIOCte ~ €i£0110100&-

~ b e 2110100b

Realmente se pueden crear Maquinas de Turing para llevar a cabo una
infinidad de actividades, pero lo que nos interesa en este momento es la
aplicacion de la misma en el reconocimiento de lenguajes.

Considérese que se tiene una MT con los siguientes elementos:

E- {e0 elt e2 Conjunto de estados de la MT.
X = {x,y} Alfabeto de entrada.
A=1xY,6} Alfabeto de la cinta.

F={e3 Estado de aceptacion.

s=e0 Estado inicial.

La funcion de transiciéon 5 tiene las siguientes composiciones:

8(eQ x) = (eQ x, D) 8(e2 x) =(e2 x, )
5(Qy) = (ehy D) 5(e2y)={e2yl)
5(elf b) =[e2 b, I) b{e2 b) = (e3 b, D)

Dicha MT permite reconocer palabras del lenguaje representado por la
expresion regular x*y, tales como: y, Xy, Xxy, XXXy, Si se comienza en el
estado e( con la cabeza de lectura-escritura sobre el primer simbolo de la
cadenay se termina en el estado e3con la cabeza de lectura-escritura en
el primer simbolo de la cadena. '

La cadena xxy es aceptada por la MT y la palabra xyx no se acepta, ya que
no pertenece al lenguaje, como se muestra a continuacion:

b X X y b b X X b b x x b
T T t
e0 e0 e0

b x X y b b x b b x X b

T t
ei g2

b X X y b b x b b Xx b
T T T
g2 e2 e3
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Como e3es un estado de aceptacion, se dice que xxy pertenece al lengua-
je L={"y/n > 0} representado por la expresion regular x*y. Esto mismo se
puede demostrar por medio de derivaciones como se muestra a continua-
cion:

bexyb bxeoxyb e-» bxxeOyb >> bxxyefb bxxe2yb m» bxeXyb >>
be2xxyb-

h 1
i-=> ebxxyb «-» be3xyb

Sin embargo, la cadena xyx no se acepta por el lenguaje usando la MT,
como se muestra a continuacion:

b X X b b x X b b X b
T T T
e0 e0 ei

porque la funcion de transicion (elf x) no esta definida, por lo tanto la MT
se detiene en un estado e3que no es de aceptaciéon y se concluye que la
cadena xyx no pertenece al lenguaje L = {xny/n> O}.

Realmente las MT son mas potentes que los automatas finitos, ya que
admiten lenguajes regulares, pero también lenguajes que no son regulares,
como el lenguaje L = {x"/Yn > 1} el cual es un lenguaje libre de contexto y
gue solamente es reconocido por automatas de pila ya que se requiere
registrar cuantas veces se repite cada uno de los simbolos para posterior-
mente comprobar si el numero de simbolos es igual, como ocurre con
las palabras {xy, xxyy, Xxxyyy, XXxXxXyyvyy,...) que pertenecen al lenguaje
L = {xvV.n > 1}.

Para determinar si una palabra w pertenece al lenguaje anterior, se puede
hacer de diferente manera, pero una de las formas mas faciles es cambiar
todas las xpor otro simbolo, por ejemplo cy todas las y por d. Si al final la
MT queda en un estado de aceptacion, se dice que la palabra en cuestion
forma parte del lenguaje.

La MT que acepta el lenguaje L = {x~/n > 1} es:

E- {eo, ©, e2 e3 £4, £5 Conjunto de estados de la MT.
| ={x y} Alfabeto de entrada.

A ={x Yy, b) Alfabeto de la cinta.

F={eH Estado de aceptacion.

s=e0 Estado inicial.
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9.4 Maquinas de estado finito

La funcion de transicion 8tiene las siguientes composiciones:

5(eQ, x) = (elt c, D) 5(ki(d)=(e2d 1)
S(e3 x) =(e3 x, I) 8(elf x) ={el x, D)
Se2y) ={e3 dl 6(elf*) = (e2, &,l)
b{ehy)=(euy, D) b{e3y)=(e3y )

8(e3 c)=(e0 c, D)

Considérese la palabra xxyy cuya trayectoria en la MT es como se
muestra:

bXnyb chyyb bCnyb
t T T

eo ei ei

eo ej Si
bCCydb b ¢ ¢ d d b b ¢c ¢ d d b

e2 e3 e0

Una vez que se han cambiado todas las x por cy todas las y por d, regre-
samos al principio de la cadena con las siguientes composiciones adicio-
nales:

5 d=(e4d 1
8(e4,c)=(e4 c )
S(e4,b) = (e5 £, D)
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b ¢c ¢ d d b b ¢ ¢ d d b b ¢ ¢ d d b
T T T
e4 e4 &4

b ¢ ¢c d d b
T

e5

Si se requiere no perder la cadena inicial xxyy, ahora lo que se debe hacer
es cambiar todas las cpor x y todas las d por y, pero se puede observar
gue es posible que una MT acepte el lenguaje libre de contexto L = {xB/

n> 1}

Si ahora se desea probar si la palabra xxy pertenece al lenguaje con la MT
anterior, lo que sucede es lo siguiente:

b x x y b b ¢ x y b b ¢ x y b
T T T
e0 el ei

b ¢ x y b b ¢ x y b b ¢ x d b

T T t
el e2

b ¢ x d b b ¢ x y b b ¢c ¢ d b
T T T
e3 e0 &i

b ¢ ¢ d b

T
e2

Pero S(e2 c) no esta definida y el estado e2no es de aceptacion, por lo tan-
to, la cadena xxy no pertenece al lenguaje L = {x"j/Vn > 1).

Lenguajes como L = {xX'YW.n > 1} no son aceptados por autdmatas de pila
ya que las limitaciones de la pila hacen imposible el procesamiento. Cuan-
do se guardan en la pila todas las X, para después sacar una a una cada
vez que llega unay, hacen que cuando se desea comprobar si efectivamen-
te el nUmero de X, yy z son iguales, el registro de las dos primeras ya no
existe, sin embargo una MT si acepta este tipo de lenguajes, con lo cual se
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95 Teoria de la computabilidad

ratifica la superioridad de las MT sobre los automatas. Se pueden construir
MT de una forma sencilla y para diferentes necesidades y no solamente
en el reconocimiento de lenguajes. Hay maquinas de dos, tres o mas cintas
gque fortalecen aun mas la filosofia de las maquinas de Turing. Existen MT
integradas por otras maquinas de Turing mas sencillas, de tal manera que
una MT es sin lugar a dudas, la equivalencia mas cercana a una compu-
tadora que permite llevar a cabo procesos complicados, compuestos a su
vez por actividades mas simples, de la misma manera en que un programa
esta integrado por varios procedimientos o funciones, en el caso de la
programacion estructurada o bien, compuesto por una serie de métodos
aplicables para diferentes situaciones, como ocurre en la programacion
orientada a objetos.

9.5 Teoria de la computabilidad

Es la parte de la computacion que analiza y determina los problemas que
pueden resolverse por medio de un algoritmo, o bien por alguna de las MT.
Esto significa que no es factible resolver todos los problemas con la com-
putadora, aun si se cuenta con la memoria (espacio) y tiempo ilimitados.
La computabilidad se inicia en la década de 1930. En 1928 David Hilbert
hizo patente la inquietud de crear un sistema matematico formal-comple-
jo-consistente, capaz de probar la validez de todas las proposiciones ma-
tematicas. Esto implicaba encontrar un algoritmo para determinar si todas
las expresiones matemaéaticas conocidas son falsas o verdaderas. A este
problema se le llamd Entscheidungsproblem (problema de decision). La
idea era que si se obtenia un algoritmo para determinar la validez de una
proposicion, no seria necesario seguir quebrandose la cabeza para deter-
minar si una expresion matematica cualquiera es falsa o verdadera, porque
con so6lo someterla al algoritmo que Hilbert sugeria seria suficiente para
determinar su validez.

El problema de Entscheidungsproblem esta relacionado con el Teorema
de la incompletitud, de Kurt Gédel, quien dice que “Ningun teorema que
contenga los teoremas de la aritmética con axiomas recursivamente enu-
merables puede ser consistente y completo alavez”, esto permite intuir
gue si es posible tener algoritmos que permitan probar si algunas propo-
siciones matematicas son verdaderas, pero es imposible obtener un algo-
ritmo que permita determinar la falsedad o validez de todos los teoremas,
como lo proponia Entscheidungsproblem.

En 1932 Alonzo Church utilizé una notacién formal con la finalidad de
transformar todas las formulas matematicas a una forma estandar, de tal
manera que la demostracion de un teorema matematico pudiera probarse
por medio de un algoritmo general, pero no fue posible la transformacion
de todos los teoremas matematicos conocidos, sino solamente una parte
de ellos que llamo funciones X-computables.
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Alonzo Church
(1903-1995)

F ue Matematico y I6gico norteamerica-
no creador de la base de la computacion
tedrica. Naci6 en la ciudad de Washing-
ton, se diplomdé en la Universidad de
Princeton en 1924 y obtuvo su doctorado
en 1927. Suobra mas conocida es el desa-
rrollo del célculo lambda y su trabajo de
1936 que muestra la existencia de pro-
blemas indecibles. Este trabajo precedi6
el famoso trabajo de su alumno Alan
Turing sobre el problema de parada que
también demostro la existencia de pro-
blemas irresolubles por dispositivos
mecéanicos. Luego de revisar la tesis doc-
toral de Turing, demostraron que el cal-
culo lambda y la maquina de Turing
utilizada para expresar el problema de
parada tenian igual poder de expresioén.
Posteriormente
- demostraron que
una variedad de
procesos mecanicos
alternos para reali-
zar célculos tenian
poder de computo
equivalente y como
resultado se postul6
la tesis de Church-

Turing.
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Apoyandose en estudios de Herbrand sobre la recursividad, Godel demues-
tra que una funcion i puede definirse como un conjunto de términos y
simbolos matematicos previamente definidos, incluyendo a la misma fun-
cion f, dando origen a las funciones recursivas de Herbrand-Gaddel.

En 1936 Church demuestra la equivalencia entre las funciones A-computa-
bles y las funciones recursivas de Herbrand-Gdédel, y establece que sola-
mente estas funciones son factibles de probar por medio de un algoritmo,
surgiendo de esta forma la tesis de Church, que establece que “La clase
de funciones que se pueden calcular mediante un algoritmo, coinciden con
las funciones recursivas”. Con base en esto, Church mostré ejemplos de
problemas no computables y demostré que el problema Entscheidungspro-
blem es no computable.

También Stephen Kleene coincide con Church al demostrar formalmente
que las funciones recursivas de Herbrand-Gédel y las funciones X-compu-
tables son equivalentes y da ejemplos de funciones no computables, usan-
do para ello el concepto de funcion recursiva.

En ese mismo afno Alan Turing publico el trabajo “Numeros computables,
una aplicacion al Entscheidungsproblem”, en donde Turing argumenté que
dicho problema podria atacarse de un modo matematico y preciso por
medio de sus MT, usando para ello un algoritmo. De esta forma postulé lo
que hoy se conoce como la Tesis de Turing, que establece que “Las fun-
ciones que pueden ser calculadas mediante un algoritmo, son las funciones
que pueden ser calculadas por medio de una Maquina de Turing”,ademas
demostré que el Entscheidungsproblem no era computable, y dio suficien-
tes argumentos al respecto.

Churchy Turing trabajaron en el mismo problema, pero en forma indepen-
diente, y llegaron alos mismos resultados en cuanto al Entscheidungspro-
blem y las conclusiones de ellos forman lo que hoy se conoce como la tesis
de Church-Turingque establece que “Si una maquina de Turing no puede
resolver un problema, ninguna otra computadora podra hacerlo, puesto
gque no existe algoritmo para resolver dicho problema”.

9.5.1 Teoria de la complejidad

La complejidad es la cantidad de recursos necesarios para resolver un
problema, como son tiempo y espacio. El tiempo es el nUmero de pasos de
ejecucion de un algoritmo para resolver un problemay el espacio la canti-
dad de memoria utilizada para resolver dicho problema. De tal manera que
se puede decir que algoritmos que tardan mucho tiempo (dias o meses) en
ejecucion o requieren gran cantidad de memoria principal (gigabytes) no
es conveniente utilizarlos.
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A pesar de que cada dia se tienen computadoras mas veloces, con mayor
memoria principal y dispositivos con mas espacio de almacenamiento
secundario, es importante tener presente la inconveniencia de ejecutar
algoritmos que no proporcionan resultados en un tiempo razonable, por
tal razon los algoritmos se han clasificado, de acuerdo con el tiempo de
ejecucion, en dos tipos: polinomiales y no polinomiales.

Algoritmos polinomiales (P)

Practicamente todos los algoritmos que se ejecutan en una computadora
tienen una complejidad polinomial, es decir, la relacion entre el tamafo
del problema (nimero de datos o valor de ri) y el tiempo de ejecucion se
puede encontrar por medio de una expresion polinomial. Los métodos para
ordenar informacion (sorts) mas comunes tienen una complejidad polino-
mial en donde el niumero de comparaciones que se deben hacer para or-
denar un conjunto es un polinomio de segundo grado, como se muestra
en la siguiente tabla:

En cada paso el algoritmo lleva a cabo [n - 1) comparaciones de tal mane-
ra que el total de comparaciones para ordenar el conjunto de datos resul-
ta de multiplicar (n - 1) por el ndmero de datos: n(n - 1) = n2- n. Esto
indica que el niumero de comparaciones esta dado por un polinomio de
grado 2, o bien 0{n2. Es conveniente recordar que no todos los sorts tienen
una complejidad polinomial, como ocurre con el quick sort. Por supuesto,
el niumero exacto de comparaciones depende del algoritmo utilizado y la
forma en que estan colocados inicialmente los datos en el arreglo.

Se puede decir que aguellos algoritmos que tienen una complejidad de
O(n) y O{Ln ri) son algoritmos de complejidad lineal o logaritmica, ya que
su crecimiento en cuanto al namero de pasos para obtener resultados con
un algoritmo determinado es menor que un algoritmo polinomial, como se
muestra a continuacion.
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Algoritmos lineales (L)

Son aquellos algoritmos en donde el nimero de pasos esta en relacion direc-
ta con el numero de datos. Un algoritmo que se utiliza para buscar un solo
dato en un vector de n elementos, realizara en el peor de los casos n pasos.

80 -7 16 43
1 2 3 n

Por ejemplo, si se desea buscar el nUmero 43 del vector anterior y consideran-
do que se comienza la basqueda a partir del dato que se encuentra en la pri-
mera posicion, el algoritmo encontrara el dato, en el peor de los casos, en n
iteraciones. Posiblemente el dato a buscar esta antes, pero se toma en cuenta
siempre el niumero maximo posible para obtener un resultado. En el caso
anterior se dice que tiene una complejidad n, que es de orden n o bien O(n).

Complejidad logaritmica (Ln ri)

Un algoritmo con una complejidad logaritmica es aquél en donde la infor-
macion estad segmentada en bloques de informacion, que a suvez también
guardan un orden, como por ejemplo un directorio telefénico, en donde
para buscar el teléfono de una persona cuyo apellido es “Garcia”, el algo-
ritmo se remite al bloque de nombres donde sus apellidos comienzan con
la letra “G", para de esa manera evitar pasar por los demas bloques. En
este caso se dice que tiene una complejidad de orden O(Ln ri).

No polinomiales (NP)

Son aquellos algoritmos en donde el nUmero de pasos que se deben reali-
zar para llegar al resultado tienen un crecimiento exponencial en relacion
con la cantidad de datos o valor de n. Esto ocurre con los algoritmos para
encontrar combinaciones. Por ejemplo el numero de combinaciones con
repeticiéon del Oy el 1 en bloques de 3 posiciones es 23 como se muestra
en la siguiente tabla:

Combinaciones

000

001

010 En forma generalizada, el namero
de combinaciones de 2 nimeros y

011 n posiciones es de complejidad 2n,

100 o bien complejidad exponencial.

101

110

111
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En el caso anterior, si el valor de n es relativamente pequefio como n = 150,
seguramente se tendrian problemas no solamente para encontrar 213
combinaciones, sino que los recursos de la computadora no serian sufi-
cientes. Lo mismo pasaria para encontrar el namero de combinaciones con
repeticion, de n numeros en bloques de n posiciones, en donde el creci-
miento para obtener resultados es de O(nn), de tal manera que todos estos
algoritmos, cuyo crecimiento en el niumero de pasos es exponencial, se
agrupan como de complejidad NP. Lo mismo ocurre para encontrar el valor
de n!, obtener los movimientos que se realizan para acomodar n discos
con el algoritmo de las torres de Hanoi y la obtencion de la expresion al-
gebraica simplificada usando interpolacién de Lagrange, en donde con un
valor relativamente pequefio, el nidmero de iteraciones y los recursos de
la computadora son insuficientes.

Hay confusion para ubicar adecuadamente a los algoritmos en el grupo P
o NP, ya que se dice que no es conveniente ejecutar algoritmos con com-
plejidad NP, sin embargo, los algoritmos anteriores de combinaciones,
factorial, torres de Hanoi y muchos mas que no se citan aqui, corren sin
problema en una computadora, pero solamente para un valor pequefo de
n, de tal manera gque este tipo de algoritmos son de complejidad NP “par-
cialmente computables” porque para valores medianamente grandes la
computadora no puede con ellos, no solamente por el factor tiempo, sino
también por el espacio.

9.6 Aplicacion de los lenguajes formales

Las maquinas de estado finito y los AFD admiten lenguajes regulares,
lenguajes simples que normalmente se observan funcionando en circuitos
I6gicos de control sencillos, en donde las operaciones a realizar estan
completamente determinadas por la informacion de entrada.

Considérese una maquina de estado finito expendedora de dos tipos de
cerveza: Clara (C) y Obscura (O) de una misma marca. El costo de la cer-
veza es de $7.00 para ambos tipos de cerveza. La maquina s6lo acepta
monedas de 5, 2y 1pesos y esta programada para dar cambio cuando sea
necesario. Ademas, para seleccionar el tipo de cerveza cuenta con dos
botones: Verde (V) para seleccionar cerveza claray el boton naranja (N)
para cuando se desea cerveza obscura.

En este caso la maquinade estadofinito tiene los siguientes elementos:

E= {e0 eh e2 e3 e4,e5 eGeA (Conjunto de estados)
A={1 25 V, N] (Conjunto de entradas)
B={1,25 C, O (Conjunto de salidas)
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8 = La funciéon para encontrar el estado siguiente, tiene como argu-
mentos el par de elementos formados por un elemento del con-
junto E y un elemento del conjunto A y arroja como resultado un
elemento del conjunto E.

a = La funcidén de salida, tiene como argumentos el par formado por
un elemento del conjunto E y un elemento del conjunto A y arro-
ja como resultado un elemento del conjunto B.

De esta manera la tabla de estados queda de la siguiente manera:

Edo. 8 a

1 2 5 V N 1 2 5 V N
eO ei e2 @& e e N N n n n
ei e2 ez @ e e N N n n n
e2 e3 ed o7 o2 ©Q nh N n nNn n
e3 e4 5 e7 e3 e3 N n 1 n n
ed s e o7 € e n n 2 n n
e5 e6 e7 e7 e5 es5 N N 3 n n
e6 e7 e7 e7 e6 es N 1 4 n n
e7 e7 e7 e7 €0 e 1 2 5 C O

donde

n: Significa que la maquina de estado finito tiene salida nula (no
regresa cambio ni se puede obtener de ella ninguna cerveza).

Suponer que una persona decide obtener de la maguina expendedora una
cerveza obscura, para tal efecto deposita en la maguina dos monedas de
$5.00, recibe un cambio de $3.00 y al presionar el boton JVla persona reci-
be la cerveza obscura. Lo que ocurre es lo siguiente: inicialmente la ma-
guina se encuentra en el estado ed cuando se hace el depdsito de la
moneda de $5.00 la funcion de estado siguiente y de salida generan los
siguientes resultados

8(ed 5) = e5 c{eQ 5 =n
lo cual significa que para el estado e0y una moneda de $5.00 el siguiente

estado es e5y la salida es nula, aun si se presiona el boton N. Al depositar
la segunda moneda de $5.00, se obtienen los siguientes resultados:

§c/ 5 =& G55 =3

Esto significa que con la segunda moneda, la maquina se traslada al esta-
do e7y proporciona un cambio de $3.00 (conformado por una moneda de
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$1.00 y una de $2.00, o bien tres monedas de $1.00, ya que son los Unicos
tipos de monedas validas).

En este estado si la persona presiona el boton N, obtendra la cerveza
obscura, o bien obtendra una cerveza clara si presiona el botén Vy la
maquina de estado finito regresarda al estado inicial.

S(em»N) = e0 G(e?™>N)- O

El diagrama de estados para este tipo de maquina de estado finito es como
sigue:

Los lenguajes libres de contexto, por su parte, se pueden usar en la crea-
cion de intérpretes y compiladores que posteriormente se usaran en com-
putadoras para crear programas, para lo cual es necesario llevar a cabo
primeramente un buen andlisis que contemple todos los elementos propios
de un lenguaje de programacion formal, como es el tipo de alfabeto (X),
conjunto de simbolos no terminales (JV), conjunto de simbolos terminales
(T) y las composiciones que permitiran derivar las palabras validas del
propio lenguaje. Por ejemplo, supdngase que se desea desarrollar un in-
térprete para reconocer programas como el siguiente:

Programa nombre;
Variables

a,b,x: entero;
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Inicio
Leer a;
Leer b;
X=3*a-b;
Imprimir x;
Fin.

Las palabras en negritas se consideran reservadas y no podran cambiar,
ya que se consideran parte del lenguaje, sin embargo en las que no estan
resaltadas si es posible hacer cambios apegados a las reglas de la propia
gramatica.

|l ={a, b, c,..., 2z, A, B,..., 2,0, 1,..., 9
T={a, b, c....2,A,B,..., 2,0, 1,..., 9
N = {e letra, digito, identificador, tipo, bloque, operaciéon}

donde a es el simbolo inicial.
Composiciones:

a: ;= programa <letra>; /programa <letra> <digito-,
<letra>::=aJb/...z/A/B/...Z2/a<letra>/b<letra>...Z<letra>
<digito>: := 0/1/...9/0<digito>/I<digito>/...9<digito>

Esta parte permite observar que todo programa aceptado por este lengua-
je debe comenzar con la palabra reservada “programa”, seguida de un
espacio, una letra y una cadena de letras o numeros, para terminar con un
punto y coma.

a: :=variables <identificados:<tipo>; /variables <letra>:<tipo>;
<identificador>::= <letra>/<letra> <digito>, /<letra>,

<letra>::= a/b/...z/A/B/...Z/a<letra>/b<ietra>.../Z<ietra>
<digito>: := 0/1/...9/0<digito>/I<digito>/...9<digito>

<tipo>\ := entero/real

El area donde se definen las variables deberd comenzar con la palabra
“variables”, seguida de los identificadores separados por comas. Después
de la lista de identificadores se colocan dos puntos y el tipo de dato, que
puede ser “entero” o “real”, para terminar con punto y coma.

ALFAOMEGA
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A todos los identificadores se les asigna una direccion de memoria princi-
pal, no solamente para guardar su valor cuando se lleven a cabo las ope-
raciones, sino también para determinar si algun identificador no se
encuentra definido y se pretende usar como variable en el cuerpo del pro-
grama.

a: := Inicio <bloque> Fin.

<bloque>::~ Leer <ver_identificador>; Hacer <ver_identificador> =
<operacion>; / Imprimir <ver_identificador> / Leer <vei_
identificador><bloque>; /Hacer <ver_identificador> =
<operacion><bloque>; ZImprimir <ver_identificador> <bloque>]

<operacion>::= /<digito>/ <digito><signo _ aritmético><ver_iden-
tincador>
/<ver_identificador><signo _ aritmético><digito>
/<ver_identificador><signo _ aritmético><ver_identificador>
<signo _ aritmético>::=-/*/ + //

El cuerpo del programa debera comenzar con la palabra “Inicio”, el bloque
de instrucciones y finalmente se debera cerrar dicho bloque con “Fin”.
Dentro del bloque se pueden llevar a cabo diferentes operaciones como
Leer, Hacer e Imprimir. En cada uno de ellos se debera verificar antes si
el identificador concuerda con los definidos en la seccion de variables, en
caso de no ser asi debera enviar el mensaje correspondiente.

Es obvio que un lenguaje de programacion, ademas de reconocer instruc-
ciones para leer, hacer e imprimir, también tiene ciclos, se manejan mas
tipos de datos, se tienen funciones estandar propias del lenguaje, maneja
la memoria principal de forma estatica y dinamica, determina el mensaje
a enviar en caso de que una linea de codigo no esté correctamente escrita
y varios elementos mas. Sin embargo, la intencion en este caso es dar una
somera idea de los elementos minimos a considerar en el disefio y desa-
rrollo de un traductor, intérprete o compilador, que a su vez son aplicacio-
nes ilustrativas de los lenguajes libres de contexto.

Los lenguajes sensibles al contexto se usan para llevar a cabo actividades
mas complejas, donde ya se han tenido algunos resultados, pero también
en donde hay mucho que hacer, como es el area de inteligencia artificial
(IA). Recordar que la inteligencia artificial es la ciencia que se dedica al
desarrollo de programas para magquinas y computadoras, cuya finalidad
es obtener un comportamiento y procesamiento de informacion semejan-
te a la del ser humano, en otras palabras, la LA tiene como objetivo dotar
a la computadora para que tome decisiones inteligentes, considerando
diferentes elementos que no necesariamente se programan, sino que se
deducen y aprenden. La inteligencia artificial abarca varias ramas como
sistemas expertos, cuya finalidad es procesar una gran cantidad de infor-
macion y con base en ello emitir una conclusion como lo haria un experto
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en medicina, economia, politica, etc. En las Redes neuronales la computa-
dora aprende en funcion de las vivencias y situaciones que se le presentan,
de la misma manera que lo hace el ser humano alo largo de suvida. Com-
putacion evolutiva, como es el caso de algoritmos genéticos, en donde se
determina la mejor opciéon de un gran volumen de respuestas posibles,
asemejando con eso la supervivencia del mas fuerte, como ocurre en la
vida de todo ser vivo (de acuerdo con la teoria de Darwin), en donde sola-
mente sobrevive el mas fuerte. Pero también la lA trabaja en reconocimien-
to de patrones, como puede ser el reconocimiento de escritura y habla, en
donde los lenguajes sensibles al contexto tienen aplicacion cuando se
desea relacionar palabras con sonidos semejantes, pero que su significado
es diferente, construir palabras complejas a partir de palabras simples,
estructurar frases y oraciones, y la determinacién de su significado cuando
estan inmersas en contextos diferentes. El tratar de que el ser humano
tenga una comunicacion con la computadora de la misma manera a como
lo hace con sus semejantes, es un ejemplo tipico de la aplicacion de los
lenguajes sensibles al contexto.

9.7 Resumen

Un lenguaje es un conjunto de simbolos y métodos para estructurary com-
binar dichos simbolos. Un lenguaje también recibe el nombre de idioma,el
cual a suvez es un medio de comunicacién. Esta clase de lenguaje recibe
el nombre de lenguaje natural.

Existen lenguajes de menor capacidad para simular y modelar lenguajes
naturales, como el lenguaje Binario, Java, C, Basic o Pascal, que se utilizan
en la computacion. A este tipo de lenguajes se les llama lenguajes forma-
les.

Un lenguaje (L(G)) esta basado en la gramaticay las reglas o métodos para
la creacion de palabras propias del lenguaje. Las gramaticas estan integra-
das por varios elementos que permiten la estructuracion de palabras. La
gramatica G = {X, N, T, s, c} es el sistema que permite establecer las reglas
que han de aplicarse a un lenguaje. Aqui se tiene que:

X: es el alfabeto o conjunto de simbolos con el cual se forman palabras
de un lenguaje.

: conjunto de simbolos no terminales en un lenguaje.
conjunto de simbolos terminales.
estado inicial.

Q nw A 2

conjunto de composiciones o reglas que se cleben usar para la
estructuracion de las palabras validas en el lenguaje.
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Las gramaticas se pueden clasificar como:
Tipo O: si no se pone ninguna restriccion a las composiciones de G.

Tipo 1. si para cualquier composicién di -> d2de la gramatica G, la longi-
tud de simbolos de la izquierda de la composicion (da es menor
o igual a la longitud de simbolos de la derecha (d2.

Tipo 2: Siel lado izquierdo de cada composicion es un simbolo no terminal
y el lado derecho consta de uno o mas simbolos terminales y/o0 no
terminales.

Tipo 3: Si el lado izquierdo de la composicidn es un simbolo no terminal y
el lado derecho tienen uno o mas simbolos incluyendo alo mas un
simbolo no terminal.

A las gramaticas Oy 1también se les conoce como sensibles al contexto.
Este tipo de gramaticas son muy dificiles de analizar y estudiar, ademas
de que es muy poco lo que se sabe acerca de ellas debido principalmente
a gue se tiene mucha libertad para la formacién de palabras. La gramatica
tipo 2 recibe el nombre de gramatica libre de contexto. Las gramaticas
libres de contexto son las que se usan actualmente para la creacion de
lenguajes formales. La gramatica tipo 3 o también llamada regular tiene
reglas muy simples para la generacion de palabras de un lenguaje. Por sus
caracteristicas una gramatica regular es a su vez una gramaética libre de
contexto y una gramatica sensible al contexto, de la misma manera que
una gramatica libre de contexto es una gramatica sensible al contexto.

Las gramaéticas regulares se usan en la operacion de sistemas sencillos
como juegos electréonicos y maquinas expendedoras, se pueden represen-
tar como autématas finitos y maquinas de estado finito. Las gramaéaticas
libres de contexto son las mas usadas en la elaboracién de compiladores,
traductores e intérpretes, se pueden representar por medio de arboles de
derivacion, representacion BNF y diagramas sintacticos.

Se dice que un autdmata finito es deterministico si por medio de la funcién
de transicion 5. E x X -» E es posible determinar claramente cual es el
estado siguiente. Sin embargo, en un autémata finito no deterministico la
funcién de estado siguiente, no conduce a un estado Unico determinado.

Una maquina de estado finito es una forma especial de representar los
automatas finitos, en donde no existen estados aceptados y donde los
simbolos de salida se colocan juntamente con los simbolos de entrada en
cada una de las aristas de la maguina. Una maquina de estados finitos M
={E, A, B, s, 5 a} se define como un sistema que cuenta con un namero
finito de estados E, que acepta un conjunto finito de entradas A y que
puede tener un numero finito de salidas B, tiene un estado inicial s. Cuen-
ta ademas con dos funciones: 8 también llamada “funcién de estado si-
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guiente” y se define con 5. E X A —E Yy la “funcion de salida” a que esta
definida como a: ExA->B.

Una maquina de Turing (MT) consiste de una cinta que se extiende de
manera infinita, en donde se escribe o se lee informacion por medio de una
cabeza de lectura-escritura. La MT es un conjunto de elementos MT = (E,
X, A, s, fe, F, 5) en donde:

: Conjunto finito de estados.

E
X: Conjunto de simbolos de entrada.
A: Alfabeto de la cinta.

S

estado inicial se E.
fe: Simbolo blanco donde, (fee A; fe g X).
F: Conjunto de estados de aceptacion.
8: Funcidn de transicion en donde S:E XA ->E xAx {D,l}.

La teoria de la computabilidad es la parte de la computacion que analiza'y
determina los problemas que pueden resolverse por medio de un algoritmo
0 bien por alguna de las MT. Esto significa que no todos los problemas son
factibles de resolverse usando para ello la computadora, adn si se cuenta
con la memoria y tiempo ilimitados.

La teoria de la complejidad es la cantidad de recursos necesarios para re-
solver un problema como son tiempo y espacio. El tiempo es el numero de
pasos de ejecucion de un algoritmo para resolver un problemay el espacio
la cantidad de memoria utilizada para resolver dicho problema.

A pesar de gue cada dia se tienen computadoras mas veloces, con mayor
memoria principal y dispositivos con mas espacio de almacenamiento se-
cundario es importante tener presente la inconveniencia de ejecutar algo-
ritmos que no proporcionan resultados en un tiempo razonable. O bien
problemas que no son computables usando para ellos los lenguajes formales
actuales, de tal manera que se tiene el reto futuro de disefar algoritmos cada
vez mas eficientes y computadoras con mejores recursos que las actuales.

9.8 Problemas

9.1 En cada uno de los incisos determinar si la gramatica dada es re-
gular, libre de contexto y/o sensible al contexto. Explique su res-
puesta.

a) Sea:

T={X, y 7j N={s, A, B, O\
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Composiciones:

S-> XS A -> xA B -> xA C~rxC Cry

s zB A yC B ->yC C->zA A->y

s VYA A zB B ->zs C”™yB S-» Z
b) Sea:

T={X, VY, Zj N={s, A, B}

Composiciones:

s->yA A -»XxXBA B -> Bx

BxA -» AzB xAz—eCB B —Ayy

A -»yz Cy-> zz B —xx
c) Sea:

T={X,y] N={s, A, B,C}

Composiciones:

S->xB B —yxC C -> BxA
A -> xBy B" yyC C —xy
A -> CBx B X A—y

9.2 En cada uno de los incisos determinar si la gramatica dada
es regular, libre de contexto y/o sensible al contexto. Explique
Su respuesta.
a) Sea:

T={x,y,z} N={s, A,B, C,D}

Composiciones:

S BXxA B -> yCx C BAGC->yx

AA ->zBC Ay ->Xxy Bx -> DyA BA yzz

Dyz CD DB —=xAC CC —yyzx Cxx -> zyB
b) Sea:

T={x,y} N={s, A, B, C}

. ALFAOMEGA
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Composiciones:

s ->YyA A -» XAB A -» Bxx A ->yx
B -> x By B -» Ayy C-»xX
A ->xC B-» yC B-4y
}o«
c) Sea:

T={0,1} N={s, A}
Composiciones:

S—0A1 A — OAl A -» 01 A ->10
S->1A0 A-*1AO0 A-»10A A —OIA

9.3 En cada una de las gramaticas del problema 9.1 realizar lo si-

guiente:
a) Con la gramatica del inciso a):

e Derivar las palabras: zyxzzzz, usando para ello las compo-
siciones y también por medio de un arbol de derivacion.

e Representar dicha gramatica con notaciéon BNF.
b) Con la gramatica del inciso b):

e Derivar la palabra: yzzzyyxx usando para ello las composi-
ciones.

e Representar dicha palabra con notacion BNF.
c) Con la gramaética del inciso c):

e Derivar la palabra: xyyyyxyxxyxx usando para ello las com-
posiciones.

e Por medio de un arbol de derivacion, probar que la palabra
XYYYYXYyXXyxx pertenece al lenguaje.

e Representar dicha gramatica con notacién BNF.

e Representar la graméatica por medio de diagramas sintac-
ticos.
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9.4 En cada una de las gramaticas del problema 9.2 realizar lo
siguiente:

a) Con la gramatica del inciso a):

e Derivar usando composiciones las palabras siguientes:
zyyyzx, zyyyxxyyzx con la finalidad de determinar si
pertenecen al lenguaje.

e Representar dicha gramatica con notacion BNF.
b) Con la gramatica del inciso b):
e Derivar usando para ello composiciones la palabra:
YXXXXYXXYYY.

e Por medio de un arbol de derivaciéon, probar que la pa-
labra: yxxxxyxxyyy pertenece al lenguaje.

e Representar dicha gramatica con notacion BNF.

e Representar la gramatica usando diagramas sintacti-
COs.

c) Con la gramatica del inciso c):

e Derivar usando composiciones las palabras: 010011,
11110000, 01011010

e Por medio de arboles de derivacion, probar que las pa-
labras 010011, 11110000, 01011010 pertenecen al len-
guaje.

e Representar dicha gramatica con notaciéon BNF.

e Representar la graméatica con diagramas sintacticos.

9.5 Sean:

£={0,1}; L={8 0 1, 00, 10, 111}; M ={1, 00, 01, 100, 111, OOO}.

Encontrar:
a LuM dL-M g) L2 j) L
b) LnM e) M1 h) L+
c) LM fHL1 1) L*
9.6 Sean:

X={0, 1}; L - {0, 11, 100}; M ={0, 10, 11, 100, 101}. Encontrar:

a) L1 d) M+ g M3 j) LM
b) M1 e) M1 h) (LuM1l) k) M'
c) L+ f) L2 i)(M - L) ) (ML
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Sean:

X ={a, jb. z}; L ={dias}. Encontrar:

a) L+ d) (L+p g) (L1 ) (L)1
b) L* e) (LHx h) (L)* K) (L*)
c) L1 f) (LI)+ )L’ ) N1

Sean:X = |0 1}; L = {110). Encontrar:

a) L* d)L4 g) (Lx J) (Lo)*
b) L+ e) (LIB h) (LO* K) (L*r
c) L1 f) (L1 i) (LT 1 (L4

9.9 Sean M y L lenguajes regulares sobre X. Demostrar que los si-
guientes lenguajes son equivalentes:

a) (LM®lu (M°u M+)IL1= (M#1L1
b) ((e u M)*((LH+u LL*)I= (LHx(M*)L

9.10 Sean M y L lenguajes regulares sobre X- Demostrar que los si-
guientes lenguajes son equivalentes:

a) ((0*uL)*)*((MH°u(M° uMM*)) = L*M*
b) @VDLL*)u(((LH+u (L4 (M*MuL° )M )= (L*M+)!

9.11 Seanr,sy texpresiones regulares sobre X- Probar que las siguien-
tes equivalencias de expresiones regulares son ciertas:

a) (i*t*uil) (s*sul *) = t*s*
b) tO *t*uret*t* = t+ur*t
c) (i*u0 s*)(iur) = tvut*r

9.12 Seanr,sy texpresiones regulares sobre X- Probar que las siguien-
tes equivalencias de expresiones regulares son ciertas:

a) (eur+) (tr*i\JEO*)* = (iut)*
b) (e'uss*)'usO*s*tr= s*(js'tr
c) {i*s)*s*Kj{iKjs)*t= (ivjs)*(s*ut)
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Sean los lenguajes L = {ab, jbaa}; M = {a, ab, bb} sobre el alfa-
beto X = {a, b}. ¢(Cudles son los elementos de los siguientes
lenguajes regulares?

a) LAL
b) (MuL){e}
c) LM2
d) (LMY

Sean los lenguajes L = {0, 00}; M = {10, 101} sobre el alfabeto
I ={0,1}. ¢(Cuales son los elementos de los siguientes lengua-
jes regulares?

a) (LuM){eR
b) ML

c) M*

d) (LMY

e) L2

f) OM*

g) MuO*

Sea X = {a, b}. Para cada uno de los siguientes incisos:

a) Cadenas de caracteres con al menos una letra b.
b) Cadenas de caracteres con al menos dos letras a
c) Cadenas de caracteres que comienzan con aab.

d) Cadenas de caracteres gue comienzan con ab y terminan
con ba.

e) Cadenas de caracteres en donde toda a esta seguida de
una b, tiene solamente bs o se trata de la cadena vacia.

Encontrar:

e La expresion regular.

e EIl diagrama de transicion del automata finito para re-
presentar dicha expresion regular.

- La tabla de transicion.
e Los elementos de los conjuntos E, F y el estado inicial s.
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9.16 Sea £ ={0, 1}. Para cada uno de los siguientes incisos:

a)

b)

Cadenas de caracteres que comienzan con 100 (100, 10001,
100000, 1001110,...).

Cadenas de caracteres con un numero par de unos (11, 00101,
1000100101,...).

Cadenas de caracteres en donde se concatena i veces la cade-
na 01 {(01)vi > 0}, (01, 0101, 01010101,..)).

Cadenas de caracteres en donde todo 1 esté entre dos ceros
(010, 0010100, 010010, 01010y.

e) Cadenas de caracteres en donde nunca aparezcan las subca-
denas 00 o 11.
Encontrar:

La expresion regular.

El diagrama de transicion del automata finito para representar
dicha expresion regular.

La tabla de transicion.
Los elementos de los conjuntos E, F y el estado inicial s.

9.17 Sea X = {a, b, c}y el diagrama de transicion del AFN.

Encontrar la tabla de transicion del AFN, los elementos de los
conjuntos Ey F, ademas el estado inicial s.

Convertir el AFN a un AFD.

¢Cuales son los elementos de los conjuntos Ey F?, y ¢cual es
el estado inicial del AFD?
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9.18 Seal ={a, jb} para el AFN de cada inciso.

b)

Encontrar la tabla de transicion del AFN, los elementos de
los conjuntos E y F, ademas el estado inicial s.

Convertir el AFN a un AFD.

¢ Cudles son los elementos de los conjuntos Ey F?, y ¢cuél
es el estado inicial del AFD.
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9.19 Crear una maquina de estado finito, para restar dos cantidades
en binario y encontrar:

9.20

soze

e)

Los elementos de los conjuntos E, A y B.
El estado inicial s.
El diagrama de transiciones.

La tabla de transiciones para las funciones de estado siguien-
te 5y salida 6.

La resta de 10001011{2 - 1101101(2.

Encontrar:

Los elementos de los conjuntos E, A y B.
El estado inicial s.
El diagrama de transiciones.

La tabla de transiciones para las funciones de estado siguien-
te Sy salida 8.

Para la maquina de estado finito de cada uno de los siguientes incisos:

ALFAOMEGA

a)

Maquina para sumar dos cantidades en octal. Probar la maqui-
na con 73012(8 + 26347(8).

b) Maquina para restar dos cantidades en octal. Probar la maqui-

c)

na para 60054(8) —7346(3).
Maquina para multiplicar dos cantidades de base 5. Probar la
maquina para 2304(5 x 32(5.

d) M&gquina para dividir dos cantidades de base 7. Probar la ma-

quina para 560134(7) -f 351(7).

www.FreeLibros.me



98 Problemas 461

9.21 En cada uno de los siguientes incisos encontrar:

e EI AF o la maquina de estado finito equivalente (segun el
caso).

e La gramatica que corresponde,

9.22 En cada uno de los siguientes incisos encontrar:

e EI AF o la maquina de estado finito equivalente (segun el
caso).

e La gramatica que corresponde.

ALFAOMEGA
www.FreeLibros.me
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9.23 Construir una MT para cada uno de los siguientes incisos:

a) Que acepte el siguiente lenguaje L = > 1; m > 1}. Probar
la MT para las palabras xxy, xxyx.

b) Que acepte palabras con un namero par de x. Ejemplo: xx,
XXXX, XXXX....Probar la MT para XXXX y XXX.

c) Que acepte palabras para el lenguaje L cuya expresion regular
es (xu y)*z. Esto implica que puede aceptar palabras que ter-
minan con z, (z, Xz, yz, Xyz, yXz, XXz, yxxz,...). Probar la MT para
las palabras xyyz, xzz.

ALFAOMEGA
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9.24 Construir una MT para cada uno de los siguientes incisos:

a) Que acepte el siguiente lenguaje L = {yxrzy n > 0}. Probar
la MT para las palabras yzy, yxxzy, yzyz.

b) Que acepte palabras para el lenguaje L cuya expresion
regular es zx(zuy)*y. Esto implica que puede aceptar pa-
labras que comienzan con zx y terminan con y. Probar la
MT para: zxy, zXXyy, zZXyyX.

c) Que acepte el siguiente lenguaje L = (x*3ynn > 1}. Cambiar
las x por cy las y por d, pero ademas regresar la cadena a
sus simbolos originales en caso de ser aceptada la cadena
como parte del lenguaje L.

d) Que acepte palabras para el lenguaje L cuya expresion
regular es xH{y u x)*z.

Nota: En todos los casos la MT tiene inicialmente la cabeza de lec-
tura-escritura en el primer simbolo de la cadena y debe terminar en
ese mismo punto.

ALFAOMEGA
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Respuestas de problemas
seleccionados

Capitulo 1 Sistemas numéricos

1.1
a)
001 001 000 111 010 100 100 010 . 010 D0@ aoctal.
1 1 0 7 2 4 4 2 . 2 48 Resultado
b)
4 E C 7 . B 5(16
0100 1110 1100 0111 . 1011 0101 (2) Resultado
C)
4 7 5 3 2 0 . 4 78
100 111 101 011 010 000 . 100 111@ Binario
0010 0111 1010 1101 0000 . 1001 1100 Separando en bloques ce
cuatro bits y completar,i:
con ceros en los extremos
2 7 A D 0 . 9 c(ly Resultado
d)
3 2 F E 6 8 5 9 C(i6)
0011 0010 1111 1110 0110 1000 0101 . 1001 11002
011 001 o011 111 110 011 010 00O 101 . 100 111 0002
3 1 3 7 6 3 2 0 5 4 78 Resultado
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13

a) 730568.23(9) = 433493.2593(10 = B3D9B.38B5 (14)

b) 6G5A.2320) = 54510.1075(10) = 1101010011101110.0001 (2
c) 4A7ES.52(18 = 480752.284(10 = 976A2.43D4 (15

d) 93AF5.36(17) = 769578.1972(10 = 20C394.2744 (13

e) 558C5.3G(18 = 556853.216(10 = 1G615.54AF (%)

15
a) 1 1 0 O 1 1 0 0 1 1 1@
¥ 0 1 1 1 1 0 1Q
1 0 1 1 1 0 0 0 1 0 0@
b) 3 A5 6 7 B 1 213
+ 9 ¢c 0 1 7 2 4(13
1 0 9 5 8 2 0 4§13
C) 4 2 0 6 1 2 3 1 3 2 57
+ 0 1 4 2 3 2 0 37
5 0 1 5 6 3 3 b b
d) 7 H 4 G 9 A E QZ)
-+ c F 7 3 7 C 8 [IZ)
1 0 ¢c C F H 3 2 \'(Z)
e) 6 3 5 2 1 7 8 4 19
+ 7 2 8 4 6 2 89
1 2 1 4 6 5 5 2 3 q9
f) 5 D F 0 8 C A 317)
+ 9 B G 1 E 9 S cu)
A 2 8 E 6 4 F o Fun
g) 8 A 7 4 2 6 3 B 4 9(14)
+ C A 3 b C 5 8 9 C 7(14
9 9 3 8 2 4 9 6 . O 7 714
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h) 5 AG 8 C D 3 2 7 a9
+ G 7 HA 4 F C E a9
6 8 5 7 3 H | F 249
1.7.
a) 5 DA 8 4 3 2 314
B A 2 5 4 4 2 B4
8 3 8 2 D C D 6
b) F 4 J 3 01 9 7 Aoy
- CE H 48 A K 2 G,
2 B 1 J D 7 A 4 Fyy,
0) 10 0 O 1 1 0 0 0 Iy
110 0O 11 1 O 1|'2_
10 010 I 0 0Q
d) 5 3 0 7 G4 9 5 (17)
- 4 C 1 F CA 1 7 C 4y
7 F 9 3 B 7 E 4 Dy,
1.9.
a) 78205B05.3DA(i4
b) 45171712.610(
c) 2A355.85723(n)
d) 33F41GG4.G(i7)
1.11.
a) Cociente = 32CE.3(i5) Resto = 408(15)
b) Cociente = 3D9.A(i7) Resto = 21C(i7)
c) Cociente = 403.22(9) Resto = 2747(9)
d) Cociente = 1562.4(13) Resto —2723(13)

ALFAOMEGA
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1.13.
a) Convirtiendo las cantidades a binario, se tiene:

+65508(10 =0 1111111111100100(2)
+ 103(10=0 0000000001100111(2)

El ndmero mas grande que cabe en 16 bits es 2161=65535 si se suman
65508+103= 65611 por lo tanto se debe aumentar un byte para evitar el
desbordamiento, dado que dos bytes son insuficientes para guardar el
resultado. De tal forma que la suma queda de la siguiente manera:

50810 = O o ooooooo0111121111111 00100
10310 O O O 0O 0O 0 O 0O O O OOO OOOOOTIZ1T10WO0W1II11
O 00 0 O0OOOTODT 1O0O0TUO0TUG0TUG0TUG0TU 0OQO0O0OT1OUO0OW0M1O011
b) Como las cantidades tienen signo diferente (-65508(10 +103(10))
no hay riesgo a desbordamiento por lo tanto no es necesario au-
mentar bytes. Pero se debe complementar a dos la cantidad ne-
gativa antes de realizar la suma.
Complementacion.
- 65508(10= 1 111 111 111 11 001 0O
1 0 1 1 Complemento a 1
+ 1
1 O 0O 0O OO0OO0O O 0 001 11 0O Complemento a 2
Realizando la suma:
-65508(10= 1 O 0 OO OOOOOOOTI 111 00
+ 10310= O O 0 0o 0O0O0OOOOT1110O0111
1 o 0o 00 OO O OT1O0O0OO0OO0OTO0OT1II1

Como el resultado de la suma es negativo, se debera complementar a dos
dicho resultado.

1 0 O 0O 01 00O 0O O 0 1 1 Resultado
i 1 1 11 1 1 11 0 1 1 1 1 1 OO Complemento a 1
+
1 i 1 1 i 1 i i+ 1+ O i i 1 1 1 O i Complementoa?2?
y Resultado
ALFAOMEGA
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c) Como las cantidades tienen signo diferente (+ 65508(10 - 103(10))
No existe desbordamiento.

Complementado a dos la cantidad negativa se tiene:

-103(lo)= 1 O 0O 0OOO 0OOOO0OI1 1 001 11
17 121 1 1 1 1 1 1 0 O 1 1 0 0 O Complemento a 1
+ 1 .
1 11 1 1 1 1 1 1 1 0 0 1 1 0 0 1 Complemento a 2
Suma:
+ 65508(i0) = 0 11 1 1 1 1 1 1 1 1 1 0 O 1 O O
+ 103(10 = 1 11 1 1 1 1 1 1 1 0 O 1 1 0 0 1
0 111 11111 011 111 0 1 Resultado
Acarreo Signo
El acarreo es informacion que se despreciay como el resultado de la suma
es positivo por lo tanto ese es el valor buscado.
d) Como ambas cantidades tienen signo negativo (-65508(10 - 103(10),
€S necesario agregar ceros para gque no se presente un desbor-
damiento y como lo minimo que se puede agregar en este pro-
blema es un byte se deberan agregar ala derecha de la cantidad
ocho bits antes de encontrar el complemento a dos.
Complemento a dos después de agregar el byte.
-6550810= 1 O O O O OOOOI11 1112712121211 1100100
1 111 111110©0TG0TO0O0OOO0ODO0O0O0MO01T1O0T111
+ 1

-103(10= 1 0O 0o oo 0OOOOOOOOUOUOOOOI?I1T1O0O0OTI11ITI11
1111111111100 110O0TPO

1

1 1111171111171 1111110011°0P0!1
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Sumando:

9

i5508(1Q = 1 11111111 0O0UO0OO0OOO0OO0OOO0DOLO0OLI1I1T1O00O0
103(1Q = 1 1 11111111111 11110011¢001
11 1111111011111 11110110101

El desbordamiento se despreciay como el resultado es negativo se debera
complementar a dos dicho resultado.

1111111 01 1 1 1 1 1 1 1 1 01 1 01 0 1
1 00 0 O0O O O0OO0OT1O0O0O0O0OO0O0OO0OO0O0ODT1UO0OTUWO0OUT1TU0OT1TTO0

1 O 0O 0O OO OO0 1 000 O0OO0OO0DO0DO0DO0O1IO0O01 011 Resultado

Capitulo 2 Métodos de conteo

2.3.
a) Total =27 x 36 x 35 x 34 x 33 x 32 = 1221454080
b) Una sola letra = 27
Letra y un solo caracter (ya sea L o D) = 27*37 = 999
Letra y dos caracteres = 27 x 37 x 37 = 36963
Letra y tres caracteres = 27 x 37 x 37 x 37 = 1367631
Letra y cuatro caracteres = 27 x 37 x 37 x 37 x 37 = 50602347
Letra y cinco caracteres =27 x 37 x 37 x 37 x 37 x 37 =
1872286839
Total = 27 + 999 + 36963 + 1367631+ 50602347 + 1872286839 =
1924294806
2.5

Maneras diferentes = 49= 262144  (Para las 9 preguntas con
cuatro opciones)

Maneras diferentes = 211 = 2048 (Para las 11 preguntas
de FyV)
Total = 262144 x 2048 = 536870912

ALFAOMEGA
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2.13.

2.17.

Respuestas de problemas seleccionados

b)
Maneras diferentes = 39= 19683 (Para las 9 preguntas)
Maneras diferentes = 1 11=1 (Para las 11 preguntas
de FyV)
Total = 19683 x 1= 19683
C)
Maneras diferentes = 19=1 (Para las 9 preguntas)
Maneras diferentes = 1 11=1 (Para las 11 preguntas
de FyV)

Total=1x1 =1

a) Maneras diferentes = 510= 9765625
b) Maneras diferentes = 410= 1048576
C) Maneras diferentes = 110=1
d) Maneras diferentes = 43 =64

a P(n,nN=(n- 1! =(10- 1)! = 362880 Maneras diferentes.

b) Considerando como un bloque a las computadoras A,B y C que
se desea que siempre estén juntas, por lo tanto ahora se tendran
solamente 8 elementos distintos, 7 computadoras individuales y

i pequeno bloque de 3 computadoras. Pero ademas entre esas
3 computadoras el orden en que pueden estar no siempre es el
mismo, ya que pueden colocarse de las siguientes seis maneras
(31): ABC, ACB, BAC, BCA, CAB y CBA. Por lo tanto el namero
de formas en que se pueden colocar las computadoras con este
nuevo disefo es.

P(n, r) =6 (8- 1)! = 30240

a) Permutaciones = n! = 12! = 479001600

b) Permutaciones = 4! x (3! x 3! x 3! x 3!) = 31104
C) Permutaciones = 3! x 4! x 4! x 41 =3! (41)3=82944
d) Permutaciones = 4! x 4! x 4! = (41)3= 13824

e) Permutaciones = 3! x3! x3! x3! = 1296

www.FreeLibros.me
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2.29.
a) La instruccion x =3*x-y se ejecuta.

Primer ciclo
Desde a =2 hasta a > 5 con incrementos de 3 = 2 veces

Segundo ciclo
Desde b = 13 hasta b < 4 con decrementos de 2 = 5veces

Total = 2x5 = 10 veces

b) 6,3,233756,-18

Capitulo 3 Conjuntos

a) A ={x/x es el nombre de una operacion aritmética basica}
b) B={x /xe Z+; x es divisible entre 3; 3<x < 18}

c) C={x/xeZ+ x es primo; x < 18}

d) D ={x /x es nombre de un continente}

e) E={x=2n/xeZ+ne Z+;0<n< 7}

3.5.

IPA)] =24= 16

P(A) = {0, {manzana}, {pera}, {fresa}, {sandia}, {manzana,pera},
{manzana,fresa}, {manzana,sandia}, {pera,fresa}, {pera,sandia},
{fresa,sandia}, {manzana,pera,fresa}, {manzana,pera,sandia},
{manzana,fresa,sandia} {pera,fresa,sandia}, {manzana,pera,fresa,

sandia}}
3.9.

a) Fc (C-D) V)
b) EcD (V)
c) Ec(CnD) (V)
d (AnB)=0 (F)
el D-Crc (B-A) (F)
fy (CnD)cU V)

ALFAOMEGA
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g0 D={1,2356,7 8 13 14 (V)
h) BCcA (F)
iy U-(CnD)={4 15 16} (F)
iy E-(CnD)={6} (F)
ky (CO©D)= {1, 2 3,59, 10, 11, 12, 14} (F)
7y D-U =0 (V)
m) (B- A) =[5, § V)
n) 3¢ (AuB) (V)
A) 1lle (C-D) (F)
o) (FUE)cC V)
P) (CuD)' ={4,15,16} (V)
q CnE=0 (F)
) (E-F)cD V)
s) (B- E) < (D-C) (F)

a) C'={x /xeZ; x g {6,7,8,9,15,17,20,21,22,23,25}}
(C'n A) ={11,13,19,29}
B®(C'nA) ={9,12,15,16,17,19,21,23,29}
D' = {x A&gZ; x G{11,13,15,17,19}}
BO© (C'n A)) -D' ={15,17,19}

b) (B - C)=1{9,11,12,13,16}
D' ={x A&gZ xé {11,13,15,17,19}}
((B-C)-D') ={11,13}
B'={x 4gZ; x g {9,11,12,13,15,16,17,21,23}
(A@BJ ={x &gZ xg {7,9,12,15,16,19,21,29}}
(B- C)- D)u (A©B')={x/xez; x é {7,9,12,15,16,19,21,29}

c) C'=i{x/xgZ;xg {6,7,8,9,15,17,20,21,22,23,25}}
(C'u B) = {x /xgZ; xg {6,7,8,20,22,25}}
((C'u B) © D) = {x /xgZ; x g {6,7,8,11,13,15,17,19,20,22,25}}
A'={x A&gZ; x G{7,11,13,17,19,23,29}}
(C'u B)® D) - A' = {23,29}

d A'={x/xgZ, xg {7,11,13,17,19,23,29}}
C'={x/xgZ, x g {6,7,8,9,15,17,20,21,22,23,25}}
(A'n C) ={x /xgZ; x £ {6,7,8,9,11,13,15,17,19,20,21,22,23,
25,29}

ALFAOMEGA
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3.15.

b)

B'={x /xeZ; x £ {9,11,12,13,15,16,17,21,23}}
(B'© (A' n C") ={6,7,8,12,16,19,20,22,25,29}
(B'® (A'n C") - D={6,7,8,12,16,20,22,25,29}

D'={x /xeZ;, x <{11, 13,15,17,19}}

(A nD") ={7,23,29}

C={x /xeZ; xg {6,7,8,9,15,17,20,21,22,23,25}}
A'={x /xeZ; x i {7,11,13,17,19,23,29}}

(C'0 A ={6,8,9,11,13,15,19,20,21,22,25,29}
((AnD")-(C'® A") ={7,23}
((AnD/-(C,0A"))-B={7}

A'NB'nC'nAnB'nC'nA'nBnCuA'nBnC'uAnB
NCuAnBnC=BuC

B'nC'n(A'UA)UA'NBN(CuC’')uAnBn(Cu C)
=BuC’ Ley distributiva 4a

B/nC,nUuA/nBnUuAnBnU =BucC/
Propiedades del complemento 9a

BnC'uUA'nBuAnB =BuC'
Ley de identidad 10b

B'nC'uBn(A,uA) =BuC' Ley distributiva 4a

B'nC'uBnU =Bu C Propiedades del complemento 9a
B'nC'uB =BuC' Ley de identidad 10b
BnB'nC'=BucC' Ley conmutativa 2a
BuC=BuC' Equivalencia 7a

A'nB'nCuUAnB'nC'uUAnB'nCuAnBnCuAnBn

'=AuB'nC

A'AnNB NCuAnB nNn( CuCuAnBn((CuC')=AuB'nC
Ley distributiva 4a

A'nB'nCuAnB'nUuAnBnNnU=AuB'nC
Propiedades del complemento 9a

A'nNnB'nCuAnB/uAnB=AuB/nC
Ley de identidad 10b

AnB'uUAnBuA'nB/nC=AuB'nC
Ley conmutativa 2a

www.FreeLibros.me
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An(B'uB)uA'nB'nC =AuB'nC
Ley distributiva 4a
AnUuA'nB'nC =AuB'nC

Propiedades del complemento 9a

AuA'nB'nC =AuB'nC Ley de identidad 10b
AuB'nC =AuB'nC Equivalencia 7a

((WuB')'uC)'n(CuB)")'=BucC
(A°'nBuC)n(C'nB'")))=BucC
Ley de Morgan 6a

(A'nB uC)u(C'nB'r=BucC
Ley de Morgan 6b

A'nBuCuCuB=BucC Ley de Morgan 6b

A'nBuCuB=BucC Ley de idempotencia 5a
BuA'nBuC=BuC Ley conmutativa 2a
BuBnA'uC=BuC Ley conmutativa 2b
BuC=BuC Ley de identidad I0e

3.19.

a) 2n—1=25—1=31

b)
[AuBUCuDUEI = 1Al + IBI + ICI + IDI +IEI
Bl - IAnCIl- IAnDI - lAnEIl - IBnCl - IBnDI
NEl- ICnDI - ICnEIl - IDnEl +|AnBnClI| +1AnNnB

nNnDI+|IAnBnEl + |AnCnDI +|IAnCnEIl +1AnDn
EIl +IBnCnDI +IBNnCnEl +IBnDnEIl +1CnDnEI
- lAnBnCnDI - [AnBnCnEIl - IAnBnDneEI

NCnDNEIl - IBhCnDnEI.

Capitulo 4 Ldgica matemaética

a) [p-»g] arr-»(s vt)] =>[(t'Aq'AS)-»u]

b) [pPN(qATrv s)]a [(pa q'vs)-»t] =>[t-»q]

o) [pva >rlalr >s|=[[(qvp)ar]-»s]

d) PogT.[(Fag)scsa D] =[qVr)-) (P« t)]
e) [(@a b)—=cla [b"-»d] =» [(c'a d) a']
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4.5.
a)
[P nNa(a nNI=[pP-aq->r1]
[P=a) (ranl=[p.q)->r] por 9b
[P=a) >rN=[p.aq)-»1] por 21b
b) %7
[Pv (@an]-[Pap)vPanNvPaaqv(qar)]
[ev(@anN=[pvp29gdVpanvVv(ga.rnr) Por 21by 18a
[Pv(@an]-[Pvpa(@QVvnv(qga. )] Por 20b
[p v (QAr)] = [pv (gAr)] Por 27f
4.13.

El teorema es:

[(Paq) ->r]a D[q'->sT=[(r"as)» p’]

Demostracion por el método directo.

1.- (pAQ) r

2.- q' -> s’

3- r-)(pagq)

4.- r (p'v g’
5- s —¢q
6.- i+ >(p/v g als >q]

7.- (rras)-) [(P" v q')A q]
8.- (r'as) [aa(p'v all

9.- (r7ra's) >[(gap’)Vv(qgaq)]
10.- (rras)-) [(qg ap’)v 0]

11.- (r' a s) (0 ap’)
12.- (r'a s) —(p'a Q)
13.- (p7a q) -> p'

14.- (rras)->p'

Demostracién por contradiccion:

1.- (p agq) >r
2- q'nN s
3.- [(rras)-)pT

ALFAOMEGA
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Hipotesis

1, Contrapositiva; 23

3; Ley de Morgan; 22b
2; Contrapositiva; 23

4,5; Conjuncion; 14

6; Dilema constructivo; 9b
7; Ley conmutativa; 18b
8; Ley distributiva; 20b
9; Contradiccion; 26

10; Ley de identidad; 27a
11; Ley conmutativa; 18b
Simplificacion; 2

12,13; Silogismo
hipotético; 13

Hipotesis
Hipodtesis
Negacidon de la conclusion.



Sean:

R espuestas de problemas seleccionados

4.- [[(ra s)a p]'T 3; Variantes de la
condicional; 24b

5- (ras)ap 4; Doble negacion; 17

6.- (r'a s) 5; Simplificacion; 11

7- p 5; Simplificacion; 11

8- r->(pa.q 1; Contrapositiva; 23

9- s->(Q 2; Contrapositiva; 23
to-[rr (PAQ)']-[s q] 8,9; Conjuncion; 14
11.-(r'a s)—1ea 9)A(] 10; Dilema constructivo; 9b
12.-(ras)->[ga (pa=q)] 11; Ley conmutativa; 18b
13- (r'a s) >[ga. (p7v q"] 12; Ley de Morgan; 22b
14.- (ras)-) [(ap)v (qa q')] 13; Ley distributiva; 20b
15.- (ras)-) [(ga p’)v O 14, Contradiccion; 26
16.- (r'a s)->(qa. p') 15; Ley de identidad; 27a
17.- (Qa p") 6,16; Modus ponens; 15
18.- p' 17; Simplificacion; 11
19.- pa p' 7,18; Conjuncion; 14

20.- 0 19; Contradiccion; 26

p: “Tiene alas”,

g: “Vuelan”

r: “Tienen alas y vuelan”
s: “Cacarean”

t: “Ponen huevos”
u: “Es ave”

v: “Es gallina"

w: “Es mamifero”

a) Vxp(x). (falso)
b) 3x q(x). (cierto)
c) 3x [p(x) a q(x)] obien 3x r(x) (cierto)
d) 3x [p(x) = q'(X)] (cierto)
e) Vx u(x) = p(x) (cierto)
f) VX [u(X) a t(X)a s(X)] =V(X) (cierto)
g) 3x [v(x) At'(x)I (cierto)
h) Vx u(x) = w'(x). (cierto)
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4.29.

a)
b)
c)

3y VX [p(X,y) a 4(X,y) ™ r(x,y)] x.yeU
Vy 3x [p'(X,y) v r(x,y)  d'(x,y)] x.yeU
3x 3y r(x,y) v 3x q(x,y) a 3y p'(x,y) x.yeU

Capitulo 5 Algebra booleana

5.3.

a)

b)

F=AB'D' +ABD'+ ABD + ABD
F=AD'(B'+B)+BD(A"+A)
F=AD'+BD

F=A'CD + ACD + A'B'D + A'B'C + AB'D + AB'CD’
F=CDA'"+A) +B'DA"+A) + BC'(A'+ AD")
F=CD+B'D+A'B'C +B'CD'
F=C(D+DB')+BD+AB'C
F=CD+B'C+BD+AB'C
F=B'C@1+A")+CD+BD

F=B'C+CD+BD

F=A'B'C'D'+ A'B'CD' +A'BC'D + A'BCD + ABC'D' + ABCD' +
AB'C'D' + AB'CD".

F=AB'D'(C'+C)+ABD(C'+C) + ABD'(C'+ C) + AB'D'(C' + C)
F=A'B'D'+ ABD + ABD' + AB'D'

F=B'D'(A'+A) + ABD + ABD'

F=B'D'+ A'BD + ABD'

F=D'(B'+BA) + ABD

F=B'D'+AD'+ABD

F=AB'C'D'E + AB'C'DE + A'B'C'DE' + ABC + ABC + ABC'D'E' +
ABC'D'E + ABC'DE + AB'C'D'E + AB'C'DE + AB'CDE + AB'CD'E
F= A'B'C'E(D' + D) + AB'C'E(D' + D) + BC(A' + A) + ABC'D'(E'+E)
+ AB'CE(D + D') + AB'C'DE' + ABC'DE

F=A'B'CE + AB'C'E + BC + ABC'D' + AB'CE + A'B'C'DE' +
ABC'DE
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F=B'C'E(A'+A) + B(C + C'AD') + AB'CE + A'B'C'DE' + ABC'DE
F=B'C'(E + E'A'D) + AB(D' + DC'E) + BC + AB'CE

F=B'CE +A'B'C'D + ABD' + ABC'E + BC + AB'CE

F=B'E(C'+ CA) + AB'C'D + ABD' + ABC'E + BC

F=B'CE +AB'E + A'B'C'D + ABD' + ABC'E + BC
F=CE(B'+BA) + AB'E + A'B'C'D + ABD' + BC
F=B'C'E+AC'E +AB'E +A'B'C'D + ABD' + BC

(A +B) +C'+D’) ((AC)" + (A + (BC))' + D)

AB'+C' +D)(A'+C' + (A +B'+C' +D)

A'B'+C' +D') (A'+C'+A'BC + D)

A'B'+C' +D') (A'(l + BC) + C'+ D)

(A'B'+C'+ D) (A'+ C' + D)
F=A'AB'+AB'C'+ABD+A'C'+C'C'+CD+AD'+ CD' + DD
F=AB'+AB'C'+ABD +A'C'+C' + CD+AD'+ CD'
F=AB(1l+C' +D)+C'(A'+1+D+D"+AD'

F=AB'+C' +AD'

F=(
F- (
F=(
F- (
F=

F=A'B'C'D + AB'CD + A'B'CD' + A'BCD + ABCD' + AB'C'D +
AB'CD + AB'CD'

F- AAB'D(C'+C)+AB'C(D + D') + A'B'CD'+ ABCD + ABCD' +
AB'C'D

F=AB'D + AB'C +A'B'CD'+ A'BCD + ABCD'+ AB'C'D
F=AB'(D +D'C) + AB'(C + C'D) + AABCD + ABCD'

F=AB'D + A'B'C + AB'C + AB'D + AABCD + ABCD'

F- BC(A'+A) +B'D(A'+A) + AABCD + ABCD'
F=B'C+BD+ABCD + ABCD'

F=C(B'+ BA'D) + BD + ABCD'

F=B'C+A'CD +B'D + ABCD'

F=C(B'+ BAD') + A'CD +BD

F=B'C+ACD'+A'CD +BD

F=A'B'C'D' + AB'CD + A'B'CD' + ABC'D + ABCD + ABCD' +
AB'C'D' + AB'CD + AB'CD'

F=A'B'C(D + D) + ABD(C' + C) + AB'C(D + D) + B'C'D'(A" + A) +
ABCD'

F=A'B'C +ABD + AB'C + B'C'D'(A" + A) + ABCD'
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F=B'C(A'+A) + AB(D + D'C) + B'C'D'
F=B'C+ABD + ABC + B'C'D'
F=B'(C + C'D') + ABD + ABC
F=B'C+B'D'ABD + ABC

F= C(B'+BA) + B'D'+ ABD
F=B'C+AC +B'D'+ ABD

5.11.

a) "a funcion booleana de salida es F = [[ALDAAD)+(B+C)]/y los
parciales de cada una de las compuertas se muestran en el si-
guiente diagrama (En algunas de las salidas se hicieron algunas
operaciones para reducir un poco la expresion).

ABCD

b) La funcién booleana simplificada en sumas de productos es F =
B'C'D'+ A'B'C’, la cual es posible encontrar usando la funcién de
salida y simplificandola por medio de teoremas o bien mapas de
Karnaugh.

c) La funcion booleana simplificada en productos de sumas, es
F=B'C'(A'+ D).

ALFAOMEGA
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d)
A B ¢ D A" B C D BCD ABC BCD+ABC ACD" ACD +AD
o o o O 1 1 1 1 1 1 1 0 0
o 0 0 1 1 1 1 o 0 1 1 0 0
o o 1 o 1 1 0 1 0 0 0 1 1
0O 0 2 12 12 1 0 O 0 0 0 0 0
0O 2 0 0 2 0 1 1 0 0 0 0 0
0O 2 0 2 2 0 12 O 0 0 0 0 0
o 1 1 o 1 o o 1 0 0 0 1 1
o 1 1 1 1 o o o 0 0 0 0 0
1 o o o o 1 1 1 1 0 1 0 0
1 0 o 1 o 1 1 o 0 0 0 0 1
1 0o 1 o o 1 o 1 0 0 0 0 0
1 o 1 1 o 1 o o 0 0 0 0 1
i1 1 o o o o 1 1 0 1 0 0 0
1 1 0 1 0 0 1 O 0 0 0 0 1
1 1 12 o o o o 1 0 0 0 0 0
1 1 12 12 o o o o 0 0 0 0 1
Donde F = [(A'CD' + AD) + (B + C)]'
En la tabla de verdad anterior se puede observar que efectivamente las
expresiones boolenas [(A'CD'+ AD) + B+ C)]'y B'C'D'+ A'B'C' son logi-
camente equivalentes ya que coinciden en todas sus lineas.
e) Expresion F=B'C'D' + A'B'C' con compuertas Nand
ABCD
ALFAOMEGA
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f) Diagrama de la expresion booleana obtenida en el inciso ¢, usan-
do para ello exclusivamente compuertas Nor.

A BCD
6.1
a)
S={4.1), (4.3, (5.1), (5.3)}
b)
1 2 3 4 5 1 2 3 4 5
1 1 0 1 0 1 1 0 0 0 0 O
2 0 1 0 1 0O 2 0 0 0 0 O
Mg 31 0 1 0 1 Ms = 3 0 0 0 0 O
4 0 1 0 1 O 4 1 0 1 0 O
5 1 0 1 0 1 5 1 0 1 0 O
©)
Grafo dirigido de R Grafo dirigido de S

ALFAOMEGA
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Relacion R

e Sies reflexiva. Ya que Vae A, (a,a)eR.

e No es irreflexiva. Ya que no se cumple que Vae A, (a,a)gR.
Ejemplo de ello es el par ordenado (1,1) que se encuentra en
la relacion.

e Si es simétrica. Ya que se cumple en todos los casos que si
(a,b)eR, entonces (b,a)eR. O bien MR= MRI.

e NoO es asimétrica. Ya que no se cumple que cuando (a,b)eR
entonces (b,a)gR. Ejemplo de ello es que (3,l)eRpero también
(1,3)eR. Por otro lado; tampoco se cumple que si a=b (a,a)gR.
En otras palabras los pares colocados simétricamente deben
ser contrarios y la diagonal deberia contener solamente ceros,
pero no ocurre asi.

 No es antisimétrica. Ya que no ocurre con los pares simétricos
que (a,b)eR o bien (b,a)eR. Ejemplo de ello es que (2,4)eR y
también (4,2)eR.

e Si es transitiva. Ya que se cumple en todos los casos que si
(a,b)eRy (b,c)eR entonces (a,c)eR. La forma de llevar a cabo
esta comprobacion es demostrando que MR= ( MRu MR2,
como se muestra a continuacion. (Ver pagina Web)

Relacion S

e No es reflexiva. Ya que no se cumple que Vae A, (a,a)eR.
Ejemplo (1,1)xeS

e Sies irreflexiva. Ya se cumple que Vae A, (a,a)g R. Se observa
porgue la diagonal principal de Ms contiene exclusivamente
ceros.

e No es simétrica. Ya que no cumple en todos los casos que si
(a,b)eR, entonces (b,a)eR. Ejemplo (4,1)eS pero (1,4)éS. Se
ratifica esta afirmacion ya que MR* MRT.

e Si es asimétrica. Ya que se cumple en todos los casos que
cuando (a,b)e R entonces (b,a)e R. Ademas también se cumple
que si a=b (a,a)iR ya que su diagonal contiene exclusiva-
mente ceros.

e Si es antisimétrica. Ya que se cumple que para los pares si-
metricos (a,b)eR o bien (b,a)esR. Esto implica que los pares
colocados simétricamente son pares de ceros o bien contrarios
(Uno de ellos es Oy el otro 1), la diagonal en este caso no es
importante.
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e No es transitiva. Ya que no existe ningln caso en donde si
(a,b)e Ry (b,c)e R entonces (a,c)e R. Ademas se cumple que MR
=(Mr u Mr2. Yague MR2=0 como se muestra a continuacion.
(Ver pagina Web)

La relacion R

Si es una relacion de equivalencia ya que es Reflexiva, Simétrica
y Transitiva.

e Las clases de equivalencia son:

[1] = [3] = [3] = {1,3,5}
[2] = [4] = {2,4)

e La particion es:

* ={[1], [2]} = {1,3,5}, {2,4}}
La relacion S

No es una relacién de equivalencia ya que no es Reflexiva, tampocm
es Simétrica ni Transitiva. Por tal razon se deberan aplicar las cerra-
duras correspondientes. \

e Cerradura Reflexiva:

Sul)={1,2), (2,2, (3,3), (4,1), 4,3), (4,4, (51), (5,3), (5.5
Cerradura Simétrica:

Su S-)

={1,1), (1,9), (1,5), (2,2, (3,3), (3,5), (4,1), (4,3), (4,9, (5,1) 53]
(5,5)}

Cerradura transitiva. (Ver pagina Web)

Como esta relacion ahora es transitiva
e Las clases de equivalencia son:

[1]1 = [3] = [4] = [5] = {1,3,4,5}
[2]1 ={ 2}
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e La particion es:

~={l'l, [2]} = {1.3,4,5}, {2}

g) No es relacion de equivalencia ya que no es reflexiva, ni simeétri-
ca aungue si es transitiva.

6.17.

a) R={(l,a),(2,b),(3,d),(4,c)}

Es una funcion.
Dom(R)=Dom(f)={l,2,3,4}; Cod(R)=Cod(f)={a,b,c,d}
Es Inyectiva, ya que Vae A corresponde un elemento diferen-

te be B. Es suprayectiva ya que Cod(f)=B. Por lo tanto se trata
de una funcién Biyectiva.

Es invertible, suinversaes f 1=R 1={(a,l), (b,2), (d,3), (c,4)}.
Por ser invertible su inversa también es una funcion.

b) R={(1.a). (2,a), (3,a), (4,a)}

Es una funcién.

Dom(R)=Dom(f)={1,2,3,4}; Cod(R)=Cod(f)={a}

No es Inyectiva, ya que no se cumple que Vae A corresponde
\ un elemento diferente beB. Ejemplo: los elementos 1, 2, 3y 4
tienen la misma imagen a. Tampoco es suprayectiva ya que

Cod(f)*B, faltan los elementos b,cy d en el codominio. No es
biyectiva porque no es inyectiva ni suprayectiva.

No es invertible, porque no es una biyeccion.

c) R={(l,b), (I,c), (2,a), (2,d)}

No es funcidn ya que Dom(R)%A. En otras palabras no se en-
cuentran relacionados todos los elementos de A.

Dom(R)={l,2}; Cod(R)={a,b,c,d}

Como no es funcién no procede verificar si es inyectiva, su-
prayectiva o biyectiva.

Como no es funcidén entonces no procede verificar si se trata
de una funcién invertible.
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6.21.

d)

d)

R ={(l,c), (2,0), (3,d), (4,d)}

e Si es funcion.
e Dom(R)=Dom(f)={1,2,3,4}; Cod(R)=Cod(fHe,d}
e No es inyectiva ya que elementos del conjunto A tienen la

misma imagen en B. Ejemplo: (I,c) y /72,c). Tampoco es supra-
yectiva ya que Cod(f)¢B

e No es invertible ya que no es biyectiva.

g of (2) = g(f(2)) - g(3(2) + 23 = g(14) = 145= 537824

fog (X-1)=f(g(x- 1) =f((x- 1)5=3(x-1)5+(x-1)15

90f° h(x) = g(f(h(x))) =g(f(x + 1)) =gB(x + )+ (x + 1) = (3(x + 1)
+(x+1)3)h

fog oh(-x) = f(g(h(-x))) = f(g(l - x)) =f((I - x)5 =3(1 - xp+ - x)b

(
9(

Capitulo 7 Grafos

7.1.

d)

)

9)

h)

No es grafo simple ya que los grafos simples no tienen lazos ni
lados paralelos.

No es Kn, porque Knno tiene lazos ni lados paralelos, ademas la
valencia de cada uno de los vértices de un Knes (n- 1)y eso no
ocurre en este caso.

No es un Knm ya que Knmno tiene lazos ni lados paralelos. Ade-
mas en Knmexisten dos conjuntos en donde los elementos de uno
de esos conjuntos esta relacionado con los elementos del otro,
pero entre elementos de un mismo conjuntos no existe ninguna
relacion, lo cual no se cumple en este caso.

Si es conexo ya que se puede encontrar un camino entre dos
vértices cualquiera.

Si es plano, de hecho esta dibujado en forma plana, ya que nin-
guna de sus aristas se cruzan. Si se cumple la ecuacion de Euler
c=a—Vv+2 Yaque c=10, a= 18y v = 10, de tal manera que al
sustituir en la ecuacioén se tiene que 10 =18-10 + 2

No tiene camino de Euler.

No tiene circuito de Euler. Ya que no todos su vértices tienen
valencia par.

No tiene circuito de Hamilton.
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I) Los elementos de cada conjunto son:
¥ ={1,2,3,4,5,6,7,8,9,10}
e A ={a,b,c,d,e,f,qg,hlijk,I,mh,n,o,p,q}.
* L={ip}

* P={eq}
k) La valencia de cada uno de los vértices es la que se indica en la
ultima columna de la matriz de incidencia.

1) caminos, camino simple, circuito, circuito simple.

(1,5,8,9,7,6,1,3). Camino, camino simple de longitud = 7.
(5,8,4,10,10,7,6,5). Camino, circuito.

e (1,3,3,1). Camino, circuito
(4,10,9,7,6,5,1,3,8,4).Camino, circuito simple.
(2,6,5,8,9,10). Camino, camino simple de longitud = 5.

a) Es un grafo bipartido donde A ={1,3,5,8}y B={2,4,6,7}.

b) Es grafo bipartido completo K52 en donde A = {a,b,d,f,g} y
B = {c,e}

c) Grafo bipartido A ={e,b,d} y B = {a,c,f,g,h}

d) Es un grafo completo K6en donde A ={1,2,3,4,5,6}

Capitulo 8 Arboles

a) Recorridos sin balancear el arbol.

® Primero: (a,b,e,i,n,r,s,t,u,w,v,x,y,j,n,o,c,f,g,k,l,p,q,d,li,m).
® Segundo: (i,r,n,t,s,w,u,x,v,y,e,n,j,0,b,a,f,c,k,qg,p,l,q,d,m,h).
® Final: (r,t,w,u,x,y,v,s,n,i,n,o,j,e,b,f,k,p,q,l,9,c,m,h,d,a).

c) Recorridos con el arbol ya balanceado.

© Primero: (a,b,e,n,n,o,f,p,q,r,g,s,t,u,c,h,v,w,x,i,y,j,d,k,I,m).
® Segundo: (n,e,i,0,b,p,f,q,r,s,g,t,u,a,v,h,w,x,c,y,i,j,k,d,l,m).
© Final: (n,id,0,e,p,q,r.f,s,t,u,g,b,v,w,x,h,y,i,j,c,k,l,m,d,a).
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8.3.
b)

8.7.
b)

8.13.
b)

Recorrido en orden:

Primero: /-+ba*bc+/ac/*dcb
e Segundo: b+a-b*c/a/c+d*c/b
e Final: ba+bc*-ac/dc*b/+/ |

e Primero: (m,d, c a a ¢ b, d,f, g, m, 2)
e Segundo: (@, a, b,cc d d, f,g,mm, 2

e Final: (@ b,c,a d c,m,g,f, d, z, m)

Codificacion de. solounabuenailusion es.

=00011101000110001000011110010011010001110110000010001
011100000

Capitulo 9 Introduccion a los lenguajes formales

a)

b)

Es regular. Ya gue Unicamente tienen un simbolo no terminal del
lado izquierdo de todas las composiciones y del lado derecho
tiene a lo mas un solo simbolo no terminal. También es libre de
contexto y sensible al contexto.

No es regular. Ya que tiene mas de un simbolo no terminal del
lado izquierdo de algunas composiciones.

No es libre de contexto. Ya que del lado izquierdo de algunas
composiciones hay mas de un simbolo no terminal, ademas algu-
nas composiciones tienen mayor numero de simbolos del lado
izquierdo que del lado derecho.

Es sensible al contexto. Ya que no guarda ninguna restriccion.
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c) No es regular. Ya que algunas composiciones tienen del lado
derecho mas de un simbolo no terminal.

Es libre de contexto. Ya que del lado izquierdo de la composicion
tienen un solo simbolo no terminal.

Es sensible al contexto ya que toda gramatica libre de contexto
es también sensible al contexto.

a) (LuM)={e 0 1, 00, 01, 10, 000, 100, 111}.
b) (L n M) ={00,111}
¢) LM = {01, 000, 001, 0100, 0111, 0000,11,100,101,1100, 1111,1000,

0001, 00100, 00111, 00000,1001,10100,10111,10000,11100,11101,
111100, 11111, 111000}

d L-M={g 0, 10}
e) M1={1, 00, 10,001, 111,000}
f) L1={0, 1, 00, 01, 111}

g) L2={00, 01, 000, 010, 0111,10,11,100,110,1111, 001, 0000, 0010,
00111, 101, 1000, 1010, 10111, 1110, 11100, 11110, 111111}

h) L+=L1u L2u L3U.....uL” ={0, 1, 00, 10,111} u {00, O1, 000, 010,

0111, 10, 11, 100, 110, 1111,............. Ju..... ={0, 1, 00, 10, 111,
01, 000, 010, O111, 11, 100, 110, 1111, ............. Ll
............ }

i) L*=L°u L1lu L2u ..... uL” ={e} ufe, O, 1, 00, 10, 111} u {00, 01,
000, 010, 0111, 10, 11, 100, 110, 1111,............. Ju ... ={ 0, 1,
00, 10, 111, 01, 0OOO, 010, 0111, 11, 100, 110, 1111............... .
Pilili,......... }

j) L'=L*-L={x/xesunacadenade Gsy Is; x e L*; xeL}
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a) (LM*Iu (M °uM +)ILI= (M*)I LI
(M*)1L1u (M*)!L1= (M*)1L1
(M*)IL1= (M*)1L1

b) (Bu M)*((LH+u LL®)= (LA (ML
{{M)*{L+uL H)1={L HAM*f
(M*L+)I = (1/)HI(MH1
LHAVHMIZ/AM*)1
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Matematicas paa
jacomputacion

Uno de lo* pilares fundamentales de las ciencias de la computacién son tas
matematicas discretas que se exponen en este libro de texto, escrito para los
primeros semestres de las carreras del rea de la informética, y en el que se
presentan los temas de Sistemas numéricos. Métodos de contoo. Con(untos.

Légica matemattca. Algebra booleana. Relaciones. Grafos. Arboles e Intro-
duccién a los lenguaes formales.

Con el fin de destacar los principios matematicos usados en la creacion de
herramientas computaclonales. a k>largo de todo el libro se analizan ejem-
plos de aplicaciones especificas.

Por otro lado y como parte esencial de la obra, el material de la pagina Web
de apoyo de este libro incluye:

 Diagramas de flujo.

= Simuladores.

m Hojas de célculo

= Software.

u Videos explicativos.

m Respuestay solucién de problemas seleccionados.

® Autoevaluaciones

m Lecturas adicionales.

m Vinculos de interés.

Ademés se incluyen los siguientes recursos exclusivos para los docentes:

= Evaluaciones propuestas.
® Presentaciones.
= Respuestay desarrollo de todos los problemas del libro.
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